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Abstract— A new relationship type of social networks - ontie

dating - are gaining popularity. With a large membe base,
users of a dating network are overloaded with chog&s about
their ideal partners. Recommendation methods can betilized

to overcome this  problem. However, traditional
recommendation methods do not work effectively foronline

dating networks where the dataset is sparse and lge, and a
two-way matching is required. This paper applies soal

networking concepts to solve the problem of develapy a

recommendation method for online dating networks. Vé

propose a method by using clustering, SimRank anddapted

SimRank algorithms to recommend matching candidates
Empirical results show that the proposed method camchieve
nearly double the performance of the traditional cdlaborative

filtering and common neighbor methods of recommend#on.

Keywords- online dating; clustering; SimRank

l. INTRODUCTION

Online dating networks, a community type of social
networks for connecting people to people, are edipan
rapidly with many people joining them. Due to agkr
customers’ base, an online dating recommendatistesy

Brisbane, Australia

Brisbane, Australia

recommendation of this approach is not personalizeétat
all of the wusers in a cluster receive the same
recommendation.

The work presented here will utilise various atité
information such as profile, and relations in sbaietwork
for proposing a social recommendation method. Tiilme
dating network is selected because of its rich aoci
connections and users activity. Pair to pair recemaation
is time consuming; therefore, the proposed method
improves the recommendation efficiency by assignisgrs
to groups. In this paper, we propose to use theR3ik
method [11] after adapting it to the social netveoifior
finding the similar users. We also propose a viamabf
SimRank by taking both the user’s explicit inforioatsuch
as profile and preference data and the implicibrimiation
such as in-link and out-link into consideration for
calculating user similarity. The users’ similaribformation
is then used in making recommendations of potential
partners.

The proposed method is evaluated using the dataset
collected from a live online dating website. Acayaf the
proposed method is measured as the success rate of
recommendations being considered by the users. The

has become a necessity of dating networks to stiggegroposed method produces higher quality recommaniat

potential matches to its members. Different froaditional
recommendation which is usually an “item to useriline
dating recommendation is “user to user” and it nesputwo-
way matching to determine that both users areested in
each other in order to start proper communicatidhe
challenge is how to efficiently find the matches gouser
considering the number of online dating networkisnmbers
is usually in millions.

in comparison to the baseline methods such astitvadi
collaborative filtering and Adamic/Adar common rgigr
[1]. The proposed method improves the successfrate
13.9% to 36.01%.

II.  THE PROPOSEDFRAMEWORK

A. Online Dating Social Networks: Basics

Content-based and collaborative-based recommemdatio ysers join an online dating social network to
systems are the most commonly implemented recomenendcommunicate with potential partners and eventusdly up

systems [4], however, they have drawbacks [7][8][Chly

a handful of work has been done related to onliatng
recommendation. Authors in [3] utilized the exigtin
collaborative recommendation method using the gatin
information of users to the data from an onlineirgat
website. Many factors such as age, job, ethnieitigcation
etc. that play an important role in the match mgkpnocess
are not considered in this work leading to poorusacy.

the start of a good relationship. A user is usuablked to
provide his/her profile and partner's preferencerirdu
registration. If the registration is successful ergs start
communications. The forms of communication include
viewing other users’ profile, message, email, chabr
detailed information about the online dating carrdferred

to [5].

More recently some preliminary works have startedB. Overview

appearing. One piece of work proposes a system hwhic

utilizes users’ past relations and user similafity], while
another [2], proposes that users be clustered, twéhmale
clusters being matched with female clusters. Howetre

Figure 1 shows the flow chart of the proposed matho
Users are divided into a female group and a male group
U™ initially, U A UM=@ and UF [0 UM=u.



u',u,. u"y0O0U™ and {u/,u;,.u}OU. A
clustering algorithm is then applied " and U™ each to

partners’ profiles. More detail, on how SimRankjplied to
online dating, can be obtained in our previous Wbtk

divide the male and female users into smaller gsoupE. Adapted SimRank

according to their explicit information i.e., prdefi and
preference attributes. The next task is to find gimailarity

between each user (uJU" or u OUM) in a cluster with

other members of the cluster. This task providesntarest
neighbors to each user in a cluster. Two similangasures
are used to find out the nearest neighbors in steruthe
original SimRank score and the adapted SimRankesdar
compute the original SimRank score between memtfeas
cluster, a graph which carries linked node inforamatis
generated and a similarity measure is employed:ohapute
the adapted SimRank score, the list of users thah e
member of the cluster has contacted is retrieved the
similarity between users is calculated according the
contact list’s profile similarity.

Finally, the system utilizes the collaborativesfilhg and
recommends theTop-n potential partners to a cluster
member that his/her nearest neighbors have codtacte

P Calculate
Build graph
| User profile & PrEfErEnl:E| of Linked SimRank Recommend
users Score un-contacted
users from
| Cluster male users, female users | group
Retrieve profile Calculate members’
Retrieve contact list for each user of contacted | -jadapted | - .
in each group users SimRank contact lists
Score

Figure 1. The Proposed Framework

C. Clustering

Users are clustered based on explicit informatiorb

including personal profile and preference attrisuted
combination of profile and preference informatiar, the
profile information only, or the preference infortioa only
is used as an input for clustering. Work in [6]tesathe
reasons for choosing these 3 options. Clusteripgtibased
on the preference only information
assumption that people searching for similar typpastner
contact similar candidates in reality. Assuming gimilar
people contact similar candidate, the profile anfgrmation
is also considered as an input to clustering. Defie
similarity functions [9] including cosine similayit Jaccard
coefficient, correlation coefficient and Euclidedigtance are
utilized in the experiments. Repeated bisectionk-afay
algorithm [13] is applied in this work for clusteg the users.

D. SimRank

The clustering process identifies the smaller lonilar
groups, however, the similarity between group memilie
yet to be found. The SimRank score is calculateti¢asure
the similarity between each pair of members inuatelr. The
basic theory of SimRank [11] is that two objects aimilar
if they are related to similar objects. We haveliggpthis
SimRank theory to the dating network scenario agsyim
that two users are similar if they contact similgers. The
similarity can be defined by many means such asitineber

of common partners or the commonality amongst the

is based on the

In this paper, we have modified the SimRank fumctio
include users’ explicit information along with theietwork
behavior. The premise is that two users in a dluate
similar if the partners they have contacted ardlainbased

on their profile. LetO(U)" ) be the set of out-link neighbors
that U} has.|O(u)') |is the number of out-link neighbors
u;v' has. The profile information can now be used fwhea
neighbor O, (U)") to compare with other neighbors. Let
f(O,(UM)) denotes all the profile features that
O, (u)") has. Letscdenote a profile feature similarity score
between two neighbor©, (U)') and O, (u'") . Cosine

similarity can be employed to calculate the feature
similarity SC. The adapted SimRank score can be shown in
Equation 1.
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The adapted SimRank scores for female groups are
calculated analogously. The computation time and
complexity are reduced greatly with the use of &elhp
SimRank scores, as the original SimRank need topaoen
ach node with all the left nodes in the graphthechumber
of nodes grows exponentially as the number of eudir
neighbors adds in the graph [6].

F. Recommendation
Top- n recommendation is adopted for this worlorider
to make recommendation wg" , contacted female users of

n most similar neighbor tougI are recommended.

Recommendations excludlé’I 's previous contacted users.

Duplications are also removed from the recommeaodati
when neighbors have contacted the same messagentci

Ill.  EXPERIMENTS ANDDISSCUSSION

A. Dataset

The underlying dating netwotkhas about 2 million
members. The dataset for this research contail®&male
users who are active during the selected 6 morghisgh A
user is called active user if they have loggedtileast once
during this period. In the experiments, positivesgages are
used as an indicator to determine whether the rewamed
user is suitable. If the user sends a message €0 th

1 bueto privacy reasons the details of this netvewegknot given.



recommended user and the recommended user replibe t
sender with positive message, then the recommendai
identified as being “successful”. There are 1,380,6nique
messages in the selected dataset that have beehystre
87,304 male users in this period. Among the sergsages,
182,169 are identified as being successful. Thisdgi the
baseline success rate of 13.9%.

B. Experiment Setup

The overall performance of the proposed
recommendation approach is compared with variatioins
similarity measures for finding neighbors, suctsaaRank,
adapted SimRank, and current system success riteutvi
applying any recommendation method. Variations loé t
proposed method used in experiments are shown lieTa
I.The proposed method with all its variations issoal
compared with the traditional memory-based collabee
method (CF) [10]. Another method, Adamic\Adar metho
[1], is also used for comparing the results adsb adopts
the common neighbor principle.

TABLE I. METHOD ACRONYMS
Acronym Method
CSAS combined _profile with preference + cosine similait
adapted SimRank
CIAS combined _profile with preference +Jaccard simyati
adapted SimRank
CDAS combined profile with prference +distance similarity
adapted SimRank
CRAS combined profile with preference + correlation $amity +
adapted SimRank
CSOS combined profile with preference + cosine similatit
SimRank with ot-links only
CSIOS combined profile with preferee + cosine similarity -
SimRank with in-links and out-links
cslIs cqmbined p‘rofille yvith preference + cosine simifatit
SimRank with in-links only
CcDOS cqmbined p‘rofile W_ith preference + distance sintyat
SimRank with out-links only
CDIOS cqmbined rpfilg vvjth preference_: + distance similarity
SimRank with in-links and out-links
CDIS cqmbined p‘rofille_with preference + distance sintyat
SimRank with il-links only
EDAS preference only + distance similarity + adaptedr&imik
ODAS profile + distince similarity + adapted SimRe
RSAS random grouping + cosine similarity + adapted Sink
BSR BSR(M) current online dating system success

The Cluto software [12] is used to cluster the 84,3
male users into approximately 1,000 groups. Expamis
found that 5 iterations are sufficient to stabilike score that
concur with previous SimRank works finding [11]. €@rthe
similarity amongst all users of a cluster is cated], we test
two approaches to recommend potential partners to

userug". (1) In the first approach (labeled as Top-n all

matched users), the system recommends to ug'erall
users who were contacted by usedsop, where Utop
represents the Top-most similar users tmg". (2) In the
second approach (labeled as Top-n successful naatch
users), the system only recommends to mﬁdérthose users

who were contacted by usdisop and replied positively to
Urop . If the user being considered for recommendatdiioin
not reply positively to a user itlrop then they are not

M
recommended to usef, .

C. Evaluation Metric

The evaluation metric for this experiment is based
deciding whether the recommended users to a gisenuu
will be successful. The recommendation can be dalle
successful if the recipient user chooses to conthet
recommended people. One of the metrics to evaltrae
performance is success rate (SBR(U") as defined in
Equation 2 is to be compared with system succets ra
BSR(U"). BSR(U)) is the success rate of current online
dating network without using the proposed recomragad
approach. Another metric is recall which is to measthe
ratio of correctly identified matches from the pospd
recommendation approach to the number of matchéisein
dataset.

SRU™)
_ Numbeof (PositivePartners n Recommende®artnerg
Numbenof (Recommende®artners

)

RecallU")
_ Numbenof(PositivePartnershn RecommendeBartner$
B Numbenpof (PositivePartner3

©)

D. Results

In terms of the success rate performance, recomimgnd
Top-n successful matched users is a better methad t
recommending the Top-n all matched users as shgvtheb
results inTables Il and lll. Most of the time, tA®p-n
successful matched users success rate gives double
performance over the Top-n all matched users. Hrabie Il
we can see the CSIS method produces the best iparioe
in Top-n all matched users experiment, followedGIS.
In-link based SimRank is better performing tharhbtbie in-
link & out-link based and out-link based SimRank tbe
Top-n all matched users. The reason is that in-baked
SimRank retrieves the positive message informatiben a
user receives a positive message back from thentmte
partner. The in & out SimRank performance is lowleby
having out-link information.

In Table Ill, it is shown that CDAS performs thesband
achieves a success rate of 36.01% for Top-1 suotess
matched users. CSIOS is the second best methodnT&e
out-links based method outperforms in-link basely amd
out-link based only methods. Positive message rimdgion
is known in this experiment when the potential pars who
have returned a positive message are
Therefore, methods containing in-link informationly do
pot benefit.

Top-n all matched users approaches offer more paten
partners for recommendation than Top-n successétmed

recommended.



users approaches. In terms of recall for Top-n heataisers
(Table 1V) and recall for Top-n successful matchesrs
(Table V), SimRank methods offer more recommendatio
to users than adapted SimRank methods.

user may have a huge number of contacted partmersna
this case the chance of achieving a high succésdsdess
than that achieved if similar users who have a lemal
number of contacted partners were used. When Usipe3
users, the success rate of the 3 users could bagadout if
one of the Top-3 user’s success rate is not higrexpected,
recall increases a® increases in Top-n (all/successful)

TABLE II. SUCCESSRATE OF TOP-N ALL MATCHED USERS
Top-1 Top-3 Top-5 Top-10
CSAS | 14.8% 12.48% 12.73% 12.38%
CJAS | 12.85% 12.71% 11.81% 11.28%
CDAS | 15.35% 13.58% 12.92% 11.88¥
CRAS | 10.71% 12.12% 11.98% 11.45%
CSOS | 16.15¢% 14.4% 13.58% 12.56%
CSIOS | 16.24% 13.97% 13.0% 13.0%
CSIS | 22.06% 18.62% 17.27% 16.01Y
CDOS | 15.11¥% 13.36% 12.7% 11.87Y
CDIOS | 15.02% 12.87% 12.31% 11.73y
CDIS | 19.89% 17.27% 16.16% 15.19¥
EDAS | 10.01¥% 10.96% 11.22% 11.02%
ODAS | 12.71% 11.84% 12.38% 11.78¥
RSAS | 11.7% 11.56% 10.82% 10.66%
BSR 13.9%
TABLE III. SUCCESSRATE OF TOP-N SUCCESFULMATCHED USERS
Top-1 Top-3 Top-5 Top-10
CSAS | 30.9% 26.43Y 26.9% 25.68Y
CJAS | 25.77% 25.35% 2456% 23.54y
CDAS | 36.01% 32.9% 29.26Y 25.9%
CRAS | 23.85Y% 25.88Y 25.37Y 23.15Y
CSOS | 23.58% 24.07Y 24.16Y 23.9%
CSIOS | 32.16% 27.04Y 25.27Y 24.14Y
CSIS | 31.37% 28.18% 25.87Y 25.10Y
CDOS | 23.45Y% 23.85¥ 23.94y 23.74Y
CDIOS | 30.08% 25.9% 24.89Y 24.03y
CDIS | 2958% 26.5% 25.4% 24.84Y
EDAS | 23.24% 25.37Y 24.95Y 24.19y
ODAS | 32.84% 29.55% 28.13% 26.229
RSAS | 18.98% 21.4% 19.59% 18.98¥
BSR 13.9%
TABLE IV. RECALL OF TOP-N ALL MATCHED USERS
Top-1 Top-3 Top-5 Top-10
CSAS | 00&8% 0.3%% 0.9(% 2.44%
CJAS | 0.0¢% 0.4%% 0.92% 2.4%
CDAS | 013% 0.5(% 0.95% 2.04%
CRAS | 007% 0.32% 0.73% 2.04%
CSOS | 3.0e% 7.0&% 9.22% 11.4%%
CSIOS | 3.8% 7.9(% 9.7% 11.4%
CSIS | 2.82% 5.8&% 7.22% 8.52%
CDOS | 1.92% 4.02% 4.98% 5.81%
CDIOS | 2.3®% 4.42% 5.22% 5.91%
CDIS | 1.7%% 3.2&% 3.9(% 5.2€%
EDAS | 0.0¢% 0.41% 0.7%% 1.55%
ODAS | 0.11% 0.4™% 0.9¢% 2.44%
RSAS | 0.51% 2.3%% 5.3%% 13.9%

matched users.

TABLE V. RECALL OF SUCCESSFULMATCHED USERS
Top-1 Top-3 Top-5 Top-10
CSAS | 0.013% 0.051% 0.12% 0.31%
CJAS | 0012% 0.050% 0.11% 0.2¢%
CDAS | 001%% 0.07C% 0.12% 0.24%
CRAS | 0.09% 0.041% 0.091% 0.25%
CSOS | 0.71% 1.11% 1.3(% 1.44%
CSIOS | 0.66% 1.1% 1.31% 1.42%
CSIS | 0.64% 1.11% 1.21% 1.3¢%
CDOS | 0.34% 0.56% 0.6% 0.6£%
CDIOS | 0.3€% 0.5% 0.65% 0.7(%
CDIS | 0.35% 0.57% 0.64% 0.67%
EDAS | 0.01(% 0.057% 0.11% 0.21%
ODAS | 0.01%% 0.06(% 0.12% 0.2¢%
RSAS | 0.C10% 0.041% 0.088% 0.22%

In most cases, the success rate decreasemazases in
Top-n (all/successful) matched users. But in soases, the

E. Profile or Preference or Combined

Intuitively using user’'s preferences (what they tvan
their partner) as the input data for clusteringuith@enerate
better recommendations than using user’s profitdg and a
combination of user’s profiles and preferences. e\awv, in
our experiments, profile and preference combinguaitifor
clustering results is the highest performance mmse of
recommendation. In Tables II, 1lI, IV, &V, CDAS germs
better than ODAS and ODAS performs better than EDAS
Results ascertain that users who have more in camimo
both their profile and preference are likely to ab® similar
people as their ideal partners. In other words sictamation
of “what a user wants their ideal partner to be™what a
user is like” alone plays an inferior role when idety who
they contact as a potential ideal partner.

F. Clustering or no clustering

Comparing performance of recommendation utilizing a
clustering method against the performance of
recommendation without a clustering method (RSAS -
random grouping), the proposed idea of recommeumlati
with clustering achieves higher performance exdepthe
case of EDAS, which is worse than RSAS in a fewesas
Therefore, clustering does contribute to better
recommendation performance in general.

G. SimRank or Adapted SimRank

SimRank is the best performing method in Top-n all
matched users, with CSIS; which is a SimRank vianat
with combined profile and preference, cosine sintjlaand

success rate increasesndscreases. For example, for CSOS in-link information; giving the highest successerads shown

in Table Ill the success rate increases initiallyhe reason
for this is that Top-1 recommendation is recommegdhe
most similar user's contacted partners to the u3ée
number of contacted partners varies. The Top-1 siostar

in Table 1l. CSIOS gives the highest recall, aswahan
Table IV. In the Top-n successful matched user exynt,
an adapted SimRank method — CDAS achieves a higher
success rate score than the success rates of naliRaBk



methods. However, SimRank methods achieve a higher The proposed methods have been evaluated on areonli

recall score. The reason why SimRank has highallrec  dating network dataset. The best performing methed

that it favors similar users who have lots of netwo improved the success rate from 13.9% to 36.01%. To

activities (initiate or receive lots of messages)tae Top-n generate a better recommendation, a combinatiamserf's

matched users. Those similar users who only hatewa profile and preference information should be fedsninput

message activities are less likely share a comnedghbhor  for clustering. The result also proves that a eltisg method

with the user and therefore the SimRank score V8. lo works better than randomized grouping. In futumprioving

Adapted SimRank compares the user's contacted ggartn the recall is essential. The proposed method wikkktended

profiles with the similar user’s contacted parthgm®files, to include capability for handling new users.

instead of comparing links between two users. Thus

neighbours can be discovered even if the two usave no ACKNOWLEDGEMENT

common links. In most cases, similar users onlyehav The content presented in this paper is part ofrajoing

handful of contacted partners and thus the number @ooperative study between Queensland University of

recommendations from adapted SimRank is less than t Technology (QUT) and an Industry Partner, with

number of recommendations from SimRank, however theponsorship from the Cooperative Research Centi@rfart

quality of recommendations is better. Services (CRC-SS). The authors wish to acknowl€ige-

H. SimRank vs. Baseline methods SS f_or_ partly funding thi; work a_nd the Industry.t.ﬁar for

o . providing data for analysis. The views presentetthig paper

Due to space limitation, results of the CF and Adaane  gre of the authors and not necessarily the viewshef

compared with “all” recommendations suggested by th organizations.

proposed method rather than each of the top-1, &,19.

Table VI shows that the best performing CDAS and th REFERENCES
worst performing RSAS from Top-n (all) successfidtolm  [1] L. Admic and E. Adar. Friends and Neighbors on \ttieb, vol. 25,
methods outperform the memory-based collaboratife) ( pp-211-230, 2001.

and Adamic/Adar [1] methods in terms of succese.rat [2] S. Alsaleh, et al. Improving Matching Process ircigloNetwork
However, CDAS performed worse than Adamic/Adar in Using Implicit&Explicit Information. APWeb 2011. B 3-320.
terms of recall. The reason is that the numberedghbors L. Brozovsk and V. Petricek. (2007, December 10&gcommender
from  the cl.ustered SimRank method is  limited System for Online Dating Servidsvailable: www.occamslab.com/

. .. petricek/papers/dating/brozovskyO7recommender.pdf
Adamic/Adar method searches the whole trainingsiztéor [4] R. Burke, "Hybrid Recommender Systems: Survey aqzbfments,”

the neighbors, but the higher recall sacrifices shecess User Modeling and User-Adapted Interactioml. 12, pp. 331-370,
rate. 2002.
5] L. Chen, R. Nayak, &Y. Xu, Improving matching prgsein socia
Ch k, & i hi i ial
TABLE VI. TORN (ALL) PERFORMANCE OFBASELINE METHODS network. Presented at ICDM Workshops, pp.305-311
& SIMRANK [6] L. Chen, R. Nayak, & Y. Xu. How people really bebawn Online
Method SR Recall Dating Networks? Interesting Findings with Soci@tiork Analysis.
CDAS 23.6% 0.72% [71 W.Chu and S. T. Park, "Personalized RecommendatioBynamic
Content Using Predictive Bilinear Models," presentat the
18.1% 0.49%
R(S:ﬁs 50 0460 WWW2009, Madrid, pp. 691-700, 2009.
Adamic/Adar 16.8% 3.4% [8] 1. Guy, et al, "Personalized Recommendation of Social Software
Items Based on Social Relations," presented aR#éeSys'09, New
IV. CONCLUSION York, pp. 53-60, 2009.

. . . . [9] J.W.Han and M. Kamber, Data Mining Concepts &adhniques:
This paper has applied social recommendation cdésicep Elsevier Inc.,2006. ISBN: 1558609016.

to online .dating networks by cqnsidering explinformation [10] J. L. Herlocker et.al., An Algorithmic Frameworkrf®erforming
and social network connections. The proposed method ~ cCollaborative Filtering. Presented at SIGIR'99, pR0-237, 1999.
clusters users into groups to reduce the computétite and  [11] G. Jeh and J. Widom, "SimRank: A Measure of StratGontext
complexity. The similarity based SimRank has bedapted Simiarity,” presented at the KDD'02, pp. 538-543)2
in this paper. Two interpretations of SimRank mdthare [12] G. Karypis, "Cluto: A Clutering Toolkit," ed, 2003Available:
developed. In the first version, SimRank scorese th glaros.dtc.umn.edu/gkhome/fetch/sw/cluto/manual.pdf
similarities of users depend on how similar theppedhey [13] G. Karypis and V. Kumar, “Multilevel k-way Hypemph
have contacted are. The similarities scores putepend on Partitioning”, 38" Design Automation Conference, pp343-348, 1999.
their social network connections in this version. the  [14] g'nl'ﬁﬂsegggl ilg(tngr'ksw'l'ujtiﬁlk tlllzr?t(':(?n\;vmeﬁn|?1?éiﬁ)i§snggpﬁg\r/§;::e
: : e i i , i

second version, adapted SimRank scores, the siiegaof (AWIC'06), Washington D.C., pp. 111-120, 2006.
users in the cluster depend on the similarity ogirth R ! o )

d , licit inf . " it [15] R. Nayak, “Utilizing Past Relations and User Saritles in a Social
contacted users’ explicit information (users tes). In Matching System” PAKDD 2011,
this .VerS'O”’ both QXpIICIt m,format'on and usemnugection [16] X. Xin, et al, "A Social Recommendation Framework Based on
relations are taken into consideration. Multi-Scale Continuous Conditional Random Field€IKM09,

HongKong, pp. 1247-1256, 2009.



