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Abstract — Safety and reliability are rigorously assessed during the design of dependable systems. Probabilistic risk assessment (PRA) processes are comprehensive, structured and logical methods widely used for this purpose. PRA approaches include, but not limited to Fault Tree Analysis (FTA), Failure Mode and Effects Analysis (FMEA), and Event Tree Analysis (ETA). In conventional PRA, failure data about components is required for the purposes of quantitative analysis. In practice, it is not always possible to fully obtain this data due to unavailability of primary observations and consequent scarcity of statistical data about the failure of components. To handle such situations, fuzzy set theory has been successfully used in novel PRA approaches for safety and reliability evaluation under conditions of uncertainty. This paper presents a review of fuzzy set theory based methodologies applied to system safety and reliability analysis. The review shows the context in which each technique may be more appropriate and highlights the overall potential usefulness of fuzzy set theory in addressing uncertainty in safety and reliability engineering.

1. Introduction

Safety critical systems are extensively used in many industries, including the aerospace, automotive, medical, and energy sectors. Systems that fall into this category range from airbags in cars to propulsion systems on spacecraft; however, they all share a common property — their failure has the potential to cause catastrophic effects on human life as well as the environment. For this reason, it is expected that safety critical systems possess a high level of safety and reliability. While safety is the avoidance of harm to people and the environment, reliability is the ability to perform the intended function uninterrupted by a failure, which is often a precondition for safety. Both properties are crucial, and as systems become more complex, their prediction via analysis plays a vital role in the successful design and development of the system; at the same time, with increasing complexity analyses become increasingly difficult.

Different probabilistic risk assessment (PRA) methods have been used to evaluate system safety and reliability. Fault tree analysis (FTA) is one of the most widely used PRA approaches to estimate system safety and reliability. In fault trees, the logical connections between faults and their causes are represented graphically. FTA is deductive in nature, meaning that the analysis starts with a top event (a system failure) and works backwards from the top of the tree towards the leaves of the tree to determine the root causes of the top event. The results of the analysis show how different component failures or certain environmental conditions can combine together to cause the system failure.

After construction of a fault tree, the analyses are carried out at two levels: a qualitative level and a quantitative level. Qualitative analysis is usually performed by reducing fault trees to minimal cut sets (MCSs), which are a disjoint sum of products consisting of the smallest combinations of basic events that are necessary and sufficient to cause a hazardous situation, e.g., a system failure. In quantitative analysis, the probability of the occurrence of a system failure and other quantitative reliability indexes such as importance measures is mathematically calculated, given the failure rate or probability of individual system component. The results of quantitative analysis give analysts an indication about system reliability and also help to determine which components or parts of the system are more critical, so analysts can put more emphasis on the critical components or parts by taking necessary steps, e.g., including redundant components in the system model.
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In addition to the FTA, Failure Mode and Effects Analysis (FMEA), Event Tree Analysis (ETA), Markov chains, Bayesian networks, and Petri nets are some of the other approaches that are used for safety and reliability evaluation of systems. In all the PRA approaches, the system failure probability is evaluated as a function of the failure probability of the system components (e.g. the basic events). Therefore, the applicability of these analysis methods for evaluating system safety and reliability is largely dependent on the availability of the components’ lifetime data. Any uncertainties raised in the components failure probability will consequently propagate it to the results. On the other hand, unavailability of failure data would introduce degrees of uncertainty into the analysis results.

In the classical forms of the PRA approaches, failure rates, failure probabilities or other numerical data related to the failure behaviour of system components are usually considered known. But in large and complex systems, not all such data is known due to limited observation and scarcity of statistical data [127, 209]. This situation is especially relevant in the early design stages, when the requirements and specifications of system components are incomplete, and in the case of new and complex software components. The failure probability of a relatively new component with insufficient historical failure data could, in theory, be estimated based on expert judgment or experience from similar components. Consequently, system safety and reliability could be evaluated based on generic statistical data, which may be taken from existing reliability databases. However, the use of generic data will add further uncertainty and imprecision to the results of the analysis.

By allowing imprecision and approximate analysis, fuzzy logic enables incorporating uncertainty in the analysis. Fuzzy set theory was firstly used in FTA for system reliability analysis in 1983 [216]. Since then, a number of researchers have developed different fuzzy set theory based FTA methodologies for system safety and reliability analysis, and many researchers have used these methodologies in a variety of application areas such as nuclear power plants, the process industries etc. Fuzzy set theory has also been applied in conjunction with dynamic extensions of the fault trees [232, 96]. The application of fuzzy set theory in safety and reliability engineering has been extended to FMEA, ETA, Bayesian networks, and Petri nets.

The last two decades have seen the development of new techniques for model-based safety and reliability analysis, including HiP-HOPS [168,169], ALTARICA [9], and xSAP [17, 23] which in various ways automate the production of analysis artefacts like fault trees and FMEAs. The issue of both aleatoric and epistemic uncertainties have not been addressed adequately in these new techniques. The aleatoric uncertainty is due to randomness of a physical system or natural variation, whereas the epistemic uncertainty is because of ambiguity, incompleteness, and lack of knowledge. We hope that this paper will provide some of the background to help stimulate research in addressing this issue.

This paper reviews different concepts of using fuzzy set theory in systems safety and reliability engineering, to reflect the current status of the fuzzy set theory based PRA methodologies, and their applications. The paper is organised as follows: Section 2 describes the fundamentals of fuzzy set theory. Fuzzy FTA, FMEA and ETA are reviewed in sections 3, 4 and 5 respectively. Fuzzy Bayesian networks, Markov chains, and Petri nets methodologies are reviewed in section 6. A discussion and future research directions are presented in section 7. Concluding remarks are provided in section 8.

2. **Fundamentals of Fuzzy Theory**

2.1 **Fuzzy Sets and Numbers**

Fuzzy set theory was introduced by Zadeh [269] to deal with imprecise, vague or partially true information. In classical set theory, membership of an element in a set is considered to be binary, i.e., either the element belongs to a set or does not belong to a set. However, fuzzy set theory allows an element of a set to have a membership value from the interval [0, 1]. Let \( X \) be a collection of object universe and its elements are represented by \( x \). A fuzzy set \( A \) in \( X \) can be characterised by a membership function \( \mu_A: X \rightarrow [0,1] \). The value of function \( \mu_A(x) \) represents the degree of membership of \( x \) in \( A \). A membership value 1 means the element is completely in set \( A \).
and 0 means the element is completely not in set $A$. On the other hand, values between 0 and 1 represent the partial membership, where the higher the value the stronger the degree of membership is.

A fuzzy number could be defined in different forms depending on the nature of the problem in hand. In [145], the authors have mentioned that any shape of membership function could be applied to reliability analysis of engineering systems. Among different shape of membership functions, the triangular and the trapezoidal shapes are widely used in reliability engineering to represent fuzzy failure rates or probabilities of system components.

Let $x, a_1, a_2, a_3, a_4 \in \mathbb{R}$. A triangular fuzzy number $A$ could be defined by the membership function $\mu_A$ as follows:

$$
\mu_A(x) = \begin{cases} 
\frac{x - a_1}{a_2 - a_1}, & \text{for } a_1 < x < a_2, \\
\frac{a_3 - x}{a_3 - a_2}, & \text{for } a_2 \leq x < a_3, \\
0, & \text{otherwise}. 
\end{cases} \quad (1)
$$

In the triangular fuzzy number $A = (a_1, a_2, a_3)$, the element $a_2$ gives the maximal degree of membership, i.e., $\mu_A(a_2) = 1$, meaning that $a_2$ is the value with the highest degree of membership. At the same time, $a_1$ and $a_3$ are the lower and upper bound of the evaluation data, respectively.

Similar to the triangular fuzzy number, the membership function of the trapezoidal fuzzy number could be written as:

$$
\mu_A(x) = \begin{cases} 
\frac{x - a_1}{a_2 - a_1}, & \text{for } a_1 < x < a_2, \\
1, & \text{for } a_2 \leq x \leq a_3, \\
\frac{a_4 - x}{a_4 - a_3}, & \text{for } a_3 < x < a_4, \\
0, & \text{otherwise}. 
\end{cases} \quad (2)
$$

Arithmetic operations on fuzzy numbers are performed following the rules of fuzzy set theory and the extension principle [270–272, 289]. Shu, Cheng and Chang [206], Bowles and Pelaez [22], Liang and Wang [127], and Misra and Weber [154] have described different arithmetic operations on fuzzy numbers based on the extension principle.

### 2.2 Computing with Words, Failure Possibility and Probability

Computing with words (CW) is used for computing and reasoning using words and propositions from natural language instead of numbers. The concept of CW was firstly presented in [275], where the concept of linguistic variables [270–272] and granulation were introduced [276]. The conceptual structure of CW can be found in [277]. Herrera et al. [80] have reviewed the developments of CW in decision making applications. Zadeh [270–272], Trillas [221] and Mendel [148] have provided a detailed description of the tight relationship between fuzzy sets and CW and how CW can be used for computation where the data is in the form of perceptions. Mendel [149,150] studied the concept of perceptual computing framework as an architecture for computing with words. Another concept, retranslation process in CW, dealing with the issue of describing fuzzy sets in natural language (linguistic terms) has been studied in [146, 251]. Over the years, several new approaches have been proposed for CW. For instance, Lawry [112–114] presented both a novel framework for linguistic modelling and an alternative method to CW using the concept of mass assignment theory [13]. These approaches avoided some of the issues related to the use of the extension principle in Zadeh’s CW method. Moreover, Ying [265] used fuzzy automata to propose a formal method for CW and Rubin [192] defined CW as a symbolic generalisation of fuzzy logic.

The concept of a linguistic variable plays an important role in dealing with situations which are too complex or vague in nature, i.e., very difficult to describe using conventional quantitative expressions. The values of
linguistic variables are words or sentences in natural languages. The detail description of the steps, including how the membership functions for the linguistic terms are constructed from available data, required for solving decision-making problem with linguistic information is out of scope of the paper. However, interested readers can find more information and some approaches in [40, 41, 80, 81, 112, 146, 148, 150, 225, 226, 251]. More information about fuzzy quantifiers such their interpretations, ways of reasoning with them, and their applications can be found in [131, 132]. Lawry [113, 115, 116] proposed an alternative framework known as label semantics for linguistic modelling based on a random set model of the measure appropriateness of a label. Labels (linguistic terms) for values are chosen from a fixed finite set of terms. Appropriateness degrees are evaluated as the likelihood that a particular word is deemed appropriate as a label for a certain value. Further research on label semantics can be found in [117, 121, 217].

In reliability engineering applications, we may treat the “failure possibility of component” using fuzzy quantifiers [278] such as: very low, low, fairly low, medium, fairly high, high, and very high. The graphical representation of these linguistic values is shown in Fig. 1.

![Fig. 1. Fuzzy numbers representing linguistic variables](image)

The membership functions of these linguistic variables in triangular forms are as follows:

\[
\mu_{\text{very low}}(x) = \begin{cases} 
1, & \text{for } 0 \leq x \leq 0.05, \\
0.2 - x & \text{for } 0.05 < x < 0.2, \\
0.15 & \text{for } x \geq 0.2. 
\end{cases}
\]

\[
\mu_{\text{low}}(x) = \begin{cases} 
x - 0.05 & \text{for } 0.05 < x \leq 0.2, \\
0.15 & \text{for } 0.2 < x < 0.35, \\
0.35 - x & \text{for } x \geq 0.35, \\
0, & \text{otherwise.} 
\end{cases}
\]

\[
\mu_{\text{fairly low}}(x) = \begin{cases} 
x - 0.2 & \text{for } 0.2 < x \leq 0.35, \\
0.15 & \text{for } 0.35 < x < 0.5, \\
0.5 - x & \text{for } x \geq 0.5, \\
0, & \text{otherwise.} 
\end{cases}
\]

\[
\mu_{\text{medium}}(x) = \begin{cases} 
x - 0.35 & \text{for } 0.35 < x \leq 0.5, \\
0.15 & \text{for } 0.5 < x < 0.65, \\
0.65 - x & \text{for } x \geq 0.65, \\
0, & \text{otherwise.} 
\end{cases}
\]
Users of linguistic variables would have to define the failure possibility distribution (values for membership functions) for different variables based on the nature of the system they want to analyse. However, the results may vary from user to user due to the subjective nature of this task. In [189, 190], Ross proposed six different methods—intuition, inductive reasoning, inference, rank ordering, genetic algorithm, and neural networks to assign value to a fuzzy variable. Purba [175, 176] used the inductive reasoning approach to assign fuzzy failure possibilities in linguistic terms. Both hardware failure rates and human error could be represented by using linguistic variables [129].

Although, both possibilities and probabilities are defined on the interval [0, 1] and they provide a measure for uncertainty, they are fairly different. The difference between these two concepts was explained in [101, 273]. According to Zadeh [273], the probability is associated with a degree of belief, frequency or likelihood whereas possibility is related to human perception of the degree of feasibility. Possibility of failure may impose an upper bound on the probability of failure, i.e., the degree of possibility of an event occurring is greater than or equal to the degree of probability that event occurring. That means that if an event is highly probable then it must also be highly possible and if an event is not possible, then it is also not probable, however, high possibility of an event does not guarantee the high probability of the event. Both failure possibility and failure probability concepts have been used for representing failure data of system components in reliability engineering. For example, the failure possibility of system components in fuzzy forms has been used in [101, 209, 228], whereas failure probability in fuzzy forms has been used in [52, 180, 213]. The ways of defining the probability of an event in fuzzy sets are available in [22, 274]. The possibility of an event could be converted to the probability of the event by following the process described in [160]. If FP and FPS represent failure probability and possibility of an event respectively, then according to [160], FP can be derived from FPS as:

\[
FP = \begin{cases} 
\frac{1}{10^8}, & \text{if } FPS \neq 0 \\
0, & \text{if } FPS = 0 
\end{cases} \quad (4)
\]

and

\[
K = \left(\frac{1-FPS}{FPS}\right)^{1/3} \times 2.301 \quad (5)
\]

As it is possible to transform possibility into probability and vice versa, possibility and probability are often considered together while performing safety and reliability analysis under limited information. If probability is used for the analysis of a system with many failure modes, then the results can be more conservative than that of the results obtained use possibility. For this reason, if little information is known about failure data, the conservative possibilistic model is preferred over the conservative probabilistic model, which is harder to determine. Moreover, when the analysts’ task is to maximize safety or reliability under a cost constraint, the possibilistic model can be less sensitive to errors than its probabilistic counterpart [3].
2.3 Approximation of Fuzzy failure data for events

The triangular and trapezoidal forms are widely used in reliability engineering for the fuzzy representation of failure data of components. Once the shape is decided, it is necessary to obtain/generate the data in the specified shape. There exist different methods such as a percentage of lower and upper bounds, expert knowledge elicitation, and $3\sigma$ expression [141].

Consider a triangular fuzzy set as\[\tilde{A} = \{x_1, x_2, x_3\}\] with $\mu_A(x_2) = 1, \mu_A(x_1) = \mu_A(x_3) = 0$, and $[x_1, x_3]$ are lower bound and upper bound of the triangular set. If specific statistical data are not available about the failure probability of a component, these values may be obtained from the point median value and the error factor of the failure probability [127]. A point median value can be considered as a crisp approximation of the failure probability of a component, which is used as a guide value in the fuzzy data generation process. Note that this value is subjective and can be calculated from the failure data of similar components by consulting reliability databases such as OREDA [161] or can be provided directly by an expert. For instance, consider that for a component $C$ we find failure data of five similar components in a database and the data are sorted in order as $f_1, f_2, f_3, f_4, f_5$. Therefore, for this example, the point median value is $f_3$. On the other hand, if there are six data points $f_1, f_2, f_3, f_4, f_5, f_6$, then the median value is $(f_3+f_4)/2$. Error factor is the percentage level of error allowed in the failure probability of the component. The system analyst decides the error factor and the value can vary widely depending on the application area and the criticality of the system under study.

According to [69, 213], the value of $x_1$, $x_2$, and $x_3$ can be defined as:

\[x_1 = \frac{q_p}{EF}\] (6)
\[x_2 = q_p\] (7)
\[x_3 = q_p \times EF\] (8)

where $q_p$ is the point median value of the failure probability and EF is the error factor. Some researchers also defined these values as: $\tilde{A} = \{x_1, x_2, x_3\} = \{q_p - EF \times q_p, q_p, q_p + EF \times q_p\}$.

When statistical data even for similar components is too scarce, expert knowledge elicitation is used [206, 259]. The authors in [267] collected experts’ knowledge through several interviews using a questionnaire to approximate the failure possibility of events. In the expert knowledge elicitation process, a set of experts, who are familiar with the system under consideration, knowledgeable about the operating environment of the system, and have considerable training and knowledge of the system operation, are provided with a set of events so that they can give their opinion about the failure probability of the events.

As the experts are human beings, their opinions could vary widely due to their level of expertise, experience and their background. In order to achieve an agreement among the contrasting observations of the experts, it is necessary to combine their opinions. There are many general approaches such as mean, median, min and max operators [42] available to aggregate fuzzy numbers (opinions). The simplest way of aggregating fuzzy numbers is to take an arithmetic average of different numbers.

Consider, for the failure probability of an event $i$, different experts $j$ ($j = 1, 2, \ldots, n$) are asked to provide their opinions and their opinions are in the form of triangular fuzzy number: $\tilde{A}_{ij} = \{x_{ij}, y_{ij}, z_{ij}\}$. These opinions can be aggregated by taking their average as:

$$\bar{A} = \frac{\tilde{A}_{i1} \oplus \tilde{A}_{i2} \oplus \tilde{A}_{i3} \oplus \ldots \oplus \tilde{A}_{in-1} \oplus \tilde{A}_{in}}{n}$$

(9)

where $\bar{A}$ is the average of the fuzzy opinions and $\oplus$ is arithmetic summation operator for fuzzy numbers.
This approach gives equal weight to all the experts regardless of their knowledge, experience and expertise. In practice, experts with better experience and knowledge are given higher weight. In order to take the weightings of the experts into account, it is possible to take a weighted average of the opinions.

To illustrate how expert opinions can be used to obtain failure data as triangular fuzzy numbers, consider the data in Table 1 as different scoring criteria to take into account the experience, knowledge, and expertise into account in the aggregation process.

Table 1. Weighting scores of experts [184]

<table>
<thead>
<tr>
<th>Constitution</th>
<th>Classification</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional position</td>
<td>Professor, GM/DGM, Chief Engineer, Technical Director</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Assistant professor, Technology Manager, Factory inspector</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Engineer, Supervisors</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Foreman, Technician, Graduate apprentice</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Operator</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>≥ 20</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>15 to 19</td>
<td>4</td>
</tr>
<tr>
<td>Experience (in years)</td>
<td>10 to 14</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>5 to 9</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>&lt; 5</td>
<td>1</td>
</tr>
<tr>
<td>Education/technical qualification</td>
<td>PhD or MTech</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>MSc or BTech</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Diploma or BSc</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>ITI</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Secondary school</td>
<td>1</td>
</tr>
</tbody>
</table>

For instance, $M$ experts are employed to provide their opinion regarding failure probability of a component and the experts provide their opinion in linguistic terms such as VL (very low), L (Low), H (high), and VH (very high) etc. The corresponding triangular fuzzy number of expert $i$'s opinion can be written as: $\tilde{A}_i = (a_{i1}, a_{i2}, a_{i3})$. Note that the correspondence between linguistic terms and fuzzy numbers can be obtained by the methods mentioned in section 2.2. Once all the experts provided their opinion, similarity aggregation method (SAM) [83, 184] is used to aggregate their opinions. As part of SAM, a similarity matrix ($S$) is formed as follows:

$$S = \begin{bmatrix}
1 & S_{12} & \cdots & S_{1M} \\
S_{21} & 1 & \cdots & S_{2M} \\
\vdots & \vdots & \ddots & \vdots \\
S_{M1} & S_{M2} & \cdots & 1
\end{bmatrix} \quad (10)$$

Where $S_{ij}$ represents the similarity between the opinions of expert $i$ and $j$, and it can be calculated as in [184, 242]:

$$S_{ij} = 1 - \frac{\sum_{k=1}^{3}|a_{ik} - a_{jk}|}{3} \quad (11)$$

The average agreement ($AA(Ex_i)$) for each of the experts is calculated as:

$$AA(Ex_i) = \frac{\sum_{j=1}^{M} S_{ij}}{M - 1} \quad (12)$$

The relative agreement degree ($RAD(Ex_i)$) is calculate as:

$$RAD(Ex_i) = \frac{AA(Ex_i)}{\sum_{j=1}^{M} AA(Ex_j)} \quad (13)$$
Using the weighting criteria from Table 1, the weighting factor of each expert is calculated as:

\[ WF(Ex_i) = \frac{WS(Ex_i)}{\sum_{j=1}^{M} WS(Ex_j)} \quad (14) \]

Where \(WF(Ex_i)\) is the weighting factor of expert \(Ex_i\) and \(WS(Ex_i)\) is the total weight scored by expert \(Ex_i\).

Weighting factor and relative agreement degrees are then used to calculate the consensus coefficient \((CC(Ex_i))\) as follows:

\[ CC(Ex_i) = \beta \cdot WF(Ex_i) + (1 - \beta) \cdot RAD(Ex_i) \quad (15) \]

Where \(\beta(0 \leq \beta \leq 1)\) is a relaxation factor, which can be determined by the analysts, and represents the importance of \(WF(Ex_i)\) over \(RAD(Ex_i)\). If \(\beta\) is set to 0 then no importance will be given to the weight of experts. Finally, the aggregated opinion of the experts is determined as:

\[ \tilde{A} = \sum_{i=1}^{M} (CC(Ex_i) \times \tilde{A}_i) \quad (16) \]

Where \(\tilde{A}\) is the aggregated opinion in triangular form.

Note that the above example illustrates only the use of a particular aggregation method (i.e., SAM). There are many other alternative aggregation procedures available that can be used for the above purpose. A survey on such approaches is available in [230]. Examples of such approaches include, but are not limited to: the weighted minimum and the weighted maximum [49, 252], ordered weighted averaging operators [253], symmetric sum [207], Choquet & Sugeno discrete fuzzy integrals [36, 211], t-norm and t-conorm [103, 196, 197], consistency aggregation method (CAM) [139, 242], iterative optimal aggregation method [118], and coordination index and similarity based aggregation [223].

### 2.4 Defuzzification Techniques

As fuzzy numbers are used for uncertainty quantification process in system safety and reliability engineering, the results obtained are also fuzzy numbers. Defuzzification is a process of converting fuzzy numbers into crisp values. A number of approaches, such as: the weighted average approach, the mean max membership approach, the centre of area approach, the mean of maxima approach, the centre of maxima approach, and the centroid approach are available for defuzzification process [189, 237]. As mentioned in [84], no single defuzzification technique is suitable for all applications. The “centre of area” method is one of the widely used methods for the defuzzification of fuzzy numbers in reliability engineering applications. According to this method, a triangular fuzzy number \(\tilde{A} = \{a_1, b_1, c_1\}\) can be defuzzified as:

\[ X = \int x \mu_{\tilde{A}}(x) dx = \frac{\int_{a_1}^{b_1} x - a_1 x \, dx + \int_{b_1}^{c_1} c_1 - x x \, dx}{\int_{a_1}^{b_1} x - a_1 \, dx + \int_{b_1}^{c_1} c_1 - x \, dx} = \frac{1}{3} (a_1 + b_1 + c_1) \quad (17) \]

The centroid method has been used for defuzzification in [163,165] for building constructions application and in [75] for conveyor system. Recently, Purba [176] has proposed an area defuzzification technique to apply it to nuclear power plant. Using this approach a triangular fuzzy number \(\tilde{A} = \{a_1, b_1, c_1\}\) can be defuzzified as:

\[ X = \frac{1}{18} (4a_1 + b_1 + c_1) \quad (18) \]

A defuzzified value could represent either failure possibility or failure probability. As mentioned in section 2.2, failure possibility can be converted to failure probability using equation (4). It is important to note that the use
of fuzzy data would not create any accuracy where none previously existed. The main advantage of starting reliability analysis using fuzzy data is that it allows considering a broad range of values where precise data is not available. At the end of the analysis, in many cases, the defuzzification techniques may be used to get a crisp value. This is usually done when the reliability requirement for a system is given as a crisp value, because analysts have to compare their results with the requirement to check if the requirement has been met by a particular system design. On the other hand, if the reliability requirement is given as a range of values then there is no need for defuzzification.

3. Fuzzy Fault Tree Analysis

The pioneering work on the application of fuzzy set theory in FTA was done by Tanaka et al. [216]. In this work, failure probabilities of the basic events of a fault tree were represented as fuzzy numbers and these values were used to determine the probability of the top event of fault tree in the fuzzy form. After this work, Furuta and Shiraishi [59] have proposed an approach to include importance measures in the fuzzy FTA. Based on [216], further research has been performed in [127, 154]. Further work on fuzzy FTA can be found in [26, 27, 153, 162, 166, 195, 213, 291]. Fuzzy set theory has also been applied to dynamic extensions of the fault trees such as in [96, 124, 232, 256]. A generic overview of the fuzzy fault tree analysis is shown in Fig. 2.

![Fig. 2. A graphical overview of the fuzzy fault free analysis](image)

The figure shows four phases in the FFTA of a system. In the qualitative analysis phase, the fault trees are developed, fault tree gates and events are numbered and finally minimal cut sets are determined. There are many tools available to create fault trees and a list of these tools is available in [91]. The outcomes of the qualitative analysis (basic events) feed into the fuzzy data approximation and quantitative analysis phases. Quantitative analysis uses cutsets and fuzzy probabilities for basic events derived as explained in section 2. Although mathematical formulae are available to quantify AND and OR operators that link events in cutsets, these are only suitable for crisp values. For this reason, it is necessary to define fuzzy operators for logic gates.
**Fuzzy Operators for Logic Gates**

**AND gate fuzzy operator:**
The output of the AND gate becomes true when all the inputs become true. The probability of an AND gate with \( N \) input events can be determined as [79]:

\[
\Pr\{E_1, E_2, E_3, \ldots, E_{N-1}, E_N\}(t) = \prod_{i=1}^{N} \Pr(E_i)(t)
\]  

Where \( \Pr(E_i)(t) \) is the probability of event \( E_i \) at time \( t \). If the failure rate of a system component corresponding to an event \( E_i \) is exponentially distributed and represented as \( \lambda \), then \( \Pr(E_i)(t) \) can be calculated as:

\[
\Pr(E_i)(t) = 1 - e^{-\lambda t}.
\]

Now, if the fuzzy probability of the event \( E_i \) is represented by a triangular fuzzy number as \( P_i(t) = \{a_i(t), b_i(t), c_i(t)\} \), then the fuzzy operator for the AND gate is defined as:

\[
P_{\text{FAND}} = \text{AND}\{P_1(t), P_2(t), \ldots, P_N(t)\} = \prod_{i=1}^{N} P_i(t) = \left\{ \prod_{i=1}^{N} a_i(t), \prod_{i=1}^{N} b_i(t), \prod_{i=1}^{N} c_i(t) \right\}
\]

**OR gate fuzzy operator:**
The probability of an OR gate with \( N \) input events can be approximated as [51]:

\[
\Pr\{E_1 + E_2 + E_3 + \ldots + E_{N-1} + E_N\}(t) = 1 - \prod_{i=1}^{N} (1 - \Pr(E_i)(t))
\]

Where \( \Pr(E_i)(t) \) is the probability of the occurrence of the event \( E_i \) at time \( t \). In the context of FTA, as the top event of a fault tree is usually represented as disjunction of minimal cut sets, the outcome of the above equation would represent the failure probability of a system at time \( t \), i.e., unreliability of the system after a specified time \( t \).

Based on the above formula, the fuzzy operator for the OR gate is defined as:

\[
P_{\text{FOR}} = \text{OR}\{P_1(t), P_2(t), \ldots, P_n(t)\} = 1 - \prod_{i=1}^{N} (1 - P_i(t))
\]

Authors in [92, 96, 268] have also defined fuzzy operators for dynamic and temporal fault tree gates such as functional dependency gate (FDEP), Priority-AND (PAND) gate and Priority-OR (POR) gate. Interested readers are referred to these articles for further details of these gates and their fuzzy operators. Once the fuzzy operators are defined, these operators and the fuzzy data are used to calculate the fuzzy probability of the minimal cut sets and the top event. Top event fuzzy probability is finally defuzzified to obtain a crisp probability.

For illustration, consider the simple fault tree in Fig. 3. The top event of this fault tree can be logically expressed as:

\[
\text{Top event} = A_1 + A_2 = X_1.X_2 + X_3.X_4
\]

where ‘+’ and ‘.’ represent logical OR and AND, respectively. Fuzzy failure rates and fuzzy failure probabilities of the basic events in triangular form are shown in Table 2.
Table 2. Fuzzy failure data for basic events (t=1000 hours)

<table>
<thead>
<tr>
<th>Event Id</th>
<th>Fuzzy Failure Rates</th>
<th>Fuzzy failure Probabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda_{i1}$</td>
<td>$\lambda_{i2}$</td>
</tr>
<tr>
<td>$X_1$</td>
<td>1.005E-5</td>
<td>2.020E-5</td>
</tr>
<tr>
<td>$X_2$</td>
<td>2.020E-5</td>
<td>4.082E-5</td>
</tr>
<tr>
<td>$X_3$</td>
<td>3.046E-5</td>
<td>5.129E-5</td>
</tr>
<tr>
<td>$X_4$</td>
<td>3.046E-5</td>
<td>4.082E-5</td>
</tr>
</tbody>
</table>

Note that these data is only for illustrative purposes. Section 2.3 explains how such data can be obtained. Furthermore, from the existing literatures related to fuzzy fault tree analysis, interested readers can find different ways of generating fuzzy data. Using the fuzzy operators of AND gate and the data from table 2, the fuzzy probabilities of the minimal cut sets can be estimated as: $Pr\{A_1\}(t) = \{0.0002, 0.0008, 0.0015\}$ and $Pr\{A_2\}(t) = \{0.0009, 0.0020, 0.0030\}$. Now using the fuzzy operators of the OR gate and the fuzzy probabilities of the MCSs, the fuzzy top event probability is: $Pr\{\text{Top event}\} = \{0.0011, 0.0028, 0.0045\}$. This result implies that the probability of the top event is between 0.0011 and 0.0045, and the most probable value is 0.0028. The fuzzy values could be defuzzified using the techniques mentioned in section 2.4. According to the centre of area method the defuzzified value of the above fuzzy number is 0.0028.

The final phase of the FFTA is the sensitivity analysis and this phase is not always executed. For this reason, this phase is represented as dotted rectangle (see Fig. 2), meaning that this phase is optional. In this phase, fuzzy importance measures of the basic events, intermediate events, and other related indexes are calculated based on fuzzy data to determine the various contributions of the basic or intermediate events on the occurrence of the top event. In classical FTA, Fussell-Vesely and Birnbaum importance measures are used for the above purpose [233]. In fuzzy FTA, Suresh et al. [213] and Guimarees and Ebecken [69] proposed methodologies to measure the importance of basic events based on their contributions to the occurrence of the top event and also their uncertainty contribution to the uncertainty of the top event. They named the former as the fuzzy importance measure (FIM) and the latter as the fuzzy uncertainty importance measure (FUIM).

The FIM of basic event $E_i$ is defined as:

$$FIM(E_i) = ED[Q_{qi=1}, Q_{qi=0}]$$

(23)

Where $Q_{qi=1}$ is the top event fuzzy probability with basic event $E_i$ fully unavailable, and $Q_{qi=0}$ is the top event fuzzy probability with basic event $E_i$ fully available, and $ED[Q_{qi=1}, Q_{qi=0}]$ is the Euclidean distance between $Q_{qi=1}$ and $Q_{qi=0}$. Euclidean distance between two fuzzy sets $\tilde{A}$ and $\tilde{B}$ is defined as:

$$ED[\tilde{A}, \tilde{B}] = \sum ((a_L - b_L)^2 + (a_U - b_U)^2)^{0.5}_{\alpha}$$

(24)

Where $a_L$, $b_L$ and $a_U$, $b_U$ are the lower and upper values of the fuzzy set $\tilde{A}$ and $\tilde{B}$ at each $\alpha$ level, respectively. Each $\alpha$ level represents a value for $\alpha$ ($0 \leq \alpha \leq 1$), which is used to determine the $\alpha$-cut of the membership
function of a fuzzy set by determining all values \( x \) whose membership in that particular fuzzy set is greater than or equal to \( \alpha \).

FUIM of basic event \( E_i \) is defined as:

\[
FUIM(E_i) = ED[Q, Q_i]
\]

Where \( FUIM(E_i) \) is the fuzzy uncertainty importance measure of event \( E_i \), \( Q \) is the top event failure probability and \( Q_i \) is the top event failure probability considering the error factor for event \( E_i \) as unity, i.e., the basic event’s failure probability is a crisp value. FIM can help to identify the critical components of the system, thereby it can help system analysts to determine which components require more attention. On the other hand, FUIM can help to identify components that contribute most to the uncertainty, which will help in deciding the components for which more information should be collected. Different other approaches for sensitivity analysis in fuzzy FTA have also been proposed. For example, [127, 227] proposed another importance measure called fuzzy importance index (FII) while Chanda and Bhattacharjee [27] have proposed a reliability improvement index (RII). Table 3 lists papers that either proposed new approaches for sensitivity analysis and/or applied existing approaches for sensitivity analysis with fuzzy data.

Generally in FFTA, fuzzy operators are defined for different logic gates and fuzzy probability data for basic events are then used in conjunction with operators to obtain different fuzzy reliability indexes. Another way of using fuzzy set theory with FTA is known as fuzzy hybrid fault tree analysis [129, 175]. An overview of this approach is shown in Fig. 4. The qualitative analysis phase is same as the classical FFTA. The data input phase performs all the tasks performed in the fuzzy data approximation phase of a classical FFTA, but it also defuzzifies the basic event probabilities to obtain crisp values. As crisp values are provided to the quantitative analysis phase, this phase does not need to define fuzzy operators for the logic gates. Using the classical formulas for the logic gates and the single failure probability data, the hybrid approach estimates the MCS probability and the top event probability as single values. Unlike the classical FFTA, this approach performs the sensitivity analysis based on crisp values using the approaches developed for classical FTA.

Fuzzy FTA has been applied in a wide varieties of areas. For example, Lavasani \textit{et al.} [110, 111], Yuhua and Datao [267], and Wang, Zhang, and Chen [242] have applied FFTA in process industries, Purba [176] and Purba \textit{et al.} [180] have used FFTA in nuclear industries, etc. FFTA has not only been used for reliability assessment of systems, it has also been applied for fault diagnosis, e.g. in [14, 31, 67, 171]. A literature review of fuzzy fault tree analysis is available in [91, 141] and a comprehensive list of references on developments and applications of fuzzy FTA till 2013 is available in [141]. Since 2013, some new developments and significant new applications of the FFTA have been noticed. Table 3 summarises those developments and applications of FFTA.
Table 3. Developments and applications of FFTA since 2013

<table>
<thead>
<tr>
<th>Category</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>New developments in</td>
<td>Purba [176], Kim et al. [102], Senol and Sahin [200], Shi et al. [205], Gierczak [65], Mhalla et al. [151], Flage et al. [56], Kumar and Singh [108], Ardeshir et al. [8], Chen et al. [32], Rajakarunakaran et al. [184], Wang et al. [240, 241, 243], Xia [249], Zhang et al. [281–283], Xu et al. [250], Purba et al. [177, 178, 180], Purba and Tjahyani [179], Sen et al. [198], Komal [105], Troger et al. [222], Nadjafi et al. [157], Verma et al. [231], Aqlan and Ali [7], Vishwakarma and Sharma [236], and Yazdi [258, 262].</td>
</tr>
<tr>
<td>fuzzy set based classical FTA</td>
<td>Kabir et al. [92, 96], Tu et al. [224], Huang et al. [85], Duan and Zhou [47], Abdo and Flaus [1], Yuyan et al. [268], Duan and Fan [48].</td>
</tr>
<tr>
<td>New developments in</td>
<td>Lavasani et al. [110, 111], Wang et al. [242], Senol et al. [199], Purba [176], Shi et al. [205], Hou et al. [82], Gierczak [65], Mhalla et al. [151], Lin et al. [128], Du and Li [46], Ardeshir et al. [8], Yiu et al. [266], Li et al. [123, 125], Ding et al. [43], Chen et al. [32], Zheng et al. [285], Wang [238], Rajakarunakaran et al. [184], Aung et al. [10], Qi et al. [182], Mirza et al. [152], Lu and Wei [140], Xia [249], Xu et al. [250], Sen et al. [198], Huang et al. [85], Komal [105], Zhang et al. [281, 282], Mou et al. [156], Zhu et al. [288], Nadjafi et al. [157], Verma et al. [231], Aqlan and Ali [7], Duan and Fan [48], Yazdi [261].</td>
</tr>
<tr>
<td>fuzzy set based Dynamic FTA</td>
<td>Lavasani et al. [110, 111], Ramzali et al. [185], Wang et al. [242], Senol et al. [199], Shi et al. [205], Du and Li [46], Kabir et al. [96], Li et al. [125], Ding et al. [43], Chen et al. [32], Zheng et al. [285], Rajakarunakaran et al. [184], Aung et al. [10], Qi et al. [182], Zhang et al. [283], Huang et al. [85], Komal [105], Yuyan et al. [268], Zhu et al. [288], Zhang et al. [282], Purba et al. [181].</td>
</tr>
<tr>
<td>Applications</td>
<td></td>
</tr>
<tr>
<td>Fuzzy Sensitivity Analysis</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. A graphical overview of Fuzzy Hybrid Fault Tree Analysis
4. Fuzzy FMEA

Failure Mode and Effects Analysis (FMEA) is a well-known inductive safety analysis method, which examines the potential effects of a component failure in the system operation and determines the ways of eliminating those failures to enhance system safety and reliability. The FMEA process is given in [172, 210]. It starts with defining the system, identifying and listing all components of the system with their potential failure modes. Quantitative analysis follows by calculating a risk priority number (RPN) for each failure mode. The RPN is calculated as:

\[
RPN = O \times S \times D
\]  

(26)

Where \( O \) is the occurrence probability of the failure, \( S \) is the severity of the failure, and \( D \) is the probability of not detecting the failure. These three values are evaluated using the 10-point scale as shown in Tables 4-6. The failure modes are prioritised based on their RPN values. The higher the RPN of a failure mode, the greater the criticality of that failure mode, hence, the failure mode is given a higher priority than those having a lower RPN.

Table 4. Conventional crisp ratings for the occurrence of failure (O) [28–30, 34, 35, 57, 134, 137, 201, 239]

<table>
<thead>
<tr>
<th>Rank</th>
<th>Probability of failure</th>
<th>Possible failure rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Extremely high</td>
<td>≥1/2</td>
</tr>
<tr>
<td>9</td>
<td>Very high</td>
<td>1/3</td>
</tr>
<tr>
<td>8</td>
<td>Repeated failures</td>
<td>1/8</td>
</tr>
<tr>
<td>7</td>
<td>High</td>
<td>1/20</td>
</tr>
<tr>
<td>6</td>
<td>Moderately high</td>
<td>1/80</td>
</tr>
<tr>
<td>5</td>
<td>Moderate</td>
<td>1/400</td>
</tr>
<tr>
<td>4</td>
<td>Relatively low</td>
<td>1/2000</td>
</tr>
<tr>
<td>3</td>
<td>Low</td>
<td>1/15,000</td>
</tr>
<tr>
<td>2</td>
<td>Remote</td>
<td>1/150,000</td>
</tr>
<tr>
<td>1</td>
<td>Nearly impossible</td>
<td>1/1, 500,000</td>
</tr>
</tbody>
</table>

Table 5. Conventional crisp ratings for severity of a failure (S) [28–30, 34, 35, 57, 134, 137, 201, 239]

<table>
<thead>
<tr>
<th>Rank</th>
<th>Effect</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Hazardous</td>
<td>Failure is hazardous, and occurs without warning. It suspends operation of the system and/or involves noncompliance with government regulations</td>
</tr>
<tr>
<td>9</td>
<td>Serious</td>
<td>Serious effect, failure involves hazardous outcomes and/or noncompliance with government regulations or standards</td>
</tr>
<tr>
<td>8</td>
<td>Extreme</td>
<td>Very high effect and system is inoperable with loss of primary functionality</td>
</tr>
<tr>
<td>7</td>
<td>Major</td>
<td>System performance is severely affected due to equipment damage</td>
</tr>
<tr>
<td>6</td>
<td>Significant</td>
<td>System performance is degraded with minor damage</td>
</tr>
<tr>
<td>5</td>
<td>Moderate</td>
<td>Moderate effect on system performance which requires system repair</td>
</tr>
<tr>
<td>4</td>
<td>Low</td>
<td>Small effect on system performance without requiring system repair</td>
</tr>
<tr>
<td>3</td>
<td>Minor</td>
<td>Insignificant effect on system performance</td>
</tr>
<tr>
<td>2</td>
<td>Very Minor</td>
<td>Very insignificant effect on system performance</td>
</tr>
<tr>
<td>1</td>
<td>None</td>
<td>No effect</td>
</tr>
</tbody>
</table>
Table 6. Conventional crisp ratings for detection of a failure (D) [28–30, 34, 35, 57, 134, 136, 201, 239]

<table>
<thead>
<tr>
<th>Rank</th>
<th>Detection</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Absolutely impossible</td>
<td>Design control will not be able to detect a potential cause and consequent</td>
</tr>
<tr>
<td></td>
<td></td>
<td>failure mode</td>
</tr>
<tr>
<td>9</td>
<td>Very remote</td>
<td>Very remote chance of detection of a potential cause and consequent failure</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mode by the design control</td>
</tr>
<tr>
<td>8</td>
<td>Remote</td>
<td>Remote chance of detection of a potential cause and consequent failure mode</td>
</tr>
<tr>
<td></td>
<td></td>
<td>by the design control</td>
</tr>
<tr>
<td>7</td>
<td>Very low</td>
<td>Possibility of detection of a potential cause and consequent failure mode by</td>
</tr>
<tr>
<td></td>
<td></td>
<td>the design control is very low</td>
</tr>
<tr>
<td>6</td>
<td>Low</td>
<td>Chance is low that the design control will detect a potential cause and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>consequent failure mode</td>
</tr>
<tr>
<td>5</td>
<td>Moderate</td>
<td>Moderate chance of detection of a potential cause and consequent failure mode</td>
</tr>
<tr>
<td></td>
<td></td>
<td>by the design control</td>
</tr>
<tr>
<td>4</td>
<td>Moderately high</td>
<td>Chance is moderately high that the design control will detect a potential</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cause/mechanism and consequent failure mode</td>
</tr>
<tr>
<td>3</td>
<td>High</td>
<td>Chance is high that the design control will detect a potential cause and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>consequent failure mode</td>
</tr>
<tr>
<td>2</td>
<td>Very high</td>
<td>Chance of detection of a potential cause and consequent failure mode by the</td>
</tr>
<tr>
<td></td>
<td></td>
<td>design control is very high</td>
</tr>
<tr>
<td>1</td>
<td>Almost certain</td>
<td>It is almost certain that the design control will detect a potential cause</td>
</tr>
<tr>
<td></td>
<td></td>
<td>and consequent failure mode</td>
</tr>
</tbody>
</table>

Although FMEA is widely used, limitations have been reported in [24, 136, 137, 194, 257], in particular questions raised about the validity of RPN calculation. In Table 4, we can see that probability values are used to rank for occurrence of failure (O), in a function which is non-linear. On the other hand, tables 5 and 6 show that qualitative information is used to quantitatively rank the severity (S) and detectability (D) of failure. It is evident that although the RPN calculation is a quantitative process, it is largely based on subjective qualitative assessments, which in turn casts doubts on the accuracy of results. A second issue to note is that an identical value of RPN could be produced for various sets of O, S, and D, although their risk implication may not be the same [15, 172]. For example, values 2, 3, 4 and 4, 1, 6 for O, S, and D respectively will produce the same RPN value of 24. Finally, it is not clear why the three risk factors should always be considered equally important.

To overcome those limitations, methods based on fuzzy logic have been proposed in [24, 62, 137, 239, 280]. A comprehensive list of fuzzy set theory based FMEA approaches developed till 2012 is available in [137, 239]. Since 2012, some new developments and new applications of the fuzzy FMEA have been noticed. Table 7 lists those developments and application of fuzzy FMEA.

Table 7. Developments and Applications of fuzzy FMEA since 2012

<table>
<thead>
<tr>
<th>Category</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>New developments in fuzzy set based FMEA</td>
<td>Zhou and Thai [286], Ahmadi et al. [4], Liu, Liu, and Lin [136], Liu et al. [130, 138], Mandal and Maiti [143], Kharola and Singh [100], Vahdani, Salimi, and Charkhchian [229], Liu, Liu, and Li [135], Hadi-Vencheh, Hejazi, and Es laminasab [76], Tooranloo and Ayatollah [219].</td>
</tr>
<tr>
<td>Applications</td>
<td>Zaman et al. [279], Dinmohammadi and Shafiee [44], Zhou and Thai [286], Dağsuyu et al. [39], Adar et al. [2], Ahmadi et al. [4], Panchal and Kumar [167], Rachieru, Belu, and Anghel [183], Kahraman, Kaya, and Şenvar [97], Yeh and Chen [263], Wessiani and Sarwoko [244], Helvacioglu and Ozen [78].</td>
</tr>
</tbody>
</table>
In fuzzy FMEA, fuzzy if-then rules and expert judgments are used for risk prioritization of failure modes. The idea is to represent O, S, and D using linguistic variables and rank them using fuzzy numbers (e.g., trapezoidal fuzzy numbers) instead of crisp numbers. To do so, the first step is to define membership functions for the three risk factors O, S, and D. Once membership functions are defined, each risk factor can be represented by linguistic variables. After that, expert judgment can be collected regarding the three risk factors in the form of linguistic terms. These linguistic terms are integrated in the fuzzy rule base to produce linguistic term representing the RPN. The next step is to define if-then rules to map the expert judgment regarding failure modes to fuzzy numbers. Given that the rule base may contain hundreds of rules, which can make the fuzzy FMEA process tedious, approaches have been developed to reduce the fuzzy rule base. In [172], initially 125 fuzzy if-then rules were generated and these rules were further combined and reduced to 25 rules. For example, in [70], [71], and [72], the authors have reduced 125 fuzzy if-then rules to 6, 14, and 16 rules, respectively. 27 fuzzy if-then rules were used in the approach proposed in [202].

To avoid the cumbersome process of creating large fuzzy rule bases, Wang et al. [239] have proposed the use of fuzzy weighted geometric mean for risk evaluation and prioritization of failure modes in FMEA. In this approach, the authors treated the risk factors O, S, and D as fuzzy variables and the fuzzy RPNs were evaluated as fuzzy weighted geometric means of the fuzzy values of O, S, and D. For illustrative purpose, consider the linguistic variables and fuzzy numbers shown in Tables 8-10 to represent the O, S, and D, firstly used in [239]. As seen from these tables, trapezoidal and triangular fuzzy numbers were used to represent the fuzzy values of risk factors. In order to take the relative importance of the risk factors into account, the fuzzy weights for the relative importance of the risk factors are used as shown in Table 11.

Table 8. Fuzzy ratings for the occurrence of failure (O) [239]

<table>
<thead>
<tr>
<th>Rating</th>
<th>Frequency of Failure Occurrence</th>
<th>Fuzzy number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very high (VH)</td>
<td>Failure is almost inevitable</td>
<td>(8, 9, 10, 10)</td>
</tr>
<tr>
<td>High (H)</td>
<td>Repeated failures</td>
<td>(6, 7, 8, 9)</td>
</tr>
<tr>
<td>Moderate (M)</td>
<td>Occasional failures</td>
<td>(3, 4, 6, 7)</td>
</tr>
<tr>
<td>Low (L)</td>
<td>Relatively few failures</td>
<td>(1, 2, 3, 4)</td>
</tr>
<tr>
<td>Remote (R)</td>
<td>Failure is unlikely</td>
<td>(1, 1, 2, 3)</td>
</tr>
</tbody>
</table>
### Table 9. Fuzzy ratings for severity of a failure (S) [239]

<table>
<thead>
<tr>
<th>Rating</th>
<th>Severity of effect</th>
<th>Fuzzy Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hazardous without warning (HWOW)</td>
<td>Very high severity ranking without warning</td>
<td>(9, 10, 10)</td>
</tr>
<tr>
<td>Hazardous with warning (HWW)</td>
<td>Very high severity ranking with warning</td>
<td>(8, 9, 10)</td>
</tr>
<tr>
<td>Very high (VH)</td>
<td>System inoperable with destructive failure</td>
<td>(7, 8, 9)</td>
</tr>
<tr>
<td>High (H)</td>
<td>System inoperable with equipment damage</td>
<td>(6, 7, 8)</td>
</tr>
<tr>
<td>Moderate (M)</td>
<td>System inoperable with minor damage</td>
<td>(5, 6, 7)</td>
</tr>
<tr>
<td>Low (L)</td>
<td>System inoperable without damage</td>
<td>(4, 5, 6)</td>
</tr>
<tr>
<td>Very low (VL)</td>
<td>System operable with significant degradation of performance</td>
<td>(3, 4, 5)</td>
</tr>
<tr>
<td>Minor (MR)</td>
<td>System operable with some degradation of performance</td>
<td>(2, 3, 4)</td>
</tr>
<tr>
<td>Very minor (VMR)</td>
<td>System operable with minimal interference</td>
<td>(1, 2, 3)</td>
</tr>
<tr>
<td>None (N)</td>
<td>No effect</td>
<td>(1, 1, 2)</td>
</tr>
</tbody>
</table>

### Table 10. Fuzzy ratings for detection of a failure (D) [239]

<table>
<thead>
<tr>
<th>Rating</th>
<th>Likelihood of detection</th>
<th>Fuzzy number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute uncertainty (AU)</td>
<td>No chance</td>
<td>(9, 10, 10)</td>
</tr>
<tr>
<td>Very remote (VR)</td>
<td>Very remote chance</td>
<td>(8, 9, 10)</td>
</tr>
<tr>
<td>Remote (R)</td>
<td>Remote chance</td>
<td>(7, 8, 9)</td>
</tr>
<tr>
<td>Very low (VL)</td>
<td>Very low chance</td>
<td>(6, 7, 8)</td>
</tr>
<tr>
<td>Low (L)</td>
<td>Low chance</td>
<td>(5, 6, 7)</td>
</tr>
<tr>
<td>Moderate (M)</td>
<td>Moderate chance</td>
<td>(4, 5, 6)</td>
</tr>
<tr>
<td>Moderately high (MH)</td>
<td>Moderately high chance</td>
<td>(3, 4, 5)</td>
</tr>
<tr>
<td>High (H)</td>
<td>High chance</td>
<td>(2, 3, 4)</td>
</tr>
<tr>
<td>Very high (VH)</td>
<td>Very high chance</td>
<td>(1, 2, 3)</td>
</tr>
<tr>
<td>Almost certain (AC)</td>
<td>Almost certain</td>
<td>(1, 1, 2)</td>
</tr>
</tbody>
</table>

### Table 11. Fuzzy weights for the relative importance of risk factors [239]

<table>
<thead>
<tr>
<th>Weights in Linguistic Term</th>
<th>Fuzzy Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low (VL)</td>
<td>(0, 0, 0.25)</td>
</tr>
<tr>
<td>Low (L)</td>
<td>(0, 0.25, 0.50)</td>
</tr>
<tr>
<td>Medium (M)</td>
<td>(0.25, 0.50, 0.75)</td>
</tr>
<tr>
<td>High (H)</td>
<td>(0.50, ,0.75, 1.0)</td>
</tr>
<tr>
<td>Very high (VH)</td>
<td>(0.75, 1.0, 1.0)</td>
</tr>
</tbody>
</table>
After defining all the fuzzy parameters for the risk factors, the authors in [239] consider the priority of $n$ failure modes, $FM_i (i = 1, 2, 3, \ldots, n)$, to be evaluated by a group of $m$ team members, $M_j (j = 1, 2, 3, \ldots, m)$. In this context, $R^{O}_i = (R^{O}_{ijL}, R^{O}_{ijM}, R^{O}_{ijU})$, $R^{S}_i = (R^{S}_{ijL}, R^{S}_{ijM}, R^{S}_{ijU})$, and $R^{D}_i = (R^{D}_{ijL}, R^{D}_{ijM}, R^{D}_{ijU})$ are the fuzzy ratings and $\bar{w}^{O}_j = (w^{O}_{jL}, w^{O}_{jM}, w^{O}_{jU})$, $\bar{w}^{S}_j = (w^{S}_{jL}, w^{S}_{jM}, w^{S}_{jU})$, and $\bar{w}^{D}_j = (w^{D}_{jL}, w^{D}_{jM}, w^{D}_{jU})$ are the fuzzy weights of O, S, and D respectively for the $i^{th}$ failure mode provided by the $j^{th}$ member of the team. $h_j$ is the relative importance weights of the $m$ team members, where $\sum_{j=1}^{m} h_j = 1$ and $h_j > 0$.

Given the above, the aggregated fuzzy ratings $\bar{R}^{O}_i$, $\bar{R}^{S}_i$, and $\bar{R}^{D}_i$ and aggregated fuzzy weights $\bar{w}^{O}_j$, $\bar{w}^{S}_j$, and $\bar{w}^{D}_j$ for the risk factors O, S, and D of the failure mode $i$ are calculated as follows:

\[
\bar{R}^{O}_i = \sum_{j=1}^{m} h_j \bar{R}^{O}_{ij} = \left( \sum_{j=1}^{m} h_j R^{O}_{ijL}, \sum_{j=1}^{m} h_j R^{O}_{ijM}, \sum_{j=1}^{m} h_j R^{O}_{ijU} \right) \tag{27}
\]

\[
\bar{R}^{S}_i = \sum_{j=1}^{m} h_j \bar{R}^{S}_{ij} = \left( \sum_{j=1}^{m} h_j R^{S}_{ijL}, \sum_{j=1}^{m} h_j R^{S}_{ijM}, \sum_{j=1}^{m} h_j R^{S}_{ijU} \right) \tag{28}
\]

\[
\bar{R}^{D}_i = \sum_{j=1}^{m} h_j \bar{R}^{D}_{ij} = \left( \sum_{j=1}^{m} h_j R^{D}_{ijL}, \sum_{j=1}^{m} h_j R^{D}_{ijM}, \sum_{j=1}^{m} h_j R^{D}_{ijU} \right) \tag{29}
\]

\[
\bar{w}^{O}_j = \sum_{j=1}^{m} h_j \bar{w}^{O}_j = \left( \sum_{j=1}^{m} h_j w^{O}_{jL}, \sum_{j=1}^{m} h_j w^{O}_{jM}, \sum_{j=1}^{m} h_j w^{O}_{jU} \right) \tag{30}
\]

\[
\bar{w}^{S}_j = \sum_{j=1}^{m} h_j \bar{w}^{S}_j = \left( \sum_{j=1}^{m} h_j w^{S}_{jL}, \sum_{j=1}^{m} h_j w^{S}_{jM}, \sum_{j=1}^{m} h_j w^{S}_{jU} \right) \tag{31}
\]

\[
\bar{w}^{D}_j = \sum_{j=1}^{m} h_j \bar{w}^{D}_j = \left( \sum_{j=1}^{m} h_j w^{D}_{jL}, \sum_{j=1}^{m} h_j w^{D}_{jM}, \sum_{j=1}^{m} h_j w^{D}_{jU} \right) \tag{32}
\]

The fuzzy risk priority number (FRPN) of the failure mode $i$ is obtained using the following formula.

\[
FRPN_i = \left( \bar{R}^{O}_i \right)^{\bar{w}^{O}} \times \left( \bar{R}^{S}_i \right)^{\bar{w}^{S}} \times \left( \bar{R}^{D}_i \right)^{\bar{w}^{D}} \tag{33}
\]

The authors in [239] also defined formulas for obtaining $\alpha$-level sets of the FRPNs and the defuzzified value of FRPNs.

For illustration, consider that the FMEA team consists of five members. The relative weights of the members and their opinions regarding the fuzzy ratings and weights for three risk factors of failure mode 1 is shown in Table 12. By using equations (27)-(32) and values from tables 8-12, the aggregated ratings for O, S, and D are (4.7, 5.7, 7.2, 8.1), (6.05, 7.05, 8.05), and (5.95, 6.95, 7.95) respectively. The aggregated importance weights for O, S, and D are (0.425, 0.675, 0.8625), (0.6125, 0.8625, 1), and (0.0625, 0.3125, 0.5625). Using the formulas defined in [239] the defuzzified value of FRPN for failure mode 1 is 6.7561. The FRPNs and their corresponding defuzzified values for other failure modes can be obtained in the same way. Once all the defuzzified values of FRPNs for all the failure modes are calculated, they can be ranked based on these values.
Table 12. Fuzzy ratings and weights for three risk factors for failure mode 1

<table>
<thead>
<tr>
<th>Risk Factors</th>
<th>Team Members</th>
<th>Relative Weights of Team Members</th>
<th>Ratings for Failure mode 1</th>
<th>Weights for failure mode 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occurrence (O)</td>
<td>TM₁</td>
<td>0.15</td>
<td>H</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>TM₂</td>
<td>0.20</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>TM₃</td>
<td>0.30</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>TM₄</td>
<td>0.25</td>
<td>H</td>
<td>VH</td>
</tr>
<tr>
<td></td>
<td>TM₅</td>
<td>0.10</td>
<td>VH</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>TM₁</td>
<td>0.15</td>
<td>H</td>
<td>VH</td>
</tr>
<tr>
<td></td>
<td>TM₂</td>
<td>0.20</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>TM₃</td>
<td>0.30</td>
<td>H</td>
<td>VH</td>
</tr>
<tr>
<td></td>
<td>TM₄</td>
<td>0.25</td>
<td>VH</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>TM₅</td>
<td>0.10</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>TM₁</td>
<td>0.15</td>
<td>VL</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>TM₂</td>
<td>0.20</td>
<td>R</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>TM₃</td>
<td>0.30</td>
<td>R</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>TM₄</td>
<td>0.25</td>
<td>MH</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>TM₅</td>
<td>0.10</td>
<td>VR</td>
<td>L</td>
</tr>
</tbody>
</table>

Severity (S)

<table>
<thead>
<tr>
<th>Risk Factors</th>
<th>Team Members</th>
<th>Relative Weights of Team Members</th>
<th>Ratings for Failure mode 1</th>
<th>Weights for failure mode 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occurrence (O)</td>
<td>TM₁</td>
<td>0.15</td>
<td>H</td>
<td>VH</td>
</tr>
<tr>
<td></td>
<td>TM₂</td>
<td>0.20</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>TM₃</td>
<td>0.30</td>
<td>M</td>
<td>VH</td>
</tr>
<tr>
<td></td>
<td>TM₄</td>
<td>0.25</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>TM₅</td>
<td>0.10</td>
<td>VH</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>TM₁</td>
<td>0.15</td>
<td>H</td>
<td>VH</td>
</tr>
<tr>
<td></td>
<td>TM₂</td>
<td>0.20</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>TM₃</td>
<td>0.30</td>
<td>H</td>
<td>VH</td>
</tr>
<tr>
<td></td>
<td>TM₄</td>
<td>0.25</td>
<td>VH</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>TM₅</td>
<td>0.10</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>TM₁</td>
<td>0.15</td>
<td>VL</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>TM₂</td>
<td>0.20</td>
<td>R</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>TM₃</td>
<td>0.30</td>
<td>R</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>TM₄</td>
<td>0.25</td>
<td>MH</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>TM₅</td>
<td>0.10</td>
<td>VR</td>
<td>L</td>
</tr>
</tbody>
</table>

Detection (D)

5. Fuzzy Event Tree Analysis

Event tree analysis (ETA) is a bottom-up, inductive analysis approach that projects the sequence of events in a potential accident scenario, given that an initiating event (system failure) has occurred. Event trees visually represent all event sequences that may follow a failure [6]. As seen in Fig. 5, an initiating hazardous event is followed by a series of events typically representing safety responses or safety barriers. The event tree then becomes a binary tree, where each branch either represents a success (true) or failure (false) of each one of those safety responses. If the probability of success of an event is (P) then the probability of failure is (1-P). Event trees can be analysed both qualitatively and quantitatively. Qualitative analysis of an event tree identifies the potential consequences of the initiating event. Quantitative analysis of ETs estimates the likelihoods of the possible outcomes of the initiating event. A detail description of creating and analysing event trees for process system is available in [144].
In quantitative analysis of ETA, crisp values are used to represent the event probabilities to estimate outcome events probability [99]. Such crisp values are not always available so a number of researches [37, 53, 84, 98, 99] deal with uncertainty drawing from fuzzy set theory. In fuzzy ETA, event probabilities are represented as fuzzy numbers and all the calculations are done based on these fuzzy numbers, hence the probabilities of the possible outcomes are also obtained as fuzzy numbers. These fuzzy probability values are then defuzzified to obtain a crisp value. It is important to note that the fuzzy data approximation process is same for both fuzzy FTA and fuzzy ETA. Similar to the fuzzy FTA, it is also possible to perform sensitivity (importance) analysis of the events.

Fuzzy arithmetic operations are utilised to estimate the outcome event probability. In fuzzy ETA, multiplication and addition are the two operations that are essentially required to calculate the outcome probability [188]. Authors in [53–55, 89] have defined these operations for the trapezoidal representation of the fuzzy numbers. For illustration purpose, consider the event tree in Fig. 5. In this tree, in addition to the initiating event, there are four other events (E1, E2, E3 and E4), and there are five possible outcomes (S1, S2, S3, S4, and S5). Assume that after following all the processes described in section 2 for fuzzy data definition and collection, the fuzzy probabilities of the events E1, E2, E3, and E4 in triangular forms are: \( \tilde{P}_1 = \{a_1, b_1, c_1\} \), \( \tilde{P}_2 = \{a_2, b_2, c_2\} \), \( \tilde{P}_3 = \{a_3, b_3, c_3\} \), and \( \tilde{P}_4 = \{a_4, b_4, c_4\} \), respectively.

According to Fig. 5, the fuzzy probabilities of different outcomes can be obtained as:

\[
\tilde{P}_{S1} = \tilde{P}_1 \otimes \tilde{P}_3 \tag{34}
\]

\[
\tilde{P}_{S2} = \tilde{P}_1 \otimes (1 - \tilde{P}_3) \otimes \tilde{P}_4 \tag{35}
\]

\[
\tilde{P}_{S3} = \tilde{P}_1 \otimes (1 - \tilde{P}_3) \otimes (1 - \tilde{P}_4) \tag{36}
\]

\[
\tilde{P}_{S4} = (1 - \tilde{P}_1) \otimes \tilde{P}_2 \tag{37}
\]

\[
\tilde{P}_{S5} = (1 - \tilde{P}_1) \otimes (1 - \tilde{P}_2) \tag{38}
\]

In the above equations, the symbol \( \otimes \) represents a fuzzy multiplication operation and the result of multiplication of two triangular fuzzy numbers is another triangular fuzzy number. If \( k \) represents an accident scenario with fatalities, then its fuzzy probability is obtained as:

\[
\tilde{P}_k = \sum_{i=1}^{5} \tilde{P}_{Si} \tag{39}
\]

The probability of individual outcome and the probability of accident scenario with fatalities are all fuzzy numbers. These values could be defuzzified using the methods mentioned in section 2.4 to obtain crisp values.

### 6. Other Approaches

Other approaches to fuzzy safety and reliability assessment include, but not limited to Bayesian networks, Markov models, and Petri nets. Fuzzy set theory has also been used with these approaches to handle uncertainty in processes. This section reviews some of those approaches.

#### 6.1 Fuzzy Bayesian Network Approaches

Bayesian networks (BN) has gained popularity in this domain due to their ability to combine different sources of information to provide a global safety and reliability assessment and to provide methods of reasoning under uncertainty [18, 109]. BNs are used in two different ways in safety and reliability assessment of systems. In the first way, the systems are modelled using BNs and then the analysis is performed on that model. Examples of such approaches are [45, 158, 159, 220]. The second way is by transforming dependability artefacts such as fault
trees into BNs. The approaches that fall into this category include [18, 20, 21, 93, 155]. All classical approaches use crisp probability values to represent the probability of events but recently the Bayesian approach has been generalised to accommodate fuzzy data [58, 66, 164, 214].

The key idea of the fuzzy Bayesian approach is to use fuzzy numbers to represent the prior/conditional probabilities of the root/intermediate nodes [86, 126,193, 245, 246, 255]. Subsequent analysis on the BN model uses this data. Different approaches consider different system parameters as fuzzy. For instance, in [64, 86, 215, 234, 245, 246], the failure data is fuzzy, while in Li et al. [122] quantify human reliability using triangular fuzzy numbers. Simon and Weber [208] considered system states as fuzzy, while Yanfu and Min [255] integrated fault trees with Bayesian networks, i.e., they translated fuzzy fault trees into BNs for reliability evaluation. Fuzzy failure probabilities of basic events of fault trees were represented in the form: (high, medium, low), which were used as prior probabilities for the root nodes in the BN model. Accordingly, rules were defined to calculate conditional fuzzy probabilities for the intermediate nodes, which are logic gates in the fault tree. In a classic BN model, the probability of a logic gate is determined as being 0 or 1 because the outcome of a gate can either be true or false with certainty. For illustration of this approach, consider the intermediate event A1 in the fault tree of Fig. 3. This is an AND gate with two inputs X1 and X2. The BN model of this intermediate event is shown in Fig. 6. As seen in the figure, the fuzzy failure probabilities of the events X1 and X2 are considered to be (0.2, 0.2, 0.6) and (0.35, 0.35, 0.3), respectively. The conditional probability of the intermediate node A1 is populated based on the rules defined in [255]. Now, running a query on the node A1 would give us the fuzzy probability of the event A1 given the fuzzy probability of the events X1 and X2. For this particular example, the fuzzy probability of A1 obtained is (0.12901, 0.37654, 0.49445).

<table>
<thead>
<tr>
<th>X1</th>
<th>High</th>
<th>Medium</th>
<th>Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr {X1}</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>X2</th>
<th>High</th>
<th>Medium</th>
<th>Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr {X2}</td>
<td>0.35</td>
<td>0.35</td>
<td>0.3</td>
</tr>
</tbody>
</table>

![Fuzzy Bayesian Network example](image)

Fig. 6. Fuzzy Bayesian Network example

In this area of BNs, there are also simpler approaches where fuzzy set theory is first used separately to obtain unknown failure data in a fuzzy form based on expert judgment and then this data is defuzzified to get crisp values. Subsequently, classical BNs are used to make decisions using the crisp data, e.g. in Yan et al. [254]. Fuzzy Bayesian network approaches have been applied for safety and reliability analysis in a variety of...
industries such as marine and offshore industry [50, 186], process industry [254, 260], and production systems [68].

6.2 Fuzzy Markov Chain Approaches

Markov model analysis is a state-transition based graphical modelling technique, which can capture the dynamic behaviour of systems. Generally, a Markov model of a system consists of all possible states that the system can be in, the transitions between the states, and numerical values defining the rate of each transition. In safety and reliability analysis, the states in the Markov model incorporate information related to component failures, sequence of failures, and spare allocations. The transition rates are either failure or repair rate of components. Based on this information, differential equations of states are obtained and results are obtained by solving these equations.

Classical Markov chains assume the availability of exact transition rates/probabilities. To deal with uncertainty fuzzy Markov chain approaches have been proposed in [11, 12, 25, 106]. In these approaches, the transition rates/probabilities as well as states can be considered as fuzzy. In Markov models with fuzzy transition rates, two methods are used to calculate system reliability. In the first, the matrix of Markov equations is augmented with fuzzy membership functions where transition rates are unknown. Fuzzy arithmetic operations are then used to complete the Markov process calculation. This method requires complex calculations involving fuzzy numbers, hence it is computationally demanding. The second way is to determine the reliability indices as functions of transition rates, and subsequently use fuzzy data in these functions to evaluate fuzzy reliability indices. One issue with this approach is that it requires explicit mathematical equations, which may not be practical in large systems with complex interactions between components.

For illustration, consider the Markov model in Fig. 7. The above model represents a system with \( n \) states: \( \{S_1, S_2, \ldots, S_{n-1}, S_n\} \). The fuzzy number \( \tilde{\lambda}_{i,j} \) represents the fuzzy transition rate from state \( S_i \) to state \( S_j \). The fuzzy state transition rate matrix can be written as follows:

\[
\tilde{\lambda} = \begin{bmatrix}
\tilde{\lambda}_{1,1} & \tilde{\lambda}_{1,2} & \cdots & \tilde{\lambda}_{1,n-1} & \tilde{\lambda}_{1,n} \\
\tilde{\lambda}_{2,1} & \tilde{\lambda}_{2,2} & \cdots & \tilde{\lambda}_{2,n-1} & \tilde{\lambda}_{2,n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\tilde{\lambda}_{n,1} & \tilde{\lambda}_{n,2} & \cdots & \tilde{\lambda}_{n,n-1} & \tilde{\lambda}_{n,n}
\end{bmatrix}
\]  

(40)

If \( \tilde{P}(t) \) represents the fuzzy probability of the system being in state \( S_i \) at time \( t \), then the differential equations of the Markov model corresponding in the above matrix are as follows:
Each equation in the above set of equations corresponds to a state in the Markov model. The above equations can be solved to obtain the fuzzy probability of the system being in different states.

Leuschen, Walker, and Cavallaro [119] proposed a fuzzy Markov model approach to quantify reliability of robots. In this approach, both states and the transition rates were considered to be fuzzy. Variants have been described in [63, 107, 147, 174, 218]. Fuzzy Markov model approaches have also been applied to a variety of systems, such as communication networks [173], power grids and smart meters [16, 77, 290], and degradable computing systems [170].

6.3 Fuzzy Petri Net Approaches

Petri nets have been used both as a standalone approach and as a part of model transformation approaches. Early uses in system safety and reliability assessment as a standalone approach can be found in [120, 191, 204]. Model transformation approaches where Petri nets were used for safety and reliability analysis include [19, 38, 88, 94, 95, 142, 187]. Classical PNs require exact failure rate/probability, repair rate and other dependability related data. To address uncertainty, fuzzy Petri nets have been proposed. While an overview is available in [235, 287], few applications have been reported in safety and reliability analysis. In 2001, Knezevic and Odoom [104] used PN models for qualitative analysis of systems and then fuzzy set theory on failure/repair rates for quantitative analysis. Garg [61] combined Petri nets with intuitionistic fuzzy sets. PN was used for qualitative modelling of behaviour of systems, while for quantitative analysis, failure/repair rates are represented by intuitionistic fuzzy numbers of triangular membership function. Wu et al. [247] proposed a method combining FTA and fuzzy reasoning PN (FRPN) for reliability analysis of a solar array system. The root causes of the failure of solar array were determined using FTA. The FT was then translated into FRPN, which was used for fault propagation studies and reliability analysis. This method was extended in [248] and applied for reliability apportionment of solar array of spacecraft.

A FRPN is represented as an eight-tuple [60] model \( N = (P, R, I, O, H, \theta, \gamma, C) \), where:

1. \( P = \{p_1, p_2, \ldots, p_n\}, 1 \times n \); is a finite set of places (propositions);
2. \( R = \{r_1, r_2, \ldots, r_m\}, 1 \times m \); is a finite set of transitions (rules);
3. \( I: P \times R \rightarrow \{0,1\}, n \times m \); a finite set of directed arcs from propositions to rules;
4. \( O: P \times R \rightarrow \{0,1\}, n \times m \); a finite set of directed arcs from rules to propositions;
5. \( H = P \times R \rightarrow \{0,1\}, n \times m \); complementary arcs from propositions to rules;
6. \( \theta = \{\theta_1, \theta_2, \ldots, \theta_n\}^T, \theta_i \in [0,1], n \times 1 \); is the truth degree vector which represents the fuzzy possibility of the failures;
7. \( \gamma: P \rightarrow \{0,1\}, \gamma = (\gamma_1, \gamma_2, \ldots, \gamma_n)^T, n \times 1 \); is the marking vector which shows the failure propagation in the model. A place \( p_i \) will get a token if the element \( \gamma_i = 1 \);
8. \( C = \text{diag} \{c_1, c_2, \ldots, c_m\}, 1 \times m \); is the confidence of \( r_j \).

A FRPN model can be simulated automatically based on the algorithm proposed in [60] showing the failure propagation in the model. The flowchart of the FRPN algorithm is shown in Fig. 8 and the truth degree propagation rules are shown in Fig. 9. The mathematical formulation of an FRPN model can be found in [60]:

\[
\begin{align*}
\frac{d\bar{P}_1(t)}{dt} &= -\bar{P}_1(t) \sum_{j=1}^{n} \bar{\lambda}_{1,j} \\
\vdots \\
\frac{d\bar{P}_i(t)}{dt} &= \sum_{j=1}^{i-1} \bar{P}_j(t) \bar{\lambda}_{1,j} - \sum_{j=i+1}^{n} \bar{P}_j(t) \bar{\lambda}_{i,j}, \quad 1 < i < n, t \geq 0
\end{align*}
\]
- \( \oplus : A \oplus B = D \), where A, B, and D are \( m \times n \) dimensional matrices and each entry in D is \( d_{ij} = \max \{ a_{ij}, b_{ij} \} \)
- \( \otimes : A \otimes B = D \), where A, B, and D are \( m \times p, p \times n \), and \( m \times n \) dimensional matrices and each entry in D is \( d_{ij} = \max_{1 \leq k \leq p} \{ a_{ik} \cdot b_{kj} \} \)

![Flow chat of FRPN algorithm](image)

Fig. 8. Flow chat of FRPN algorithm [248]
The firing and control vectors are defined as follows [60]:

\[
\mu_{m \times 1}^k = 1_{m \times 1} - (I + H)^T \otimes \tilde{\varphi}^k \\
\rho_{m \times 1}^k = 1_{m \times 1} - (I^T \otimes (\tilde{\varphi}^k \oplus \tilde{\theta}^k)) \oplus (H^T \otimes (\tilde{\varphi}^k \oplus \tilde{\theta}^k))
\]  

Where

\[
\tilde{\varphi}^k = 1_{m \times 1} - \varphi^k \tag{44} \\
\tilde{\theta}^k = 1_{m \times 1} - \theta^k \tag{45}
\]

The truth degree vector and the marking can be determined by

\[
\vartheta^{k+1} = \vartheta^k \oplus [(O \cdot C) \otimes \rho] \\
\gamma^{k+1} = \gamma^k \oplus [O \otimes \mu]
\]  

For illustration purposes, consider the FRPN model in Fig. 10, where places P₁ to P₄ represent the failure events corresponding to different system components and place P₇ represents the system failure. Assume that the initial truth degree vector is \(\vartheta^0 = (0.7, 0.8, 0.7, 0.8, 0, 0, 0)\), initial marking is \(\gamma^0 = (1, 1, 1, 0, 0, 0, 0)\), and the confidence for all the rules is 0.9. Using these initial conditions, the FRPN model is simulated iteratively according to the flowchart of Fig. 8. The results of simulation are shown in table 13. The results show how the failure is propagated through the FRPN model. As seen from the table, the final truth degree of the top place (P₇) is 0.567. That means the system failure possibility is 0.567.
Sun et al. [212] used fuzzy Petri nets to create fault diagnosis models of electric power systems (EPS). By combining Petri nets with fuzzy set theory this approach allows the fault diagnosis of EPS when incomplete and uncertain alarm information of protective relays and circuit breakers is detected. The feasibility and effectiveness of this approach was illustrated through simulation. Fuzzy PNs have been used in [284] for fault diagnosis of power systems, where the temporal behaviour of the systems is taken into account. Liu et al. [133] combined fuzzy evidential reasoning (FER) and dynamic adaptive fuzzy Petri nets (DAFPNs) for fault detection and causal diagnosis. FER was used to identify abnormal events and the DAFPNs were used to determine the root causes and consequences of the abnormal events. Recently, Guo et al. [74] proposed a fuzzy Petri net based methodology for risk analysis of long-distance oil and gas transportation pipelines.

7. **Discussion and Future Outlook**

There is increasing recognition that unavailability of adequate failure data can undermine the efficacy and applicability of classical safety and reliability assessments. This literature review shows that fuzzy set theory has been applied quite extensively in this field of research to address unavailability, scarcity or uncertainty in data. In addition, concepts like fuzzy importance measures have allowed analysts to determine the relative contribution of different system components to the overall failure without relying on an exact estimation of
system failure probability. The body of research we cited suggests that fuzzy set theory can enable us to draw helpful conclusions about safety and reliability even in the absence of concrete failure data. This could be useful in supporting an iterative design process by guiding the focus of future development on the most critical areas of the system architecture from early stages where data is scarce. However, it is important to emphasise that the inclusion of the concepts of fuzzy logic in the classical approaches would not increase the accuracy of the result where none previously existed, it just opens the avenue to perform safety and reliability analysis with uncertain data.

Some issues therefore require further research. Firstly, the review reveals that a wide variety of fuzzy membership functions has been used and they vary across application areas. There appears to be few guidelines available on how the shape of membership function should be selected and defined. As the definition of appropriate membership functions and fuzzy rules has significant impact on the outcomes of the analysis, it is worthwhile trying to define guidelines for selecting and defining membership functions for different application areas or systems. Secondly, most of the fuzzy logic based approaches define fuzzy failure data of components by considering that they can either be in failed or non-failed state. That means failed and non-failed states of systems and components are still defined in a crisp way, and only the failure probability data are treated as fuzzy. However, complex systems can also be in states that lie in-between success and failure, degraded states and transient failure states in which spontaneous recovery and again failure are possible. So far, very little research has been done on how to deal with these situations by using appropriate fuzzy definition of failed and non-failed state of systems. In addition, further research need to be performed to evaluate fuzzy reliability of concurrent and multi-state systems.

The most pervasive use of fuzzy set theory in safety and reliability evaluation is with fault tree analysis. Most fuzzy fault tree analysis approaches consider that the system components are non-repairable. However, this assumption is very restrictive and unrealistic. Therefore, in the future, it is worth taking repairability of the systems into account during fuzzy FTA. State space-based methods such as Markov chains and Petri nets-based methods usually consider system repairability during reliability evaluation. However, in general, these approaches suffer from the state-space explosion problem while modelling moderately complex systems. As a result, their applicability is limited to small-scale systems. In the past, modularized techniques [33, 73, 87, 264] have been developed to alleviate the state-space explosion problem, but those techniques work only for systems with precise failure data. For this reason, it would be worthwhile performing research either to adapt the existing modularized techniques for the use of fuzzy set theory or to develop new approaches for the modularized analysis of systems with fuzzy data. This will improve the scalability of the approaches.

It is important to note that, although fuzzy set theory can help to quantify system reliability, when data is unavailable, iteration of the analysis is recommended when such data is available. Whenever new knowledge or evidence is available to update the prior belief about the failure rate or probability a component, it should be updated to achieve a proper reflection of the real behaviour of the component. Bayesian networks are most suitable approach for such an iterative approach. In the recent years, the popularity of BNs have increased rapidly in the system safety and reliability analysis applications due to their flexible structure and ability to reason under uncertainty. Considering the multiple advantages provided by the BNs, it is worth exploring further the use of fuzzy set theory with BNs.

Another issue worth mentioning is that even where software tool support exists, it requires a lot of manual effort to create and evaluate different safety and reliability analysis artefacts such as fault trees and FMEAs. Model-based safety analysis (MBSA) [5, 203], which automates much of the generation and evaluation process of safety and reliability artefacts, has attracted significant interest from industry and academia. Although the issue of uncertainty in the failure data has been addressed in classical risk assessment approaches by incorporating fuzzy set theory, no effort has been made to address the same issue in the context of MBSA. Considering the advantages provided by the MBSA approaches over manual approaches, it is worthwhile exploring the use of uncertain data in the context of MBSA, thus allowing automatic safety and reliability evaluation of systems under the conditions of uncertainty.
8. Conclusion

Safety-critical systems are an integral part of our life. When they fail, the human, environmental and financial costs are significant. Many risk assessment approaches such as FTA and FMEA have been widely applied to evaluate system safety and reliability prior to deployment and help increase system defences. In their classical forms, these techniques rely on precise failure data. However, such data are often unavailable or scarce, introducing uncertainty in the process. Both aleatory and epistemic uncertainties have been addressed by combining fuzzy set theory with risk assessment approaches, and in this paper, we extensively reviewed fuzzy fault tree analysis, fuzzy FMEA, fuzzy event tree analysis, fuzzy Bayesian networks, fuzzy Markov chains, and fuzzy Petri nets. These approaches enable us to draw helpful conclusions even in the absence of concrete failure data. However, there are still challenges in this area, which we have discussed in detail in section 7. Future research efforts should be directed in these areas. In particular, we would like to emphasize the need to incorporate the use of fuzzy set theory in the context of MBSA, an emerging paradigm which although provides tools and techniques to automate system safety and reliability analysis, it is unable to deal with uncertainties.
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