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Abstract 
Research activity in the field of air pollution forecasting using artificial neural networks (ANNs) has 

increased dramatically in recent years. However, the development of ANN models entails levels of 

uncertainty given the black-box nature of ANNs. In this paper, a protocol by Maier et al. (2010) for ANN 

model development is presented and applied to assess journal papers dealing with air pollution forecasting 

using ANN models. The majority of the reviewed works are aimed at the long-term forecasting of outdoor 

PM10, PM2.5, and oxides of nitrogen, and ozone. The vast majority of the identified works utilised 

meteorological and source emissions predictors almost exclusively. Furthermore, ad-hoc approaches are 

found to be predominantly used for determining optimal model predictors, appropriate data subsets and 

the optimal model structure. Multilayer perceptron and ensemble-type models are predominantly 

implemented. Overall, the findings highlight the need for developing systematic protocols for developing 

powerful ANN models. 
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I. Introduction 
There is a growing interest in recent years on the use of artificial neural networks (ANNs) in predicting 

and forecasting ambient air pollution. As poor air quality in urban areas has been attributed to chronic 

diseases and premature mortalities of vulnerable members of the public (Organisation for Economic Co-

operation and Development, 2016; World Health Organization, 2016), a greater demand is directed 

towards policy-makers and urban city planners to provide rapid and parsimonious solutions to circumvent 

the effects of air pollution (Baklanov et al., 2007; Moustris et al., 2010). In recent years, ANNs have been 

successfully implemented in many short- and long-term forecasting applications (Biancofiore et al., 

2017a; Cabaneros et al., 2017; Coman et al., 2008; Ibarra-Berastegi et al., 2008; Lightstone et al., 2017; 

Rahimi, 2017). Furthermore, more practitioners resort to data-driven approaches such as ANNs as 

alternatives to traditional deterministic or physics-based approaches, e.g. the Urban Airshed Model 

(UAM) (Chang & Cardelino, 2000), Weather Research and Forecasting Model with Chemistry (WRF/Chem) 

(Chuang et al., 2011) and Community Multiscale Air Quality model (CMAQ) (Mueller & Mallard, 2011). 

This is because deterministic approaches are sensitive to several factors, including the scale and quality 

of the parameters involved, computationally expensive, and dependent to large databases of several 

input parameters, of which some may not be available (Dutot et al., 2007; Elangasinghe et al., 2014; Hrust 

et al., 2009; P. Jiang et al., 2017; Sun et al., 2013). On the other hand, the use of ANNs does not require 

an in-depth understanding of the dynamics between air pollution concentration levels and other 

explanatory variables. Lastly, powerful and less-complicated computing tools that are able to develop and 

implement ANNs and their training algorithms are becoming more available to the public in recent years 

(Gardner & Dorling, 1998; Sharma et al., 2005). 

However, the development of ANN models and the interpretation of their results entail certain issues 

despite their success in many applications. Data-driven models, in general, are problem-specific, thus a 

one-size-fits-all approach on building them is clearly not available (Gardner & Dorling, 1998; Zhang &  

Patuwo, 1998; Hagan et al., 1995; Maier & Dandy, 2000). Nonetheless, several authors argued that more 

general and consistent protocols that outline the complete building process of ANN models should still 

be established (Galelli et al., 2014; Jakeman et al., 2006; Maier & Dandy, 2000; Maier et al., 2010; Wu et 

al., 2014).  

Jakeman et al. (2006) outlined ten basic steps of developing and evaluating environmental models, 

and argued that modellers should provide enough information that describes and justifies the choice of 

model parameters, their development and evaluation. Maier & Dandy (2000) emphasised that a lack of a 

comprehensive guide to ANN model building makes it difficult for future modellers to draw meaningful 

comparisons between existing models. After reviewing and analysing 43 papers dealing with the use of 

ANNs in predicting and forecasting water resources variables based on the modelling methodology they 

suggested, the authors reported that many of the papers carried out the modelling process incorrectly. 

Maier et al. (2010) also encountered the same methodological concerns after reviewing 210 papers 

dealing with the prediction of water resource variables that were published from 1999 to 2007. 

Furthermore, Wu et al. (2014) argued that a justification for the use of particular methods and parameter 

values during the ANN model building process should also be provided to increase the level of confidence 

in the model results.  

Consequently, papers dealing with the use of ANNs in ambient air pollution forecasting are surveyed 

and assessed through the modelling protocols suggested by Wu et al. (2014). Furthermore, the latest 

development regarding the modelling of air pollutant concentration using ANNs is examined. Additionally, 

only papers dealing with the modelling of outdoor air pollution, especially in urban and industrial areas, 

are considered, although the threats attributed to indoor air pollution also cannot be neglected (Kotzias 

et al., 2009; Symonds et al., 2016). Despite the popularity of feedforward types of ANNs, especially the 
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Multilayer Perceptron (MLP) network, in many forecasting and prediction applications (Gardner & 

Dorling, 1998; Shahraiyni & Sodoudi, 2016; Sharma et al., 2005), other forms of ANN models are 

examined. The readers are expected throughout this work to be familiar with the concepts and 

terminologies related to ANNs. Detailed discussion of the subject matter can be found in many papers 

and textbooks (see Bishop, 1995; Gardner & Dorling, 1998; Hagan et al., 1995; Hornik et al., 1989; 

Samarasinghe, 2006).  

The remainder of this paper is organised as follows. In Section 2, details on how the papers were 

selected are given, as well as an overview of the research activity in the use of ANNs for the prediction 

and forecasting of ambient air pollutant concentrations from 2001 to 2019. In Section 3, the ANN model 

development protocols are briefly outlined. A comprehensive discussion of each step can be found 

elsewhere (see Galelli et al., 2014; Humphrey et al., 2017; Jakeman et al., 2006; Maier & Dandy, 2000). 

The section also provides the taxonomies of available options at the various steps in this process 

suggested by Maier & Dandy (2000). A total of 139 papers were examined based on the given taxonomies. 

In Section 4, conclusions are then provided. Finally, recommendations for future research are given in 

Section 5.  

II. Overview  
The papers reviewed in this work are taken from the following international peer-reviewed journals: 

Air Quality, Atmosphere & Health, Atmosphere, Atmospheric Environment, Atmospheric Pollution 

Research, Building and Environment, Chemosphere, Clean – Soil Air Water, Ecological Modelling, 

Ecological Processes, Engineering Applications of Artificial Intelligence, Engineering Computations, 

Environmental Forensics, Environmental Modeling & Assessment,  Environmental Modelling and 

Software, Environmental Monitoring and Assessment, Environmental Pollution, Environmental Science & 

Policy, Environmental Science and Pollution Research, Environmental Technology & Innovation, Evolving 

Systems, Expert Systems with Applications, Frontiers of Earth Science, Geophysical Research Letters, IEEE 

Access, IEEE Transactions on Intelligent Transportation Systems, International Journal of Environmental 

Research and Public Health, International Journal of Environmental Studies, Journal of Environmental 

Engineering and Science, Journal of Environmental Management,  Journal of Environmental Protection 

and Ecology, Journal of the Air & Waste and Management Association, Knowledge-Based Systems, 

Mathematical Geosciences, Neural Computing & Applications, Neurocomputing, Pure and Applied 

Geophysics, Science of the Total Environment, Sensors, Soft Computing, Sustainable Cities and Society, 

Urban Climate, and Water, Air, & Soil Pollution. 

The papers were identified through the StarPlus Library catalogues by the University of Sheffield, 

England (The University of Sheffield, 2017), ScienceDirect (ScienceDirect, 2017), ProQuest (ProQuest, 

2017), and IEEE Xplore® Digital Library (IEEE Xplore, 2017). Search terms included “air pollution 

forecasting”, “air pollution modelling”, “artificial neural networks”, “ANN”, “multilayer perceptron”, 
“RNN”, “LSTM”, “NARX” and “machine learning” with different combinations from previous review papers 

and standalone articles. The process was repeated until the citation trails stopped, see Figure 1.  

Furthermore, the list of references of the selected research articles were investigated to identify further 

references. 
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Figure 1. Graphical representation of the methodology used for selecting the papers reviewed 

The authors selected the papers published from January 2001 to February 2019. Only papers dealing 

with the forecasting of outdoor air pollutants were considered, although the threat of indoor pollutants 

is as serious for investigation given that an average person spends more than 90% of their time indoors 

(Ashmore et al., 2001). Additionally, papers that used ANN models which failed to outperform or provide 

similar results to other alternative techniques were not selected. Finally, papers published as conference 

proceedings were manually removed from the initial list of papers, resulting in 139 peer-reviewed articles. 

The key details of the selected articles, e.g. the authors, year of publication, study location, and air 

pollutant(s) examined, are presented in Table 1.  

The distribution of articles by year of publication is given in Figure 2. There is a growing number of 

published articles since 2001 that cite the use of air pollution forecasting tools based on ANNs, with 

almost 50% of the identified papers published since 2015 alone. This can be well explained by the 

emerging computing technologies tailored for the development of ANN models that are not easily 

accessible in the past. That is, faster and more powerful computing tools capable of performing ANN 

training algorithms and processing big data are becoming available recently (IEEE Spectrum, 2018). 
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Table 1. Details of papers reviewed. Table 1. (Continued) 

Authors (year) Location(s) 
Air pollutants 

examined 

Kolehmainen et al. (2001) 
Stockholm, 

Sweden 
NO2 

Perez & Trier (2001) Santiago, Chile NO; NO2 

Chelani et al. (2002) Delhi, India SO2 

Abdul-Wahab & Al-Alawi 
(2002) 

Khaldiya, 
Kuwait 

O3 

Kukkonen et al. (2003) Helsinki, Finland NO2 

 Lu et al. (2003) Hong Kong RSP 

Wang et al. (2003) 
Mong Kok, 
Hong Kong 

RSP 

 Hasham et al. (2004) 
Edmonton, 

Canada 
NOx 

Heo & Kim (2004) Seoul, Korea O3 

Jiang et al. (2004) Shanghai, China TSP; SO2; NOx 

 Niska et al. (2004) Helsinki, Finland NO2 

Nunnari (2004) Syracuse, Italy SO2 

Olcese & Toselli  (2004) 
Cordoba, 

Argentina 
? 

 Chelani et al. (2005) Kolkata, India NO2 

 Hooyberghs et al. (2005) Belgium PM10 

Niska et al. (2005) Helsinki, Finland NO2; PM2.5 

Ordieres et al. (2005) 

Ciudad Juarez 

and El Paso, 
Mexico 

PM2.5 

 Agirre-Basurko et al. (2006) Bilbao, Spain O3; NO2 

Grivas & Chaloulakou 
(2006) 

Athens, Greece PM10 

 Nagendra & Khare (2006) New Delhi, India NO2 

Schlink et al. (2006) 
Several EU 
countries 

O3 

Slini et al. (2006) 
Thessaloniki, 

Greece 
PM10 

Brunelli et al. (2007) Palermo, Italy 
SO2; O3; PM10; 

NO2; CO 

Dutot et al. (2007) Orleans, France O3 

 Osowski & Garanty (2007) Warsaw, Poland 
CO; NO2; SO2; 

dust 

Sousa et al. (2007) Porto, Portugal O3 

Al-Alawi et al. (2008) Kuwait O3 

Coman et al. (2008) Paris, France O3 

Díaz-Robles et al. (2008) Temuco, Chile PM10 

Ibarra-Berastegi et 

al.(2008) 
Bilbao, Spain 

SO2; CO; NO2; NO; 

O3 

Martín et al. (2008) Algeciras, Spain CO 

 Perez & Salini (2008) Santiago, Chile PM2.5 

 Solaiman et al. (2008) Ontario, Canada O3 

Authors (year) Location(s) 
Air pollutants 

examined 

 Zito et al. (2008) Leicestershire, UK CO; NO2 

Ettouney et al. (2009) Jahra, Kuwait O3 

Galatioto & Zito, (2009)  Palermo, Italy CO; C6H6 

Hrust et al. (2009) Zagreb, Croatia 
NO2; O3; CO; 

PM10 

 Juhos et al. (2009) Szeged, Hungary NO; NO2 

Pisoni et al. (2009) Milan, Italy O3 

Tsai et al. (2009) Taiwan O3 

Demir et al. (2010) Istanbul, Turkey PM10 

Inal (2010) Istanbul, Turkey O3 

Jain & Khare (2010) Delhi City, India CO 

Kurt & Oktay (2010) Istanbul, Turkey SO2; CO; PM10 

Mahapatra (2010) New Delhi, India O3 

Moustris et al. (2010) Athens, Greece 
ERPI (NO2; CO; 

SO2; O3) 

Pires et al. (2010) Oporto, Portugal O3 

Feng et al. (2011) Beijing, China O3 

Paschalidou et al. (2011) 4 cities in Cyprus PM10 

 Prakash et al. (2011) New Delhi, India 
CO; NO2; NO; 
O3; SO2; PM2.5 

Vlachogianni et al. (2011) 
Thessaloniki, Greece 
and Helsinki, Finland 

PM10; NOx 

Voukantsis et al. (2011) 
Thessaloniki, Greece 

and Helsinki, Finland 
PM10; PM2.5 

Barron-Adame et al. 

(2012) 
Salamanca, Mexico SO2 

Chattopadhyay & 

Chattopadhyay (2012) 
Kolkata, India O3 

Fernando et al. (2012) Phoenix, Arizona PM10 

Perez (2012) Santiago, Chile PM10 

Singh et al. (2012) Lucknow, India RSPM; SO2; NO2 

Siwek & Osowski (2012) Warsaw, Poland PM10 

Antanasijevic et al. (2013) 26 EU countries PM10 

Arhami et al. (2013) Tehran, Iran 
CO; NOx; NO; 

NO2; O3 

Gennaro et al. (2013) Northeast Spain PM10 

Moustris et al. (2013) 
Greater Athens Area, 

Greece 
PM10 

Papaleonidas & Iliadis 
(2013) 

Athens, Greece O3 

Russo et al. (2013) Lisbon, Portugal NO2 

Singh et al. (2012) Lucknow, India RSPM; SO2; NO2 

Siwek & Osowski (2012) Warsaw, Poland PM10 

Antanasijevic et al. (2013) 26 EU countries PM10 
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Table 1. (Continued) Table 1. (Continued)

Authors (year) Location(s) 
Air pollutants 

examined 

Arhami et al. (2013) Tehran, Iran 
CO; NOx; NO; 

NO2; O3 

Gennaro et al. (2013) Northeast Spain PM10 

Moustris et al. (2013) 
Greater Athens 

Area, Greece 
PM10 

Papaleonidas & Iliadis 

(2013) 
Athens, Greece O3 

Russo et al. (2013) Lisbon, Portugal NO2 

Ul-Saufie et al. (2013) 

Negeri 

Sembilan, 
Malaysia 

PM10 

Yan & Jian (2013) 
Hangzhou, 

China 
PM10; PM2.5 

 Zhang et al. (2013) Taiyuan, China PM10 

Azid et al. (2014) Malaysia API 

Elangasinghe et al. (2014) 
Auckland, New 

Zealand 
NO2 

He et al. (2014) 
Mong Kok, 

Hong Kong 
PM10; PM1 

Luna (2014) 
Rio de Janeiro, 

Brazil 
O3 

Özdemir & Taner (2014) Kocaeli, Turkey PM10 

Russo & Soares (2014) Lisbon, Portugal PM10 

Zhou et al. (2014) 
Xi'an Province, 

China 
PM2.5 

Alam & McNabola (2015) Vienna, Austria PM10 

Biancofiore et al. (2015) Pescara, Italy O3 

Cortina-Januchs et al. 

(2015) 

Salamanca, 

Mexico 
PM10 

 Dunea et al. (2015) 
Oltenia, 

Romania 
O3; PM10; PM2.5 

Dursun & Taylan (2015) 
Konya City, 

Turkey 
SO2 

Feng et al. (2015) 
Jing-Jin-Ji area, 

China 
PM2.5 

Mishra & Goyal (2015) Agra, India NO2 

Russo et al. (2015) Lisbon, Portugal PM10 

Santos & Fernández-olmo 
(2015) 

Cantabria 
Region, Spain 

As; Cd; Ni; Pb 

Zhu et al. (2015) 
Chongqing, 

China 
NOx 

Zou et al. (2015) Texas, USA PM2.5 

Abderrahim et al. (2016) Algiers, Algeria PM10 

 Bai et al. (2016) 
Chongqing, 

China 
PM10; SO2; NO2 

 Catalano et al. (2016) 
London, United 

Kingdom 
NO2 

Chelalli et al. (2016) Algiers, Algeria PM10 

 Ding et al. (2016) Hong Kong 
NO2; NOx; O3; SO2; 

PM2.5 

 Durao et al. (2016) Sines, Portugal O3 

Authors (year) Location(s) 
Air pollutants 

examined 

He et al. (2016) Lanzhou, China SO2; NO2; PM10 

Hoshyaripour et al. 

(2016) 
Sao Paulo, Brazil O3 

Li et al. (2016) Beijing, China PM2.5 

Li et al. (2017) China PM2.5 

Lightstone et al. (2017) 
United States of 

America 
PM2.5 

 Mao et al. (2017) Eastern China PM2.5 

Peng et al. (2017) Canada O3; PM10; NO2 

Rahimi (2017) Tabriz, Iran NOX; NO2 

Stamenković et al. 

(2017) 

17 EU countries, USA, 
China, Japan, Russia 

and India 

NOX 

Taylan (2017) Jeddah, Saudi Arabia O3 

Yeganeh et al. (2017) Queensland, Australia PM2.5 

Zhang & Ding (2017) Hong Kong 
NO2; NOx; O3; 

PM2.5; SO2 

Alimissis et al. (2018) Athens, Greece 
NO2; NO; O3; 

CO; SO2 

Antanasijević et al. 
(2018) 

26 EU countries 
SOx; NOx; NH3; 
NMVOC; PM10 

Dotse et al. (2018) Brunei Darussalam PM10 

Franceschi et al. (2018) Bogota, Colombia PM2.5; PM10 

Freeman et al. (2018) Kuwait O3 

Gao et al. (2018) Jinan, China O3 

Huang & Kuo (2018) Beijing, China PM2.5 

Jiang et al. (2018) Beijing, China 
PM2.5; SO2; NO2; 

CO; O3 

Li & Zhu (2018) China PM2.5; PM10; CO 

Nidzgorska-Lencewicz 
(2018) 

Tricity Agglomeration, 
Poland 

PM10 

Pak et al. (2018) Beijing, China O3 

Radojević et al. (2018) Belgrade, Serbia SO2; NOx 

Tzanis et al. (2019) Attica, Greece PM2.5; PM10 

Ventura et al. (2019) Rio de Janeiro, Brazil PM2.5 

Wang & Song (2018) Beijing, China 
CO; NO2; SO2; 

O3; PM10; PM2.5 

Yeganeh et al. (2018) Queensland, Australia NO2 

Zhu et al. (2018) China PM2.5 

Bai et al. (2019) Beijing, China PM2.5 

Liu et al. (2019) Beijing, China 
PM2.5; SO2; NO2; 

CO 

Qi et al. (2019) Jing-Jin-Ji, China PM2.5 

Qin et al. (2019) Shanghai, China PM2.5 
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Figure 2. Distribution of papers by year of publication 

The number of papers in which air pollutant variables were considered is shown in Figure 

3. The results reveal that airborne particulate matter with an aerodynamic diameter smaller 

than 10 µm (PM10) and 2.5 µm (PM2.5), oxides of nitrogen, e.g. NO2, NO and NOx, and ozone 

are the most examined variables among the papers identified. Particulate matter was 

studied in 87 of the 139 papers reviewed, almost 50% of which dealt with PM10 modelling 

while almost 45% of which for PM2.5. This is followed by the oxides of nitrogen (51 papers) 

and ozone (44 papers). The modelling of CO and SO2 pollutants were also examined by a 

considerable amount of papers, e.g. 18 and 23 papers, respectively. It is also worth noting 

that at least a third of the papers identified delved in more than one air pollutant variables. 

 

Figure 3. Distribution of papers by air pollutant variables predicted 

 



Page 8 of 50 
 

The distribution of the time steps used in modelling variables considered is shown in 

Figure 4. The hourly time step was used in 69 out of 139 papers reviewed, followed by daily 

(50 papers), and yearly (4 papers) and 5-minute scales (4 papers). On the other hand, several 

time steps including 2-hourly, 4-hourly, minute and 30-minute were utilised by other papers. 

However, the time steps of the modelling variables are commonly determined by the sampling 

periods of the instruments used to measure the pollutant species and meteorological data at 

a monitoring station. Consequently, some identified papers pre-processed their collected data 

via averaging and linear interpolation techniques to create model datasets with consistent 

time steps. 

 

Figure 4. Number of occurrences various time steps have been used  

Figure 5 shows the number of instances various forecast lengths have been used by the identified 

papers. Unfortunately, 43 out of 139 papers did not explicitly describe the forecast length utilised in 

their model development process. This ambiguity poses a challenge to future modellers as parameter 

settings that are implicitly described can cast doubts on the readers and future modellers. Of the 

remaining papers, short-term forecasting (forecast length = 1) was carried out 68 times. Long-term 

forecasting  (forecast length > 1) was done 171 times, of which +24, +48 and +72 ahead forecasts were 

done 25, 7 and 4 times, respectively. Prediction (forecast length of 0) was carried out by 48 papers. It is 

worth emphasising that most papers identified did consider multiple forecast lengths.  



Page 9 of 50 
 

 

Figure 5. Number of occurrences various forecast lengths have been used  

III. Methods used for ANN model development 
The design of ANN models can often be regarded as more of an art than a science due to 

the lack of a clean-cut method for implementing each model development step (Zhang & 

Patuwo, 1998). However, several guidelines are available in the literature to provide future 

modellers with a systematic way of developing ANN models. The model development process 

is divided into seven main steps: (1) data collection, (2) data pre-processing, (3) selection of 

input variables (or predictors), (4) data splitting, (5) selection of model architecture, (6) 

determination of model structure, (7) model training, and (8) model validation. The ANN 

model-building protocol used in this review is based on those presented by Jakeman et al. 

(2006) and Maier et  al. (2010). 

3.1 Collection of data 

3.1.1 Introduction 

Since black-box models such as ANN models are data-dependent, it is generally difficult to 

incorporate them with prior knowledge. Consequently, the performance of ANN models 

primarily relies on the type and form of data utilised to train them.  

One important requirement in data selection is for them to span the full range of input 

space for which the network will be utilised, as black-box models do not extrapolate well 

(Hagan et al., 1995). In the case of air pollution forecasting applications, the use of predictors, 

covering a period of a year or more has been highly recommended. This is to ensure that 

seasonal factors which have been identified to strongly influence air pollution levels are taken 

into account (Arhami et al., 2013; Colls, 2001; Kumar et al., 2017). For instance, many studies 

have utilised datasets covering a one-year period as the data tends to be roughly periodic after 

a year (Bai et al., 2019; Catalano et al., 2016; Coman et al., 2008; Fernando et al., 2012; Kurt & 

Oktay, 2010; Mishra & Goyal, 2016). 

Furthermore, the selection of various types of predictors plays an important role on model 

performance since air quality is a complex function of meteorology, emissions and other 

parameters (Colls, 2001). There is a plethora of predictor types that have been considered in 
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previous environmental modelling applications. In this paper, they are categorised as 

meteorological, emissions, traffic, and others. Meteorological parameters refer to the 

variables that characterise atmospheric chemistry. Meteorological variables especially wind 

speed, wind direction, relative humidity and atmospheric turbulence have been found to have 

a massive influence on the dispersion and concentration of several air pollutants including O3, 

NO2, PM10 and PM2.5 (Colls, 2001; Dominick et al., 2012; Kumar et al., 2017; Peng et al., 2017). 

Emissions data primarily refers to primary and secondary air pollutants in urban environments. 

They are also considered as important predictors as they are highly correlated to other air 

pollutants (Colls, 2001; World Health Organization, 2018). Finally, traffic data refers to 

information that characterises traffic behaviour. This includes traffic flow density, speed, 

occupancy degree, queues length, and travel time which are typically monitored on roads in 

close proximity to air quality stations. The use of traffic parameters has also been suggested 

as they play a significant role in the formation of several roadside air pollutants (Agirre-

Basurko et al., 2006; Catalano et al., 2016; Colls, 2001; Galatioto & Zito, 2009; World Health 

Organization, 2018). On the other hand, uncategorised parameters that were also considered 

by the identified papers include satellite, land-use and economic variables. 

3.1.2 Results 

Figure 6 reveals the distribution of input data lengths utilised by the identified papers. The 

majority of the papers utilised input data with length covering more than a period of one year. 

In detail, training data with a duration from one to three years was used 60 times, while those 

with lengths longer than three years were used 43 times. Furthermore, the use of data 

covering a period of less than 6 months occurred 22 times, while only 8 studies utilised data 

with lengths between six months to one year. However, 6 of the identified studies did not 

provide details regarding input data length. 

 

Figure 6. Number of occurrences various lengths of input data have been collected 

Figure 7 shows the number of instances where a given set of predictors was utilised by the 

identified papers. Of the 139 papers reviewed, the use of both meteorological and pollutant 

emissions variables was observed on 90 occasions. The most common meteorological 

variables utilised include temperature, relative humidity, and wind-related measurements. On 

the other hand, the utilisation of only meteorological data was carried out 9 times, while the 
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sole use of emissions data was done 13 times. Additionally, the use of traffic data alongside 

other variables was implemented by 17 papers. The utilisation of data based on satellite-

derived imagery also appeared in 4 papers. For instance, the utilisation of satellite-derived 

aerosol optical depth (AOD) variables was explored in the forecasting of PM2.5 in several 

occasions (Mao et al., 2017; Wen et al., 2019; Yeganeh et al., 2017). Finally, land-use, economic 

and stability predictors were utilised by only a few identified papers. 

 

Figure 7. Number of occurrences various sets of data have been 

collected, where MET and EMISSIONS denote the use of meteorological 

and air pollutant variables only, respectively; and W/ SATELLITE and 

W/TRAFFIC are the use of satellite and traffic data along with other 

variables, respectively 

 

3.1.3 Conclusion 

The findings have indicated that the majority of the identified studies utilised data that 

covers more than one year for ANN model development. This is considered a good modelling 

practice as the developed ANN models can possess a greater generalisation ability when 

introduced to a sufficient length of data. However, this practice does not fully address other 

prevailing modelling issues including the imbalance data problem which occurs when peak or 

rare network target values have lesser frequencies. The problem is typically encountered by 

ANN models dealing with the prediction of high or peak pollution episodes (Bai et al., 2019; 

Fernando et al., 2012; Gong & Ordieres-Meré, 2016). To address the imbalance data problem, 

several techniques coming from the field of data mining can be explored: data re-sampling 

(Drummond & Holte, 2003; Zhao et al., 2016), cost-sensitive learning (Fontes, et al., 2014; Tsai 

et al., 2009), algorithm modifications (López et al., 2012), and the Synthetic Minority Over-

Sampling Technique (SMOTE) (Chawla et al. , 2002). With regards to the predictor types 

utilised, the results reveal that meteorological and pollutant emissions data are the most 

commonly used predictors by the identified studies. However, network training with several 

predictors should be handled carefully as the dimension of input data space greatly influences 

the network complexity of resulting model (Hagan et al., 1995). Furthermore, less distinction 

can be observed between non-linear models such as ANN models and linear statistical models 
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when a large number of predictors are used. This is because the combination of a large number 

of non-linear processes tends to linearize the overall mechanism of a developed non-linear 

model (Ibarra-Berastegi et al., 2008). This observation is true for at least the prediction of NO2, 

O3, SO2 and CO in urban environments (Chelani et al., 2002; Guardani et al., 1999; Kao & 

Huang, 2000; Kolehmainen et al., 2001; Schlink et al., 2006; Slini et al., 2006). Consequently, 

this highlights the careful implementation of predictor selection techniques (see Section 3.3).  

3.2 Data pre-processing 

3.2.1 Introduction 

Another important step in the development of ANN models is data pre-processing. This step 

refers to preliminary techniques that aim at improving the representation of the collected 

data. Two popular data pre-processing techniques in the field of air pollution modelling include 

normalisation and missing data imputation (see Figure 8).  

 

Figure 8.  Taxonomy of data normalisation procedures 

Normalisation is used to ensure that all predictors fall in a similar range. This is an important 

step in model development as inputs with large values disproportionately mask the impact of 

those inputs with smaller ones. The step should also be taken to match the range of the 

predictors to those of the transfer function of the hidden layer (see Section 3.5). There are two 

popular categories for normalization, namely, range scaling and standardisation. Under range 

scaling, the predictors are transformed such that the maximum and minimum values of the 

predictors are mapped to 0 and 1 or -1 to 1, respectively. In contrast to range scaling, 

standardisation converts an old variable into a new variable with zero mean and unit standard 

deviation. Finally, it is worth noting that another common data pre-processing technique is 

called feature extraction, where the dimension of the original input data space is reduced to 

avoid redundancy. One popular feature extraction method is the method of principal 

component analysis (PCA). In this paper, the implementation of both PCA and ANN models is 

considered as a data-intensive hybrid modelling approach. Hence, PCA method is not 

mentioned here and is described in more details in Section 3.3 instead.  

On the other hand, data imputation is the process that addresses the issue of missing data, 

which is a problem repeatedly encountered in air quality modelling applications (Junninen et 

al., 2004). Missing data can be the result of many factors such as insufficient sampling, errors 

in measurements or faults in data acquisition. One of the simplest ways to address this issue 
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is through the substitution of missing values with the mean of the entire dataset. However, 

this practice is highly discouraged as this can disrupt the inherent structure of the original 

dataset, potentially degrading the performance of a model. Another popular approach in 

dealing with missing data is the list-wise or pair-wise deletion of predictors with missing data. 

Missing data imputation techniques are categorised as univariate, multivariate, nearest 

neighbour, and the hybrid of the previous approaches (Junninen et al., 2004; Plaia & Bondı, 
2006). Univariate methods include linear (LIN), spline and nearest neighbour (NN) 

interpolation. Multivariate methods include regression-based imputation, nearest neighbour 

interpolation, SOM and MLP. Additionally, other modellers address the issue of missing data 

by deletion, in which predictors with a large fraction of missing values are left out. A more 

detailed discussion of the said techniques can be found in Junninen et al. (2004) and Plaia & 

Bondı (2006). The taxonomy of the said methods is given in Figure 9. 

 

Figure 9.  Taxonomy of missing data imputation approaches 

3.2.2 Results 

The majority of the studies identified did not provide sufficient details describing the 

methods they utilised for data normalisation. Of those that provided details, the standard 

normalisation scheme was implemented 43 times, see Figure 10. There are 9 cases where the 

input data was adjusted to have zero mean and unity variance. However, only a small number 

of instances (5 times) where other normalisation methods were used. 
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Figure 10. Number of occurrences various missing data normalisation 

techniques have been implemented 

Figure 11 shows the number of occurrences various approaches to missing data imputation 

techniques have been undertaken. It should be noted that of the 139 papers reviewed, only 

34 provided details about missing data. Of those that disclosed information, the majority 

carried out the deletion of predictors with missing data. Under univariate methods, nearest 

neighbour interpolation was used 5 times, while linear interpolation was only utilised 4 times. 

There are 6 instances where a combination of the techniques above were used, of which 

distinct methods were employed to address specific gap lengths.  

 

Figure 11. Number of occurrences various missing data imputation techniques have been 

implemented 

3.2.3 Conclusion 

The majority of the papers identified did not provide sufficient information regarding the 

data normalisation and imputation methods used before model training. With regards to data 
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normalisation, one possible explanation for the lack of mention is the growing number of 

neural network model building platforms that perform data pre-processing techniques by 

default. For instance, the MATLAB neural network toolbox normalises input values by default 

through the mapminmax function (The MathWorks, 2017). However, this seemingly trivial yet 

essential ANN development step should be clearly defined to assist future modellers. Of the 

papers that described the process of data normalisation, simple range scaling was commonly 

adapted. Other methods for pre-processing data for ANN development can be found in the 

literature (Bowden et al., 2003). On the other hand, the majority of the identified papers 

adopted to the deletion of variables with missing values. This result highlights some potential 

issues. Although the deletion approach appears to be a quick and practical approach, this may 

not be an option to those studies with a very limited amount of data available or cases where 

the collection of additional data can be very expensive. In such cases, modellers should make 

the full use of any data available, even if it is incomplete. Others may have collected datasets 

without missing values, while others merely did not disclose the imputation techniques they 

implemented when they encountered missing data. However, it is still considered a good 

modelling practice to thoroughly discuss the use of imputation techniques for repeatability 

and reproducibility of results (Wu et al., 2014). Several available state-of-the-art imputation 

methods include single imputation (Plaia & Bondı, 2006), regression-based imputation using 

the EM-algorithm (Dempster et al., 1977; Schneider, 2001), known data regression (KDR) 

method (Folch-Fortuny et al., 2015), vector autoregressive model-imputation (VAR-IM) 

algorithm (Bashir & Wei, 2017) and Bayesian compressive sensing (BCS) imputation 

methods (Williams et al., 2018). 

3.3 Selection of predictors 

3.3.1 Introduction 

Choosing the most suitable ANN model predictors for a prediction task is a nontrivial task. 

ANN models make no prior assumption regarding the distribution of the predictors involved 

and the underlying physical dynamics between predictors and target variables (Gardner & 

Dorling, 1998). As such, the robustness of an ANN model heavily relies on the form and manner 

on which predictors are being fed into the model. Consequently, the inclusion of too many 

correlated and extraneous predictors results to more network connections leading to 

overfitting issues (Hagan et al., 1995). On the other hand, the absence of relevant explanatory 

variables inhibits the model from correctly approximating the underlying dynamics between 

predictors and target variables (Maier & Dandy, 2000). 

There are several approaches in selecting the most significant predictors of a given 

model (see Figure 12). They are divided into two categories, namely, model-free and model-

based approaches (Maier et al., 2010). Model-free approaches perform input selection 

without relying on the performance of the developed ANN models. In other words, the process 

is undertaken before the ANN models are trained. Model-free approaches can be further 

divided into two categories: ad-hoc and analytical. The selection of model predictors is 

implemented in an arbitrary manner or based on domain knowledge falls under the ad-hoc 

approach. In contrast, the analytic approach to input selection involves the use of a statistical 

measure of dependence between model predictors and target variables. This is mostly carried 

out through cross-correlation. However, this analytical approach can only detect linear 

dependence between data, leading to the omission of relevant predictors that are associated 

with the target variables in a non-linearly manner (Samarasinghe, 2006). On the other hand, 

model-based approaches perform input selection by determining the effect of a candidate 
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model predictor on the overall model performance. As pointed out by Maier et al. (2010), the 

approach has several downsides. Firstly, the approach is time-consuming as a number of ANN 

models need to be developed. Furthermore, it does not clearly measure the impact of the 

utilised predictors on the model performance, as the latter is also a function of several network 

parameters, e.g. the number of hidden layer nodes, etc. A popular example of model-based 

approaches is the stepwise selection of inputs, where a network iteratively selects, e.g. 

forward selection, or remove, e.g. backward elimination, predictors based on the model 

performance. An ad-hoc approach can also be done, where arbitrary combinations of model 

predictors are tested. A global approach can also be implemented, where a global optimisation 

algorithm is used to select the combination of predictors that maximises model performance. 

Finally, an approach based on sensitivity analysis can be undertaken, where plots of sensitivity 

for each predictor to the target variables are examined.  

 

Figure 12.  Taxonomy of approaches to determining optimal model predictors  

3.3.2 Results 

The number of occurrences various input selection approaches have been used is shown in 

Figure 13. It can be seen that model-free approaches were implemented 99 times, compared 

with the 40 occasions on which model-based approaches were used. Of the model-free 

approaches considered, ad-hoc methods were most widely implemented with applications in 

82 papers, followed by linear approaches, especially correlation analysis which was utilised in 

13 papers. A non-linear method was only employed 4 times. In 13 of the 40 times where a 

model-based approach was implemented, the process was carried out in an ad-hoc manner. 

A stepwise method was used 10 times, while global search approaches were implemented 

7 times.  
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Figure 13. Number of occurrences various input selection methods have been used  

 

3.3.3 Conclusion 

The results of the review highlight the need for greater attention to predictor selection 

implementation. Although the selection of predictors is dependent on the external problem 

specifications, a systematic approach should be encouraged among modellers to reduce bias 

and increase the repeatability of performances of data-driven models in general. Ad-hoc 

approaches to predictor selection, either model-based or model-free, were used in almost 

70% of the identified papers. Furthermore, linear analytical model-free approaches were also 

widely implemented, which contradicts the rationale of using non-linear models such as ANNs 

in approximating the typically non-linear dynamics between air pollutants and predictors. This 

indicates the need to further examine the use of non-linear approaches in selecting predictors. 

Several guidelines in determining the most suitable predictor selection technique to every 

problem specification can be found in Galelli et al. (2014). The proposed guidelines were 

evaluated by taking into account three factors, including, a wide range of dataset properties 

that reflect the properties of real-world environmental observations, an assessment criteria 

selected to highlight algorithm suitability in different problem specifications, and a website for 

sharing data, algorithms and results (Galelli et al., 2014).  

3.4 Data splitting 

3.4.1 Introduction 

The division of data is another important step in the development of ANN models. This is 

carried out by splitting the available data into three subsets, namely, the training, validation 

and test sets. The training subset is used for computing the gradient and calibrating the 

network weights and biases. On the other hand, the validation subset is utilised to stop the 

network training before overfitting takes place. In detail, the error on the validation subset 

monitors the network performance during training. When this error begins to increase for 

several iterations, the training is stopped, and the weights and bias values that yielded the 

minimum error are then utilised as the final trained network weights and biases. Hence, the 



Page 18 of 50 
 

division of data is an essential modelling step to avoid the problem of model, where the 

network tends to memorise the data in the training subset, but unable to generalise to new 

situations, e.g. unforeseen data (Hagan et al., 1995). Lastly, the testing subset is used to 

determine the generalisation ability of the developed model. That is, the error from the testing 

subset is utilised to compare the predictive performance of different models. Note that there 

are other aspects of model performance other than predictive validity. The three aspects of 

model validity are fully covered in Section 3.8.  

Data splititing approaches can be categorised as either supervised or unsupervised 

approaches (see Figure 14). Supervised approaches refer to the process of dividing the input 

data into three subsets that takes into consideration the statistical properties of each subset. 

On the other hand, unsupervised approaches do not explicitly take the statistical properties of 

the data subsets into account, and only stratified unsupervised approaches attempt to ensure 

that the statistical properties of the subsets are similar (Maier et al., 2010). For instance, SOM 

can be utilised to cluster the available data and to allocate data samples from each cluster to 

the training, testing and validation subsets, thereby ensuring that patterns from different 

regions of the multivariate predictor-output space are represented in each subset. In the 

random unsupervised approach, the data are randomly divided into their respective subsets. 

This approach may pose uncertainty on the model results as data in one of the sets may be 

biased towards extreme or uncommon events (Gardner & Dorling, 1998). Alternatively, a v-

fold cross-validation approach can be implemented. The method randomly divides the dataset 

into v independent subsets. One of the v subsets is selected as test set while the remaining 

v-1 subsets are utilised for model calibration. The process is repeated several times until a pre-

specified criterion is met. In the physics-based approach, the data are split into different 

classes according to a knowledge about the underlying physical processes. In the ad-hoc 

approach, the data allocated for the training, validation and testing set are selected in an ad-

hoc manner. One popular example is the allocation of the first N observations to the training 

set, and the next group of observations are allotted to the validation set, and final group for 

the testing set.  

 

Figure 14.  Number of occurrences various input selection methods have been used  
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3.4.2 Results 

In the papers identified, a few did not discuss the process of data division explicitly. Of 

those mentioned the data division process, the results indicate that the only unsupervised 

data splitting methods were implemented (see Figure 15). In detail, ad-hoc method was 

implemented 79 times, while random data division methods done 40 times. The v-fold cross 

validation method was implemented 8 times. Finally, only a few number of papers employed 

unsupervised stratified techniques.  

Figure 15.  Number of occurrences various data splitting methods have been used 

3.4.3 Conclusion 

The majority of the identified papers performed data division in an ad-hoc manner. This 

may lead to uncertainties regarding the quality and repeatability of results, as ANN models fed 

with different data splits are likely to yield different calibrated network weights and bias, and 

consequently, different model performance (Maier et al., 2010). Systematic approaches for 

optimal division of data for ANN models can be considered: genetic algorithm (GA) and self-

organizing map (SOM) (Bowden et al., 2002), modified Kennard-Stone algorithm (Saptoro et 

al., 2012). Future modellers may also look into the benchmarking approach proposed by Wu 

et al. (2013) for comparing different data splitting methods. The authors highlighted the 

importance of finding a data division method that provides consistent prediction validation 

error results that are representative of the predictive errors obtained over the full range of 

the available data.  

3.5 Selection of model architecture 

3.5.1 Introduction 

In this paper, model architecture refers to the overall structure and manner how information 

flows from one layer to another in ANNs. The taxonomy of model architectures is shown in 

Figure 16.   
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Figure 16.  Taxonomy of model architectures  

Two of the most popular network architectures applicable for prediction and function 

approximation are the feedforward and recurrent networks (Hagan et al., 1995). In a 

feedforward network, information moves from the input layer to the output layer in a single 

direction. Multilayer perceptron (MLP) is one of the most utilised feedforward ANN types for 

non-linear function approximation tasks (Shahraiyni & Sodoudi, 2016). Other examples of 

feedforward ANNs include radial basis function networks (RBFs), general regression neural 

networks (GRNNs), Ward neural networks (WNN) and extreme learning machine (ELM). 

In contrast to feedforward ANNs, a recurrent neural network (RNN) allows feedback. In 

other words, some output neurons are connected to the neurons of the preceding layers, 

which can improve the capacity of RNNs to learn (Hagan et al., 1995). One popular example 

under this type is the Elman network (Biancofiore et al., 2017b; X. Feng et al., 2015; Peng et 

al., 2017). Sophisticated forms of RNNs including the long short-term memory (LSTM) 

networks are also receiving more attention from modellers in recent years. Such efforts are 

being made to address the well-known vanishing gradient problem for which RNNs still suffer 

from (Freeman et al., 2018). Hagan et al (1995) and Samarasinghe (2006) argued that those of 

the recurrent type are potentially more effective because of their feedback mechanism which 

improves their capacity to learn.  

Finally, the application of hybrid ANN models has been highlighted in recent years 

(Makridakis et al., 2018). The ensemble modelling approach has been argued to capitalise on 

the strengths and overcomes the weaknesses of the individual models involved (Chen et al., 
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2008; Shahraiyni et al., 2015; Sharma et al., 2005). In this paper, hybrid models were 

categorised into the following three classes: data-intensive, model-intensive and technique-

intensive (Maier et al., 2010). A data-intensive approach is one that attempts to classify the 

data with respect to various dynamics dependent on the problem specifications or the criteria 

set by the modeller. Then, separate models are developed for the identified separate classes. 

Examples of data-intensive hybrid ANN models include the use of ANNs and techniques such 

as PCA, k-means clustering, ensemble empirical mode decomposition (EEMD) and wavelet 

decomposition. Model-intensive approach is one that employs different models for different 

sub-components of the overall physical system and then aggregates various responses 

calculated from different models. Fuzzy-neuro networks, e.g. the hybrid of a feedforward ANN 

and fuzzy systems, multiple restricted Boltzmann machine (RBM) layers and a back-

propagation (BP) layer, and LSTM and convolutional neural networks (CNNs) are a few 

examples of model-intensive AANN models. Lastly, a technique-intensive approach is one in 

which an ANN is combined with a different technique with the purpose of developing an 

ensemble approach that exploits the advantages offered by different techniques. Common 

examples of such type include the use of MLP and support vector machine (SVM), stacked 

auto-encoders (SAE) and a learning regression (LR) layer, and non-linear autoregressive ANN 

with exogenous inputs (NARX-ANN).  

Network architecture also refers to the way information is translated from input nodes to 

the nodes of the succeeding layers in a network. Consequently, the selection of appropriate 

transfer or activation functions which maps the sum of weighted information from a current 

node to the succeeding node plays an important role. This because the superimposition of 

different transfer functions determines the ability of an ANN to approximate different input-

output dynamics. The selection of an appropriate type of transfer function depends on the 

nature of the model task (Hagan et al., 1995). It also relies on which network layer the function 

is to be utilised. In air pollution modelling applications, sigmoid transfer functions are 

commonly used in the hidden layer as  they are nonlinear and easily differentiable (Gardner & 

Dorling, 1998). Sigmoid function has a graph that looks like a stretched ‘S’ and yields values 
between either 0 to 1 or -1 to 1. Such characteristics enable an ANN to approximate extremely 

any non-linear and complex relationships between predictors and target variables. One of the 

most popular sigmoid functions include the logistic sigmoid and hyperbolic tangent functions 

(Bishop, 1995). On the other hand, linear or identity function is found to be the most 

appropriate transfer function in the output layer for prediction or regression applications as it 

yields unbounded estimation values (Hagan et al., 1995). It is worth mentioning that 

feedforward ANNs with linear transfer functions and without hidden nodes are equivalent to 

linear statistical models.  

3.5.2 Results 

Figure 17 illustrates the number of times various model architectures have been used by 

the identified papers. MLP models were found to be the most commonly used model 

architecture, implemented in 78 papers. Of these papers, linear statistical models were used 

as benchmarks and outperformed by MLP the models 15 times. The number of studies in 

which alternative network architectures were employed was reasonably uniform, ranging 

from 4 to 13. Additionally, it is worth noting that there is a growing trend in the number of 

papers that employ hybrid ANN modelling approaches in ambient air pollution forecasting 

tasks in recent years, see Figure 18. The majority of the 45 implemented hybrid models fall 

under the data-intensive type.  The results also reveal the popular use of deep neural networks 

such as LSTM models. LSTM models were employed 10 times, five of which were coupled with 
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other modelling techniques. With regards to the selection of transfer functions, almost 30% of 

the papers reviewed did not provide details concerning their use of transfer functions. Among 

those that did provide information, logistic sigmoid function was predominantly used in the 

hidden layer nodes, to be followed by hyperbolic tangent function. In the output nodes, the 

identity function was widely utilised, followed by the logistic sigmoid. The results also reveal a 

very few instances where the Gaussian function was used.  

 

Figure 17. Number of occurrences various model architectures have been used  

 

Figure 18. Distribution of papers employing hybrid approaches by year of publication 

3.5.3 Conclusion 

Much effort has been directed towards the evaluation of existing ANN architectures, 

especially the MLP model, applied to air pollution forecasting applications. Furthermore, there 

is a growing interest in the development of novel and more sophisticated network 
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architectures. This can be explained by the increasing number of easily accessible computing 

tools that are able to run complicated algorithms rapidly. The use of hybrid modelling 

approaches has also been practised by modellers given their high potential at improving the 

performance of plain ANN models (Chen et al., 2008; Sharma et al., 2005). However, Maier et 

al. (2010) remarked that because of the wide variety of modelling approaches available, it is 

not possible to draw any conclusions as to which network architecture should be employed 

for a specific forecasting task. The authors suggested that this requires further investigation in 

the future. A generic framework for developing both hybrid process and data-driven models 

of salinity in river systems, which is also applicable to other environmental engineering tasks, 

can be found in Hunter et al. (2018). In the said proposed framework, the most suitable sub-

models are developed for each sub-process of a specific problem of interest based on 

consideration of model purpose, the degree of process understanding and data availability. 

The selected sub-models are then combined to form the hybrid model. On the other hand, this 

review also indicates that the transfer functions in both hidden and output layers were 

selected properly by the identified papers. However, the results here are not conclusive as the 

success of transfer functions still relies on the structure of the dataset on which the network 

is trained from. Hence, this aspect in model development should also be further examined.  

3.6 Determination of model structure 

3.6.1 Introduction 

Another important step in the ANN model development process is the determination of 

the number of layers and the number of nodes in each layer. The input layer is where the 

predictors are being fed into, while it is in the output layer is where the final network results 

are calculated. Hence, the number of input and output nodes are dependent the number of 

predictors and target variables, respectively. Lastly, the layer other than the input and output 

layers is called the hidden layer. It is in the hidden layer where the underlying dynamics 

between predictors and target variables is captured. With the sufficient number of nodes in 

the hidden layer, an ANN can approximate almost any function (Bishop, 1995; Samarasinghe, 

2006). ANNs may have one or more hidden layers. It has been shown that the use of too many 

hidden layers and neurons can lead to model overfitting, while the opposite can cause to 

model underfitting (Hagan et al., 1995; Samarasinghe, 2006). The said issues are reported to 

affect the generalisation ability of a model, leading to poor prediction accuracy. In addition, 

the hidden layer parameters are case-specific as they are dependent on the data complexity 

of a specific application (Gardner & Dorling, 1998). A general method that determines the 

optimal number of hidden layers and neurons to be used still remains unknown, thus 

contributing to the initial difficulty in ANN model building. As a result, different approaches 

have been employed to address the said uncertainty. 

The methods for determining the optimal ANN model structure can be classified into three 

types, namely, global, stepwise trial-and-error or ad-hoc (see Figure 19). In the first approach, 

the optimal number of hidden layers and nodes are determined using global methods based 

on competitive evolution found in nature, e.g. GA, particle swarm optimisation, simulated 

annealing, etc. Using this approach, it is possible to simultaneously optimize the network 

weights and biases, and the number of hidden layer and nodes. If implemented properly and 

appropriately, the global methods are likely to result in the best ANN structure and 

parameters. However, they are found to be computationally expensive (Maier et al., 2010). 

The stepwise trial-and-error approach can be used, in which a basic ANN structure is first 

assumed, which is modified with each trial with the objective of achieving a structure that is 
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neither too complex nor too simple. The stepwise approach can be further split into two types, 

one based on pruning algorithm and the second based on constructive approaches. Lastly, ad-

hoc approaches can be used to determine an optimal network structure in which the number 

of hidden nodes is determined without adhering to strict pruning and constructive techniques. 

One ad-hoc approach is based purely on a trial-and-error approach. The partial ad-hoc is based 

on the use of both a trial-and-error approach and an empirical formula that provides upper 

and/or lower bounds of the number of hidden nodes. The last ad-hoc approach is based on 

experience or intuition of the modeller. 

Figure 19.  Taxonomy of model structure 

3.6.2 Results 

As can be seen in Figure 20, an ad-hoc approach to determining the structure of ANN 

models was by far the most popular, with 132 applications. It is worth noting that a number 

of identified papers, e.g. 13 papers, implemented an approach that combines trial-and error 

and empirical rules to determine the optimal number of hidden nodes. Of the structured 

approaches, constructive stepwise approaches were implemented 5 times, whereas the global 

approaches were only used twice.  
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Figure 20. Distribution of papers employing hybrid approaches by year of publication 

 

3.6.3 Conclusion 

Despite the important role network structure plays in determining the desired relationship 

between model predictors and outputs, little effort has been directed into this area of the ANN 

model development process. This is evident in this review where the majority of the identified 

studies employed an ad-hoc approach to determining an appropriate ANN model structure. 

There has been a little adoption of constructive, stepwise model building approaches, but the 

use of global optimisation methods has received little attention. As such, this stage requires 

further attention in the future. Future modellers may look into an objective approach based 

on Bayesian model selection (BMS) method for ANNs for comparing models of varying 

complexity in order to select the most appropriate ANN structure which can be found in 

Kingston et al. (2008). The approach which utilises Markov Chain Monte Carlo posterior 

simulations to estimate the evidence in favour of competing models. The authors remarked 

that the said approach provides a simple and objective method for selecting the ANN model 

with the optimal complexity when used in conjunction with the Bayesian training procedure 

developed by (Kingston et al., 2005). 

3.7 Model training 

3.7.1 Introduction 

Before ANN models are employed for forecasting applications, they must be trained or 

calibrated to do so. Training an ANN is the process of calibrating the connection weights 

between the interconnected nodes of the network. It is through the connection weights and 

node biases that an ANN can be able to approximate complex non-linear mappings from the 

nodes of the input layer to the network outputs. Training an ANN is typically carried out in a 

supervised manner. Before training, the network weights and biases are usually initialised. 

Initial weighting values are typically selected randomly from a uniform distribution (Hagan et 

al., 1995). During the training process, the network is repeatedly presented with the desired 

network response for each input pattern as the network weights and biases are calibrated 



Page 26 of 50 
 

until the target outcome, e.g. the acceptable difference between the desired and actual 

output, is met.  

Network calibration methods generally belong to either local or global optimization 

approaches (see Figure 21). Local methods usually work on gradient information and are 

therefore prone to becoming trapped in local optima if the error surface is reasonably rugged. 

However, these methods are generally computationally efficient. Gradient methods can be 

further sub-divided into first-order methods, e.g. back-propagation, or second-order methods, 

e.g. Newton's method and conjugate gradient method. When using the back-propagation, 

suitable values of the network training parameters such as the learning rate and momentum 

term also need to be initialised first. The suitable values for the said parameters are also case-

specific. Nonetheless, a few empirical formulas for finding them are available in the literature 

(Gardner & Dorling, 1998; Hagan et al., 1995; Samarasinghe, 2006). Global optimization 

methods, such as genetic algorithms, have an increased ability to find global optima in the 

error surface, although this is generally at the expense of computational efficiency. 

Alternatively, stochastic calibration methods can be utilised to account for parameter 

uncertainty. These approaches can be used to obtain distributions of the model parameters, 

rather than finding a single parameter vector. This has the advantage that prediction limits can 

be obtained. In order to achieve this, Bayesian methods are commonly used (Bishop, 1995; 

Maier et al., 2010).  

Figure 21.  Taxonomy of model calibration techniques 

3.7.2 Results 

The results in Figure 22 indicate that deterministic local calibration techniques were 

commonly used, e.g. 90 times out of the 104 cited techniques by the identified papers. Of 

those techniques, 42 of them falls under first-order approaches and 35 falls under second-

order approaches. Additionally, there were 9 studies that utilised global techniques and 3 that 

employed stochastic techniques. 
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Figure 22. Number of occurrences various training methods have been used 

3.7.3 Conclusion 

First-order local search procedures, such as the backpropagation algorithm, were primarily 

used by the identified papers, although second order methods were also utilised extensively 

in order to improve the computational efficiency of ANN calibration. However, studies 

investigating the potential benefits of using global optimisation techniques in terms of 

improving the predictive ability of ANN models are rather limited, which is an area worthy of 

further exploration. Some studies that employ global optimisation techniques during ANN 

calibration can be found in the literature (Antanasijević et al., 2018; Y. Feng et al., 2011; Lu et 
al., 2003; Niska et al., 2004; Pires et al., 2010). A model calibration technique that accounts for 

the relative contributions of model predictors in generating the target variable could also be 

further examined. Kingston et al. (2005) argued that the quantification of the relative input 

contributions can facilitate in assessing the trained ANN based on the predictor-target variable 

relationship estimated. Finally, future works could also delve into effect of the input pattern 

to be included in the calibration set on the performance of the resulting ANN models in a rapid 

and continuous manner. Bowden et al. (2012) proposed an approach based on SOMs that can 

identify uncharacteristic data patterns presented to ANN models.  

3.8 Model validation 

3.8.1 Introduction 

A wide range of statistical performance indices must be employed to quantify the 

performance of the developed ANN models. ANN model performance is usually assessed using 

a quantitative error metric. However, ANN models should not be assessed solely on their 

predictive error, but also through their ability to capture underlying dynamics between 

predictors and target variables (Kingston et al., 2005). As such, three aspects of model validity 

need to considered when assessing the performance of ANN models, or data-driven models, 

generally speaking: replicative validity, predictive validity, and structural validity (Gass, 1983; 

Humphrey et al., 2017) (see Figure 23).  
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Figure 23.  Taxonomy of performance evaluation techniques 

Metrics assessing replicative validity see to it that a developed model correctly 

approximates both observed data and those utilised in previous ANN model building 

steps (Gass, 1983). Popular methods under this category include  means and variance, 

minimum and maximum, analysis of variance, goodness-of-fit testing, regression and 

correlation analysis, and confidence interval construction (Wu et al., 2014). On the other hand, 

metrics dealing with predictive validity examine the performance of ANN models in 

approximating unforeseen or independent data. A taxonomy of the commonly used metrics 

under this category is given in Figure 24.  

 

Figure 24.  Taxonomy of predictive performance evaluation techniques 

Squared errors are based on the squares of the differences between actual and modelled 

output values. Common examples include the mean squared error (MSE), sum of squared 

errors (SSE) and root mean square errors (RMSE). Absolute errors are based on the absolute 

differences between actual and modelled outputs. Metrics under this type include mean sum 

of absolute deviations (MSAD) and total sum of absolute deviations (TSAD). Relative errors 

measure the performance of models with outputs. Common examples under this type include 

average absolute relative error (AARE), the normalized root mean square error (NRMSE) and 

the normalized mean bias error (NMBE). Finally, correlation errors measure the empirical error 

between actual and modelled outputs. One common example is the Pearson correlation 

coefficient (r). Other metrics include the information criteria, such as the Akaike information 

criterion (AIC) and Bayesian information criterion (BIC), which consider model complexity in 

addition to model error. Finally, metrics dealing with structural validity ensure that a model is 

plausible when compared with a priori knowledge of the system behaviour, which is intended 

to be reflected in the resulting model (Wu et al., 2014). That is, a model is structurally valid if 

it not only correctly approximates the observed data, but also reflects the way in which the 
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real system is understood to operate to display such data characteristics. Structural validity 

metrics also include the measure of uncertainties of ANN model results. Methods that 

measure structural validity include sensitivity analysis (Mount et al., 2013), overall connection 

weights (Olden & Jackson, 2002), and measure of generalisation (Razavi & Tolson, 2011). The 

reader is suggested to read other works, see (Dawson et al., 2007; Humphrey et al., 2017) for 

a more detailed discussion regarding model validation.  

3.8.2 Results 

The results depicted in Figure 25 indicate that a range of performance criteria was used in 

most studies. It can be observed that predictive validity measures were used predominantly, 

while replicative and structural validity were considered 18 and 10 times, respectively. The 

number of times different model replicative validity were utilised is shown in Figure 26. In 

those papers where replicative validity was considered, the mean, standard deviation, 

minimum and maximum values between the observed and estimated values in the calibration 

stage were compared, while the Kolmogorov-Smirnov test was utilised to evaluate the 

statistical significance of the model training results with significance level of 0.05. The number 

of times various model predictive performance metrics were used to validate the models is 

given in Figure 27. While correlation and squared error metrics were also widely used (163 and 

118 times, respectively), measures based on absolute and relative errors, also employed 

extensively. Furthermore, visual inspection was utilised in the majority of the papers 

identified (see Figure 28). The comparison between plots of actual and predicted values were 

predominantly shown (44 times), to be followed by scatter plots (36 times) and error 

histogram and surfaces (9 times). The number of times various model structural performance 

metrics were used is shown in Figure 29. In those 10 occurrences were structural validity was 

considered, sensitivity analysis was conducted only 6 times, uncertainty in model predictions 

were quantified only 3 time, and a skill score metric that determines a model performance 

relative to a reference model was only used once.  

 

Figure 25. Number of occurrences various aspects of validity have been considered 
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 Figure 26. Number of occurrences various replicative model validity metrics have been 

considered 

 

 

Figure 27. Number of occurrences various predictive model validity metrics have been considered  
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Figure 28. Number of occurrences various visual inspection methods have been used 

 

Figure 29. Number of occurrences various structural model validity metrics have been considered 

3.8.3 Conclusion 

Review of the 139 papers has indicated that a range of performance criteria, mainly those 

that assess the predictive performance of models, was used predominantly by the identified 

papers. While this observation suggests a good modelling practice, the replicative and 

structure validity of the models developed were generally ignored. Given the black box nature 

of ANN models, the predictive aspect of model validation is not sufficient enough to fully 

assess the ability of the developed models to fully capture the underlying dynamics between 

predictors and target variables. Hence, future works should incorporate these additional 

aspects of validation to provide a wider assessment of their model performance. A full 

discussion on the comprehensive validity assessment of ANN models for prediction tasks can 

be found in Humphrey et al. (2017). 



Page 32 of 50 
 

IV. Conclusions 
Since the period between January 2001 and February 2019, research activity in the field of 

forecasting and prediction of ambient air pollution variables using ANNs has increased 

dramatically. Many journal papers have been identified in the covered period, despite the fact 

that a restricted journal list was considered and that the review was limited to predicting air 

pollutant variables in urban and suburban environments. Even within the period covered by 

this paper, there has been an increase in the number of papers published in the later years, 

with an average of 10 papers per year from 2010 to 2018. This can be well explained by the 

increased availability of software packages that enable modellers to build and train ANNs 

relatively easily and quickly (Gardner & Dorling, 1998; Sharma et al., 2005). 

As was the case of the identified papers, the primary application area has been the 

forecasting and prediction of outdoor PM10, PM2.5, oxides of nitrogen, and ozone. This is 

consistent with the findings of the review by Yetilmezsoy et al. (2011), where a survey on 

techniques based on artificial intelligence in modelling air pollution was made. This number 

can be explained by the growing necessity to alleviate the adverse effects of the said key air 

pollutants on human health by means of early warning and preventive measures (World 

Health Organization, 2013). Attention was also directed towards other variables such as the 

oxides of CO and SO2. Consequently, there is a need to broaden the application areas of ANN 

models to focus on other air pollutant variables. ANNs would seem to be ideally suited to 

modelling complex relationships of environmental variables given their universal function 

approximation capability of ANNs (Gardner & Dorling, 1998; Hornik et al., 1989; Maier et al., 

2010). Additionally, the vast majority of identified papers tested the effectiveness of ANN 

models in the long-term forecasting of air pollution. This highlights the growing demand for 

parsimonious and effective early-warning systems capable of providing accurate forecasts to 

the public, urban planners, and decision-makers.  

The majority of the identified studies have been found to utilise datasets spanning at least a 

one-year period, which is considered sufficient enough to reveal the annual cyclic pattern of 

air pollution levels. This is generally considered a good practice. However, there may be cases 

wherein the said period may not be sufficient especially when extreme levels of air pollution 

concentration are not well represented enough. The use of pre-processing methods that 

address the imbalance data problem may be beneficial in this situation. As for the initial 

collection of predictors, meteorological and pollutant emissions variables have been 

predominantly considered by the papers reviewed, with meteorological variables receiving 

greater emphasis. This is consistent with the findings of a review by Shahraiyni & Sodoudi 

(2016) on the prediction of ambient PM10 levels using statistical models. Although the use of 

several predictors of various types is encouraged to extract inherent associations between 

predictors and target variables, this should be handled carefully as modelling with ANNs 

typically requires careful consideration between model complexity and performance (Bishop, 

1995; Hagan et al., 1995; Samarasinghe, 2006). The use of too many predictors can reduce the 

nonlinear mechanisms of ANNs to merely linear ones, defeating the entire point of utilising 

ANNs for air pollution prediction in the first place. Furthermore, the use of parsimonious 

models is typically encouraged in real-world pollution forecasting tasks where data is limited. 

This highlights the need to build ANN models that are powerful enough to reveal inherent 

features from a small number of predictors.  

The majority of the identified papers failed to provide details with regards to the 

implementation of data pre-processing techniques. This can cast doubts to future modellers, 
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especially those that attempt to repeat the methods and reproduce the findings of the said 

papers. On the other hand, most of the identified papers did not handle missing data well by 

considering the list-wise deletion of predictors with missing data. The effective use of data 

normalisation techniques should be the focus of future research. Another aspect of the ANN 

model development that requires further attention is the implementation of predictor 

selection, as the majority of the identified papers selected their model predictors in an ad-hoc 

fashion. Much attention should be directed towards the use of model-based global methods 

for predictor selection, given the current limitations and difficulty in implementing them. 

Similar to the findings of other similar reviews (Gardner & Dorling, 1998; Maier & Dandy, 

2000; Maier et al., 2010; Wu et al., 2014), the vast majority of the identified papers performed 

data division in an ad-hoc fashion. It has been pointed out that the said popular approach can 

entail uncertainties especially when assessing model performance as the resulting network 

can only generalise on the range of data inputs for which it was trained (Gardner & Dorling, 

1998). Alternative methods to data division methods should be examined and incorporated in 

future research efforts. With regards to model architecture selection, the findings of this 

review found that feedforward networks were predominantly used by the identified papers, 

most of which were MLPs. While MLPs are still found to be the dominant ANN architecture in 

this paper, they were also predominantly used as a benchmark against which to compare 

alternative architectures. This finding is similar to those of several previous reviews (Gardner 

& Dorling, 1998; Zhang & Patuwo, 1998; Sharma et al., 2005; Yetilmezsoy et al., 2011). MLPs 

were extensively used in the prediction and forecasting of water quality and quantity variables 

(Maier & Dandy, 2000; Maier et al., 2010; Wu et al., 2014). On the other hand, there was a 

significant amount of experimentation with other types of feedforward architectures, such as 

generalised regression neural networks and radial basis function networks, and recurrent 

networks and, most importantly, different types of hybrid network architectures. It is also 

worth noting that the utilisation of hybrid ANN model architectures has increased in the past 

decade. The development of hybrid ANN model architectures is an important progress, as it 

emphasizes that “ANNs have a role to play not only as an alternative to traditional modelling 

approaches, but also as a complementary modelling tool that can be used to improve the 

performance of existing approaches” (Maier et al., 2010). 

The findings of this review also suggest that more efforts are directed towards the use of 

global optimisation methods in determining the optimal model structure, as the majority of 

the identified papers carried out ad-hoc approaches, primarily trial-and-error method. This 

trend may not be beneficial to future modellers in the field of air pollution forecasting as ad-

hoc methods offer limited repeatability due to their case-specific nature. Consequently, there 

is a need for a more established and systematic protocol for identifying optimal model 

structures that caters to a wide range of model predictor-output dynamics. First-order local 

search procedures, such as the backpropagation algorithm, were primarily used, although 

second-order methods were also used extensively in order to improve the computational 

efficiency of ANN calibration. However, studies investigating the potential benefits of using 

global optimization techniques in terms of improving the predictive ability of ANN models are 

rather limited, which is an area worthy of further exploration. In addition, although some work 

was done on the incorporation of parameter uncertainty into ANN model calibration, this also 

presents an area of future research. Finally, different performance metrics in terms of the 

predictive validity of the models were utilised in the majority of the papers reviewed. 

However, further efforts should be made to examine other aspects of model performance such 

as replicative validity and structural validity. 
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V. Recommendations for future work 
Based on the review of 139 journal papers dealing with the forecasting and prediction of 

ambient air pollution variables using ANNs published between January 2001 and February 

2019, the following recommendations for future research are made: 

1) Each step of the overall model development process of ANNs should be viewed as 

interconnected entities. That is, the links between each modelling stage and the 

justification for the component chosen for each stage should be stated explicitly. There is 

always the tendency among modellers to regard one aspect of the modelling stage to not 

have an influence on the others. As such, some specific aspects that need further emphasis 

are the following:  

a) the influence of the length of training data utilised on the overall ANN model 

performance; 

b) the significance of the selected predictors and utilised model structure on the 

complexity and overall ANN model performance; and 

c) the links between the selected data normalisation scheme and transfer function 

utilised;  

d) the influence of the adapted initialisation schemes for the weighting, bias and other 

training parameters on the overall ANN model performance. 

2)  More emphasis should be given on the trade-off between the sophistication of a model 

and structure architecture adapted and the overall model performance. Modellers tend to 

have the tendency to consider more sophisticated models without first examining the 

ability of much simpler ones to perform a modelling task. Sometimes, model complexity 

sabotages the overall performance and potential of an ANN model to be deployed in real-

world forecasting tasks in terms of model parsimony.  

3) Aside from the replicative, predictive and structural aspects of model validity, future 

modellers should also assess a developed ANN model in terms of computational penalty 

and running time as these are essential factors for models to be practical enough in real-

world modelling tasks. Additionally, uncertainty analysis of model results should be 

investigated more in future works. For ANN models to be fully-implementable in real-world 

applications, future efforts should be made towards the quantification of uncertainty in 

model results (Arhami et al., 2013; Borrego et al., 2008). 

4) More information regarding the software or computing environment employed in the 

ANN model development should be provided. The built-in functions or libraries that 

perform some or all steps in building ANN models between many software often possess 

minor or major difference. As such, the comparison of one modelling approach to another 

should be carried out in the same modelling environment to avoid bias. Additionally, all 

software settings used in building ANN models should be explicitly discloses to avoid 

ambiguities and increase repeatability of results. Maier et al. (2010) also advised the use of 

open access data sets in order to enable a better comparison of ANN development methods 

across studies. 

5) Although each modelling task utilising data-driven models such as ANNs is problem-

specific, the adoption of several protocols to building ANN models should be adapted more 

seriously in the future to ensure a good modelling practice (Wu et al., 2014). 

6)  A complete theoretical understanding of the principles behind the ANN modelling 

paradigm should be expected among modellers in order for the field of environmental 

modelling using ANNs to advance (Gardner & Dorling, 1998). The emergence of many easy-

to-use computing platforms supporting ANN model building tasks may cause some 
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modellers to take advantage of the black box nature of ANNs, making the overall process 

more of an art rather than science.  
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