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Abstract 

 
Purpose – The overall objective of this work is to review the assistive technologies that have been 

proposed by researchers in recent years to address the limitations in user mobility posed by visual 

impairment. 

 

Method – This work presents an “umbrella review”. 
 

Results – Visually impaired people often want more than just information about their location and 

often need to relate their current location to the features existing in the surrounding environment. 

Extensive research has been dedicated into building assistive systems. Assistive systems for human 

navigation, in general, aim to allow their users to safely and efficiently navigate in unfamiliar 

environments by dynamically planning the path based on the user's location, respecting the constraints 

posed by their special needs. 

 

Conclusions - Modern mobile assistive technologies are becoming more discrete and include a wide 

range of mobile computerized devices, including ubiquitous technologies such as mobile phones. 

Technology can be used to determine the user’s location, his relation to the surroundings (context), 
generate navigation instructions and deliver all this information to the blind user. 
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1. INTRODUCTION 

The World Health Organization (WHO) [1] reported 

in 2013 that 285 million people are estimated to be 

visually impaired worldwide: 39 million are blind 

and 246 million suffer from low vision. From the 

overall population with visual impairment, about 90% 

of the world's visually impaired live in developing 

countries and 82% of people living with blindness 

are aged 50 and above. Regrettably, this percentage 

is expected to increase in the coming decades. Visual 

impairment has a significant impact on individuals’ 
quality of life, including their ability to work and to 

develop personal relationships. Almost half (48%) of 

the visually impaired feel “moderately” or 
“completely” cut off from people and things around 
them [2].  

There are four levels of visual function, according to 

the International Classification of Diseases (ICD -

10, Update and Revision 2006): normal vision, 

moderate visual impairment, severe visual 

impairment and blindness [3]. Moderate visual 

impairment combined with severe visual 

impairment may be grouped under the term “low 
vision”; low vision combined with blindness 
represents all forms of visual impairment [1]. 

In order to overcome or lessen the difficulties 

imposed by visual impairment, extensive research 

has been dedicated to building assistive systems. 

The need for assistive technologies has long been a 

constant in the daily lives of people with visual 

impairment and will remain so in future years. 

There are various definitions for assistive 

technology in general. Common to all of them, 

however, is the concept of an item or piece of 

equipment that enables individuals with disabilities 

to enjoy full inclusion and integration into society 

[4-6]. Traditional assistive technologies for the blind 

include white canes, guide dogs, screen readers, and 

so forth. However, the detectable ranges of white 

canes are very short (at most 1.5 meters) and, 

consequently, the visually impaired can only 

immediately detect nearby obstacles at ground level. 

Guide dogs are also used by the visually impaired to 

navigate to their destinations avoiding the dangers 

they may encounter along their path. However, it is 

difficult to provide a sufficient number of guide dogs 

because of the long-time periods needed to train 

them, as well as the high costs associated with their 

training. Furthermore, it is also quite difficult for 

the visually impaired to take care of the living dogs 

appropriately [7]. 

Modern mobile assistive technologies are becoming 

more discrete and include (or are delivered via) a 

wide range of mobile computerized devices, 

including ubiquitous technologies like mobile 

phones. Such discrete technologies can help 

alleviate the cultural stigma associated with the 

more traditional (and noticeable) assistive devices 

[8].  

Visual impairment imposes many restrictions and 

specific requirements on human mobility. The 

overall objective of this work is to review the 

assistive technologies that have been proposed by 

researchers in recent years to address the 

limitations in user mobility resulting from visual 

impairment. This work does not focus on the 

analysis and description of individual systems. 

Instead it will review how technology is being used 

in recent years to individually address the different 

tasks related to assistive human navigation and 

how the components of traditional navigation 

systems can be adapted to address the limitations 

and requirements of visually impaired users. 

Human navigation, in general, requires an 

estimation of the user location, the relation to its 
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context and finding a way to a specific destination. 

This work will cover these topics in dedicated 

sections. In this work, the term “visual impairment” 
incorporates any condition that impedes an 

individual’s ability to execute typical daily activities 
due to visual loss. Because the aim of this work is to 

present a general review of navigation and 

orientation assistive technologies for the visually 

impaired, low vision is not separated from total 

blindness and so these terms are used 

interchangeably. 

2. UNDERSTANDING HUMAN NAVIGATION 

Human beings have the ability to acquire and use 

information obtained from the surrounding 

environment using their natural sensors. They have 

developed a number of evolutionary mechanisms 

that enable the distinction between different objects 

and the triggering of events and complex processes 

based on their perception of reality. 

Cognition concerns knowledge and knowing in 

intelligent entities, especially by human beings, but 

also nonhuman animals and synthetic 

computational entities such as robots [9]. Cognition 

includes the mental structures and processes 

involved in perception, attention, thinking and 

reasoning, learning, memory, linguistic and non-

linguistic communication. It also includes external 

symbolic structures and processes, such as maps or 

written procedures for carrying out formal spatial 

analysis, which assist internal cognition. Similarly, 

cognition is often about space, place, or environment, 

so cognitive acts are quite often of geographic 

nature [9]. 

Cognitive mapping [10] is of extreme importance for 

individuals in terms of creating a conceptual model 

of the surrounding space and objects around them, 

thereby supporting their interaction with the 

physical environment [11]. In new environments, 

finding your way can be time consuming and may 

require a considerable amount of attention. In these 

types of scenario visual impairment is a major 

limitation to user mobility. On one hand, 

individuals with visual impairments often need the 

help of sighted people to navigate and cognitively 

map new environments, which is time consuming, 

not always available and leads to lower mobility [12]. 

On the other hand, individuals with cognitive 

impairment may experience difficulty in learning 

new environments and following directions. 

Assistive systems for human navigation generally 

aim to allow their users to safely and efficiently 

navigate in unfamiliar environments, without 

getting lost, by dynamically planning the path 

based on the user's location, respecting the 

constraints posed by their special needs. Collecting 

the specific needs or specificities of any impairment 

is a key point for the development of any assistive 

system. Using direct observational and interview-

based knowledge elicitation methods, researchers of 

The Haptic Sight study [13] tried to gain a better 

understanding of a visually impaired person’s 
indoor walking behaviour and the information 

required for him to walk independently. They found 

that the visually impaired need to be aware of their 

current location, the direction they are heading, the 

direction they need to go and the path to their 

destination. Only after the research team had 

identified these parameters did they develop a 

handheld device-based application. In other words, 

users with visual impairment must be aware of 

their physical location, their relation to the 

surrounding environment (context) and the route 

they must follow to navigate to a desired destination. 

When designing an assistive system for human 

navigation, separate processing units (or modules) 

can address these identified tasks, namely: Location, 

Orientation, Navigation and Interface, as seen in 

Figure 1. 

 

 
Fig. 1: Units addressing the tasks required for assistive human 

navigation. 

 

This work reviews different ways with which 

different researchers addressed the use of 

technology to fill the gaps and needs presented by 

visual impairment in each of these topics. As with 

the design of any assistive system, the interface 

with the user must be adequate to the user’s 
limitations. This work will cover this topic in a 

dedicated section as well. 
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3. LOCATION 

All guidance/navigation systems must include a 

basic form of localization, i.e., the determination of 

a user's location and/or pose. The estimation of the 

user’s location is sometimes referred to as 
‘positioning’ [14]. The most common localization 

methods can be grouped into four different 

categories: (1) direct sensing, (2) dead reckoning, (3) 

triangulation, and (4) pattern-recognition [15]. It is 

important to understand that depending on the 

technology used, the user location may be estimated 

by the direct application of techniques, or by using 

computational methods to process data that can 

indirectly contribute to estimate the location. It is 

also important to distinguish between the two. If, on 

one hand, direct sensing techniques can almost 

directly provide an indication of the user’s location, 
other methods, such as dead reckoning, use the 

components of locomotion (heading, acceleration, 

speed, etc.) to computationally estimate the 

displacement from a known location. The same 

applies to triangulation and pattern-recognition. In 

the case of pattern recognition, it is not the actual 

detection of the visual pattern that provides an 

estimation of the location. Instead, some of the 

metrics and data outputting from the detection 

(such as pose and distance from the detected pattern) 

can be used to computationally make the estimation. 

The location can be used for both planning the path 

(navigation) and providing surrounding (contextual) 

information (orientation). If the user's location is 

known, the system can also find a new path in case 

the user gets lost or calculate an alternative path, if 

needed. The planned path is then used to generate 

and provide guiding directions to a user-specified 

destination. 

3.1. Direct sensing techniques 

Localization techniques based on direct sensing 

determine the location of the user through the 

sensing of identifiers (or tags), which have been 

installed in the environment. 

Typical direct sensing technologies include the use 

of Radio Frequency Identification (RFID) tags that 

can either be passive [16-19] or active [20] (some 

systems use both active and passive tags [21,22]), 

infrared (IR) transmitters that are installed in 

known positions where each transmitter broadcasts 

a unique ID [23,24], Bluetooth beacons [25] or visual 

barcodes [26,27]. All of these technologies require 

the user to carry extra equipment to sense the 

identifiers. In the case of radio-frequency 

identification, though single RFID tags are quite 

inexpensive, in order to massively install them in 

large environments may become costly. Another 

disadvantage is the range of detection. In the case 

of passive tags the range is too low. In the case of 

active tags the range is higher but they require 

individual power supply (and respective 

maintenance). Infrared emitters require the user to 

be in the line-of-sight and, even so, they are strongly 

affected by sunlight interference. Bluetooth beacons, 

when used for localization, require the user to walk 

more slowly than with other sensing techniques 

because of the communication/pairing delay. 

Barcodes are, in a way, very similar to radio-

frequency identification. This approach is low cost, 

easy to install and to maintain. The main limitation 

is that the user has to find each barcode and scan it, 

which may be cumbersome and will slow down 

navigation. In the case of blind users, using a 

system that searches for printed barcodes that they 

cannot see is also very demanding and prone to 

reading failure. 

3.2. Dead-Reckoning 

Humans maintain (update) their sense of 

orientation as they move around via a combination 

of two processes, i.e. landmark-based and dead 

reckoning processes. Landmark-based updating 

involves recognizing specific features in the world 

that may be associated with known places. Dead 

reckoning updating involves keeping track of the 

components of locomotion (including heading, 

velocity or acceleration) and travel duration. Dead 

reckoning is sometimes referred to as ‘path 
integration’ [15]. 

While the user is moving, a dead-reckoning system 

estimates the user's location through a combination 

of odometry readings. Odometry readings can be 

acquired through a combination of sensors such as 

accelerometers, magnetometers, compasses, and 

gyroscopes [28-31] or using a user's specific walking 

pattern (such as the user's average walking speed) 

[32]. 

An initial location is typically determined using a 

global navigation satellite system (GNSS) like the 

Global Positioning System (GPS)[29], Radio-

frequency identification (RFID) tags [30], or cellular 

phone positioning (GSM broadcasting stations) [31]. 

Since the location estimation is a recursive process, 

inaccuracy in location estimation translates into 

errors that accumulate over time. The accumulated 

error can be corrected using environmental 
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knowledge. The users' position can be synchronized 

using periodic updates from direct sensing 

localization techniques such as RFID tags, or 

pattern-matching localization methods such as the 

use of data extracted from the recognition of known 

visual landmarks. A benefit of processing data from 

pattern-matching over direct sensing techniques is 

a lower installation cost, as a smaller number of 

identifiers must be installed. 

3.3. Triangulation 

Though most direct sensing techniques try to locate 

the user by sensing one unique identifier, several 

systems employ multiple identifiers and use 

triangulation computational methods to locate the 

user. These methods locate the user by 

triangulating the sensed tags installed in known 

locations. The tags that have been frequently used 

for indoor or outdoor localization include RFID [33], 

Infrared (IR) [34,23], and ultrasound [35,36]. 

Lateration uses the distance between the user and 

at least three known points, whereas angulation 

uses the angular measurements from at least three 

known points to the user to determine the users' 

location [37]. Global Positioning System (GPS) is 

the most commonly used system for outdoor 

localization [38-40] and uses a trilateration 

computational method to locate the user, based on 

known satellite positions. GPS receivers analyze a 

periodic signal sent out by each satellite to compute 

the latitude, longitude, and altitude at the users' 

position. For outdoor navigation, GPS has become 

the standard as it is free, reliable, and it is available 

any place on Earth in any weather condition. The 

main disadvantage of GPS localization is that the 

GPS signal strongly degrades inside buildings, 

between tall buildings or in dense forest areas (such 

as parks). There are two alternative triangulation-

based techniques, which are available in contexts 

where GPS signals are not sensed, or available. 

Cell-tower positioning [41] uses the triangulation of 

the known locations of cell towers with the provided 

signal strength of each cell phone tower, whereas 

wireless local area networks (WLAN) positioning 

[42,24] triangulates the location of wireless base 

stations using the signal of each emitting station. 

Both techniques have a lower precision than GPS 

due to multi path reflection problems. 

Another way of using the signal from wireless 

emitting stations, such as Wi-Fi, is signal 

fingerprinting. This approach is based on signal 

strength observations on previously known 

locations. An estimate of the location is obtained 

based on these measurements and a signal 

propagation model. The propagation model can be 

obtained by simulation or with prior calibration 

measurements in certain locations. In this last case, 

the measured signal strength values at a certain 

location are compared with the signal strengths 

values of pre-calibrated points stored in a database. 

This approach, with proper calibration, can provide 

extremely high accuracy, in comparison with GNSS-

based approaches and has been successfully 

adopted in the field of robotics and unmanned 

vehicle applications. The major limitation in its 

application on the blind user case is the cost-over-

benefit. The required time and costly signal 

strength system calibration is very high in the 

beginning [43,44]. 

3.4. Pattern Recognition 

Recently, systems have been developed which use 

Computer Vision techniques, like pattern matching, 

to sense the surrounding environment and detect 

visual landmarks. Although at first glance it may be 

quite obvious that pattern-recognition alone cannot 

provide an indication of the user location, an 

estimation can indirectly be extracted using the 

outputting data from the pattern detection, such as 

pose and distance to the detected pattern. The most 

common artificial vision systems developed to 

support the guidance of blind users extract this type 

of information by analyzing the characteristics of 

the objects detected in the captured image using 

classical image-processing techniques [45,46]. Some 

systems go further by combining vision sensors with 

positioning sensors or even combining multiple 

vision sensors to obtain a 3D representation of the 

scene (to obtain depth information). 

3.4.1. Motion and pose estimation 

Systems that use computer vision to estimate the 

location and orientation of the user, enable him/her 

to perceive their relative position to a detected 

georeferenced visual landmark [47-49]. When the 

user is carrying a camera whose position and 

orientation relative to the user’s body are known, 

the motion of the features detected in the captured 

images may be used to assess information about the 

carrier’s pose and motion. Visual motion 
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information is not affected by the same error sources 

as global navigation satellite systems or self-

contained sensors (like inertial sensors), and is 

therefore a complementary information source for 

increasing the accuracy of the positioning 

measurements [50]. Research related to visual 

positioning methods has been mainly focused on the 

autonomous navigation of vehicles and mobile 

robots. 

The first papers related to the use of computer 

vision assistance in pedestrian navigation were 

published in the late 90s [51]. They described the 

use of databases preloaded with images of samples 

taken of the expected surroundings, which were 

tagged with information about their geographic 

location. The position of the pedestrian was 

provided when a match was found between an 

image taken by the pedestrian and an image stored 

in the database [52]. The database and the image 

processing could be made locally or remotely on a 

server, depending on processing power 

requirements [53]. 

A visual pedestrian navigation system independent 

of a server and of pre-existing databases usually 

needs integration with other positioning sensors to 

be functional. In such a system, monitoring the 

motion of features in consecutive images taken by 

the user device and integrating the information 

with measurements obtained with other sensors or 

a Global Navigation Satellite System (GNSS) 

receiver can be used to obtain the relative position 

of the user. Initial absolute position information can 

be used to reduce drift and other errors, as without 

initial position the visual perception only provides 

information about the user’s motion. Such server- 

independent systems have been proposed [54] using 

visual-aided Inertial Measurement Unit (IMU) 

measurements. Other techniques, like the ones used 

in Simultaneous Localization and Mapping (SLAM) 

systems, produce a map of the unknown 

environment while simultaneously locating the user. 

Traditionally, mapping has been done using inertial 

sensors, though in recent years SLAM systems that 

also integrate a camera (visual SLAM systems) 

have been developed [55]. 

The magnitude of the motion of a figure in an image 

is dependent on the relative depth of the object 

within the captured scene, i.e. the distance of the 

object from the camera. Because the distance of 

objects from the camera in the environment is 

usually unknown, a scale problem arises and 

different methods for overcoming it have been used 

[50]. Tools for resolving the distance, like laser 

rangefinders, have been integrated with a camera 

[56]. The requirement for carrying special 

equipment reduces the applicability of this method 

for pedestrian navigation, especially for blind users. 

Another approach is the use of computer vision 

algorithms to detect artificial landmarks with 

known indoor location (georeferenced landmarks). 

Recently, indoor navigation systems have been 

proposed, which use computer vision to detect and 

decode fiduciary markers in real-time, using 

standard camera phones. One of the most common 

markers used are 2-D barcodes. The barcode 

provides a unique ID and a fixed sized template, 

which may be used to estimate the pose of the 

viewer [57]. Using these types of special markers, a 

standard smartphone may be used in these kinds of 

systems, without the need to carry any extra 

equipment. Once the marker is in the camera’s field 
of vision, the user can receive a warning about his 

relative bearing to the marker, as well as an 

approximate distance. 

3.4.2. 3D Sensing 

Distance is one of the most important aspects of 

navigation, as it is used to avoid collisions or 

recognize nearby objects. The way human vision 

uses different perspectives of the same scene to 

create a three-dimensional perception of the world 

inspired the use of multiple cameras to 

model/recognize the world in three dimensions. 

When a stereo camera is used, the distance to 

objects may be estimated using triangulation [58]. 

In the case of stereovision, the distance between the 

two cameras, called the baseline, affects the 

accuracy of the motion obtained from the images. 

The farther the two cameras are from each other, 

the better the accuracy will be [59]. Stereovision 

may be used to obtain 3D range information and 

area correlation methods can be used for 

approximate depth information. This information 

has been successfully used in combination with 

pedestrian detection models [60]. Methods using 

genetic algorithms have been used to perform 

stereovision correlation and generate dense 

disparity maps, as well. These disparity maps, in 

turn, provide rough distance estimates to the user, 

allowing them to navigate through the environment 

[61]. Simpler approaches use one relative view 

(right or left camera) and a depth map (from the 

stereo vision equipment) to perform fuzzy-based 

clustering segmentation of the scenario into object 
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clusters [62]. After, knowing the clusters’ locations, 

it is possible to detect near and far obstacles and 

feed this information to the user. The detection of 

changes in a 3D space based on fusing range data 

and image data captured by the cameras may also 

be used to create a 3D representation of the 

surrounding space that can be transmitted to the 

user through an appropriate interface, namely 

haptic [63]. 

Having a short-term depth map computed about the 

user’s immediate environment may be used to 

classify the path/scene as having (or not) any 

immediate obstacles, whether they are ground 

based, aerial or their relative position (left/right). 

Recently, 3D vision sensors have evolved 

considerably and have been applied in several 

popular devices such as smartphones and game 

consoles, greatly reducing its cost. 

Stereovision has been successfully applied to mobile 

devices (smartphones) allowing the structure of the 

environment to be estimated and for some kind of 

obstacle classification to be performed [64]. 

Theoretically, stereovision camera phones can work 

and be used to extract the same type of information 

as other standard stereovision systems. In the case 

of the use of smartphones, the main limitation is 

their low processing power in terms of real time 

execution. In recent years, it has been significantly 

increased. However real world scenes are usually 

very structured and obstacle classification in real 

time is still only used to work as a virtual stick, or 

white cane (not replacing it entirely, for security 

reasons). 

In many cases, stereoscopic vision has been replaced 

by the Microsoft Kinect sensor [65]. This led to the 

mass use of these sensors in scientific research with 

good results [66-68]. The Kinect sensor includes a 

depth sensor and an RGB camera. The depth sensor 

is composed by an infrared laser source that projects 

non-visible light with a coded pattern combined 

with a monochromatic CMOS image sensor that 

captures the reflected light. The pattern received by 

the RGB sensor is a deformed version of the original 

pattern, projected by the laser source and deformed 

by the objects on the scene. The algorithm that 

deciphers the light coding generates a depth image 

representing the scene. Using machine-learning 

techniques, such as neural networks, to analyse 

depth images obtained from the Microsoft Kinect 

sensor enables the recognition of pre-defined 

features/patterns of the surrounding environment 

[69]. Generally, in terms of the contribution that 

data extracted from computer vision pattern 

recognition can give to location systems, whether 

using stereovision or other image-based sensors like 

the Kinect, distance can be estimated and, in 

combination with data from pattern/feature 

detection and an appropriate geographic 

information system, contribute to assess the 

location of the user. 

In this context, data for vision-based localization 

must also be present in the geographic information 

system used. The geographic information system is 

a central element to provide any type of location- 

based service, and its importance is discussed 

further in this paper. 

3.5. Summary 

All the technology referred to in the previous 

sections can be summarized as seen in Table 1. 

 

 
Table 1:  Summary of technology application scenario 

  Indoor Outdoor 
Needs 

Infrastructure 

Direct-sensing 

RFID    

Bluetooth    

IR  –  

Barcodes    

Dead-

reckoning 
IMU   – 

Triangulation 

from direct-

sensing 
   

GNSS –  – 

Fingerprint    

Pattern-

recognition 

Markers    

Natural 

elements 
  – 

3D sensing   – 

 

 

Using different sensors as an input for estimating 

the geographical location of the user generates a 

high degree of redundancy, assuring that the 

location is always available, reducing the 

dependence on the infrastructure (as it is with the 

case of separate use of RFID, fiducial markers or 

GPS). This type of location system would provide a 

base layer on which all the remaining location-

based services (such as orientation and navigation) 

would rely on (Fig. 1). 
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4. SPATIAL ORIENTATION 

Visually impaired people often want more than just 

information about their location, having the need to 

relate their current location to the features existing 

in the surrounding environment. 

Orientation and mobility are essential skills for 

performing a proper navigation [70]. In this process, 

mobility, or micro navigation, relates to obstacle 

detection and avoidance in the immediate physical 

environment. Orientation, or macro navigation, 

translates as the ability to create and maintain 

awareness of one’s position in the physical space 

relative to both the landmarks in the surrounding 

environment, whether they are points of interest 

(POI) or obstacles (from micro navigation), and to 

the user’s desired destination [71]. 

A wide range of systems and tools is available for 

enhancing the mobility of visually impaired 

individuals. The white cane and the guide dog are 

the most popular. The white cane is the simplest, 

cheapest, most reliable and the most popular. 

However, it does not provide all the necessary 

information of context such as speed, volume and 

distances. The eyes usually gather this information, 

which is necessary for the perception and control of 

locomotion [72]. Several approaches have been 

conducted over the last decades to address problems 

relevant to blind mobility and context awareness. 

They can be classified into two main categories. 

‘Electronic Travel Aids’ (ETAs) are designed to 
improve mobility by detecting obstacles in the user’s 
surroundings. In order to improve the blind user’s 
autonomy, ‘Electronic Orientation Aids’ (EOAs) 
provide the blind with some degree of situational 

awareness and guidance in unknown environments 

[73]. 

Apart from a few implementations that use some of 

the location techniques described in the previous 

section, up to now, EOAs have mainly been based on 

GNSS and Location-Based Services. However, in 

recent years, computer vision techniques have 

successfully been used to provide contextual 

awareness and orientation indications. In general, 

these assistive orientation systems use computer 

vision techniques to provide information ranging 

from the simple presence of obstacles, or the 

distinction between fixed and moving obstacles, to 

the recognition of specific objects in the captured 

image. In some cases, even the distance and relative 

displacement of the detected objects to the user is 

provided, using depth information. 

Although very simple in their purpose, systems 

designed to provide the blind user with information 

about the existence of objects in his path (through 

the use of artificial vision sensors) use a wide range 

of techniques to analyze the image. Traditional 

image processing techniques can be used to detect 

the contours of objects in the scene [74,75,47]. More 

advanced approaches use artificial intelligence 

techniques to detect obstacles in the captured image 

[76] and even to classify the scene, presenting basic 

forms of characterization/description of the 

environment as being very cluttered or relatively 

broad [77]. Other classification methods may 

provide information regarding the spatial 

distribution of the obstacles/objects in the scene [49], 

achieving the overall objective of providing direct 

specific orientation instructions and simple 

contextual awareness. 

More advanced systems, which apply object 

recognition algorithms to detect and recognize 

specific objects in the scene, go even further trying 

to reduce the gap between sighted and non-sighted 

people. Using their natural sensors, sighted users 

not only detect the existence of objects and obstacles 

in their immediate surroundings, but they are also 

able to recognize them and their attributes, such as 

color, shape and relative spatial orientation. The 

simplest approaches use markers placed at specific 

points-of-interest [78]. When detected, these 

markers are used to estimate the user location and, 

subsequently, the objects that are expected to be 

found on the scene. Additionally, it is also possible 

to inform the user about the distance and relative 

position to the marker (pose). However, the most 

common systems that use object recognition to 

provide contextual information try to locate and 

recognize natural objects in the scene without the 

need to use artificial markers placed in the 

infrastructure. As discussed in earlier subsections, 

the placement of markers/sensors in the 

infrastructure is costly and requires a lot of 

maintenance. Given this fact, many assistive 

systems nowadays try to give the user information 

about the presence and orientation of natural 

objects in the scene, such as crosswalks [79-81]or 

text commonly found in places like Buses or office 

doors [82,83,48]. Even the distinction between 

similar objects used in everyday life that may be 

easily confused by blind users, like different bank 

notes [84], food or medicine containers [85], can be 

incorporated in spatial orientation systems which 

use advanced computer vision techniques to provide 
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spatial awareness through the recognition of 

natural objects. Although not specifically related to 

spatial orientation, the techniques used in these 

examples provide awareness about the presence of 

physical items in the context of the user, and the 

same techniques may be extended to the purpose of 

spatial awareness. 

Table 2 summarizes the features provided by the 

most common spatial orientation devices, as well as 

their availability in terms of indoor vs. outdoor 

scenario. 

 

 
Table 2: Summary of the features provided by the most common 

spatial orientation assistive devices 

 
 Traditional Electronic 

 
White 

cane 

Guide 

dog 
EOA 

Comp. 

Vision 

Environment 
Indoor/ 

Outdoor 

Indoor/ 

Outdoor 
Outdoor 

Indoor/ 

Outdoor 

Speed - -  - 

Distance  -   

Obstacles     

Object 

recognition 
- - -  

Environment 

description 
- -   

 

 

With the recent advances in 3D vision and depth 

sensors, an all-new kind of contextual input may be 

used in the context of assistive systems for the 

visually impaired: depth information. Using feature 

descriptors and machine learning techniques, 

different objects can be extracted and classified [86]. 

These types of systems can recognize three-

dimensional objects from the depth data, and inform 

visually impaired users not only about the existence 

of objects but also their class, such as chairs and 

upward stairs [87,7,88], working similarly to a 

conventional white cane, with an extended range. 

Some systems even incorporate the detection and 

distinction between fixed and moving obstacles and 

object recognition in one global solution, mostly for 

pedestrian detection and avoidance [89-92]. 

5. NAVIGATION 

The term ‘navigation’ defines the behaviour of 
moving towards a destination, with all the motor, 

sensory, and cognitive processes that it implies [70]. 

Downs and Stea define navigation as “the process of 
solving one class of spatial problems, the movement 

of a person from one location on the earth’s surface 

to another” [93]. They divided the process into four 

tasks: orienting oneself in the environment, 

choosing the route, keeping on track and 

recognizing that the destination has been reached. 

Human navigation is performed using a 

combination of mobility and orientation [94]. In 

general, human navigation in indoor and outdoor 

environments is performed by measuring the 

distance and relative orientation to one, or multiple, 

reference points (context). People employ either 

path integration, orienting themselves relative to a 

starting position, or landmark-based navigation, 

where they rely upon perceptual cues together with 

an external or cognitive map. Humans may also use 

a combination of both path integration and 

landmark-based navigation [95]. A number of 

features in the environment can be used to help 

determine the location. To maintain a sense of 

where they are in such situations, humans rely on 

their estimates of the direction and velocity of 

movement obtained from their vestibular, 

proprioceptive, and kinesthetic senses, here 

referred to as path integration [96]. 

In the case of path integration, a single reference 

point is used throughout the navigation, and the 

location is estimated based on the addition of all the 

changes in position and orientation [97]. 

In the case of landmark-based navigation, users 

change from reference point (landmarks) to 

reference point as they navigate in the environment, 

considering the relative position of the landmarks. 

In this case, a physical or cognitive map of the 

environment is used. By periodically measuring the 

displacement and changes in the orientation (based 

on heading and motion) and combining them with 

the distance and orientation relative to a reference 

point, such as a landmark, users can estimate their 

new location and orientation while navigating in an 

environment. 

A powerful assistive device combines both micro 

navigation (sensing the immediate environment) 

and macro navigation (reaching a remote 

destination) functionalities. The micro navigation 

functions serve to restore a set of sensorimotor 

behaviors based on visual object localization 

(context). The macro navigation functions provide 
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the user with global orientation and navigation 

skills [70]. 

All navigation systems have three functional 

components: an input module to determine the 

location and orientation in space, a spatial database 

of the environment and an interface, which delivers 

information to the user. Location information is 

usually obtained using the individual location 

technologies discussed in a previous section, or by a 

fusion or combination of different inputs, including 

computer vision. These three components are used 

as well in the case of navigation systems designed 

for the visually impaired [98]. 

The location can be used for both planning the path 

and providing contextual information. The 

advantage of using a navigation system to plan a 

route is that the path can be optimized based on 

different concurring paths and specific user 

requirements, such as shortest or safest path. In the 

case of individuals with vision impairments, a path 

that goes along walls reduces the chance of the user 

getting lost and a path that avoids low ceilings is 

much safer [15]. 

In this context, a geographic information system 

(GIS) designed to enable all these assistive features 

must provide ways to store and deliver data of much 

broader extent than simple points-of-interest and 

POI categorization. An appropriate geographic 

system is a core element in any navigation system. 

Path planning algorithms use graphs or grids to 

represent the environment. These elements must 

also be stored in the GIS. To plan a path using 

graph-based approaches, the environment is 

divided into sets of nodes and edges connecting 

these nodes. Edges connect nodes based on the 

environment map and if one node is accessible from 

the other one. In this case, each edge may have a 

weight assigned to it based on different criteria for 

the path planning. A graph-based approach has the 

advantage of creating the nodes only if there are 

objects. Edges are created only if objects are 

accessible from each other. In complicated 

environments with many objects, the graph may 

become big and decrease the performance of the 

path-planning algorithm. The weight associated 

with edges or cells plays an important role when 

customizing a path. For example, in the case of a 

path that should avoid stairs, the edges with stairs 

receive higher weights, and edges with low ceiling 

have higher weights when planning a path for 

individuals with visual impairments. Most of the 

current navigation systems use either Dijkstra 

[29,30,99,100] or A* [29,101,32] for path planning. 

6. INTERFACE 

Accurate recognition and distinction between the 

contextual elements found in the environment, 

whether by using computer vision or any other form 

of input is of the highest importance on an EOA 

device. Interfacing with the user to provide 

information about the elements found in the scene 

is also crucial, as the interpretation of the reality 

around the user directly influences his safety and, 

ultimately, the adoption of this kind of assistive 

technology. The most commonly found ways of 

interfacing with the user nowadays are sonification, 

audio description and haptic interfaces. These are 

the most commonly found ways to interface with an 

electronic assistive system for the blind, and its use 

is valid to both receiving alerts about the physical 

elements detected, as well as to receive and 

understand wayfinding instructions. 

Sonification is, by definition, the use of non-speech 

audio to convey information or perceptualize data. 

The use of acoustic (sound/sonification) patterns to 

provide this information to the user is very common 

among EOAs for the visually impaired [76,74,46]. In 

some cases, sonification is even used to provide the 

relative position of the detected obstacles [49,102]. 

These systems use 3D audio (Fig. 2) to provide audio 

cues that can be perceived as if they were being 

generated by the detected landmark. The concept 

behind 3D audio is the use of different sound 

sources, located at different locations to provide the 

feeling of directional hearing (Fig. 2). 

 

 
Fig. 2: Perceptual feeling provided by 3D audio 

(http://www.auro-3d.com/consumer/). 

 

The most obvious advantage of adding spatial sound 

modelling to audio interfaces over sequential 
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techniques is the natural perception. Individuals 

without hearing impairment use their directional 

hearing for orientation at all times [103]. This kind 

of interface can be used to provide simple, yet 

immediately perceivable cues about bearing or 

relative position (pose) to an obstacle. The fact that 

blind people often rely on audio cues from the 

environment for orientation creates restraints on 

using headphones for acoustic feedback. 

Alternatives like bonephones are viable [104]. 

Audio description has the same considerations as 

the sonification methods. According to [105] “one 
major issue to be considered in the design of an 

interface is whether a rich description of the scene, 

or only highly symbolic information, should be 

provided to the user”. 
Another approach is to present the information 

about the obstacles detected in the image through 

the use of haptic interfaces [106,75,7]. 3D range 

data may be converted into a 2D vibrating array 

attached to the user’s body [63]. With appropriate 

signal coding, the use of 2D vibrating patterns can 

reproduce depth information. Haptic interfaces are 

also used in a way in which an array of pins works 

in a similar way as Braille display [107]. 

Some other, less usual, forms of interface are still in 

investigational devices, not available for 

commercial use. One example [108] consists of a 

camera (mounted in sunglasses), one transducer 

and a postage-stamp-size electrode array that is 

positioned on the top surface of the tongue. The 

recorded images are translated into gentle electrical 

signals and displayed on the tongue. The generated 

stimulation patterns reflect key features of the 

recorded images like high contrast objects and their 

movements. 

As a general consideration, any of the user’s 
remaining sensory channels (tactile or acoustic) can 

be used. However their use should be carefully 

considered as it may interfere with performing 

other tasks that the blind users cannot do without. 

The amount of information to be presented to the 

user should be carefully considered as well, as 

information capacity of the nonvisual senses is 

much smaller than vision [109]. The cues provided 

by these interface channels represent the most 

common ways of interfacing with assistive devices, 

for the blind, and provide the means to understand 

the information generated that can be used whether 

for context description or wayfinding. 

7. CONCLUSIONS 

This work presented a general review of navigation 

and orientation assistive technologies for the 

visually impaired. As with the development of any 

other assistive technology, the development of these 

types of systems must be centred on the specific 

needs and restrictions of the user and his 

impairment. The use of an assistive system must 

not pose any interference with everyday life 

activities or it will be considered as an obstacle itself. 

If this happens, the community will not adopt the 

system. Sometimes the technologies used are not 

perfectly adequate or do not meet specific needs, 

either due to its mode of operation, or to the way 

they convey information to the user. 

In terms of location systems, despite the efforts to 

create cheap, reliable and accurate positioning 

systems, it has been difficult to find a system with a 

good balance between these three factors. Of the 

various technologies used to locate the user, the 

most common are RFID, GPS, Wi-Fi and Computer 

Vision. The use of RFID proves to be very accurate. 

However, from the user's point of view alone, it is 

unreliable because the user easily gets lost in case 

of failure in reading multiple successive tags. This 

can happen due to the long reading times required 

(in relation to the white cane swipe movement) 

and/or low tag density. From the point of view of 

implementation, despite its low cost (compared to 

the benefit), such a system requires extensive 

maintenance. Although, ideally most places could 

benefit from installing such systems, in practice the 

only places that will consider their use are those 

where the relationship between benefit over cost is 

attractive. These places can include shopping areas, 

public libraries, etc. The use of GPS has enough 

accuracy for most users without any special need; it 

is free and covers the earth’s entire surface. 
However, its availability inside buildings is very low 

and, even in places with good reception of GPS 

signal, common systems based on smartphone, or 

cheap commercial antennas, do not offer the 

precision needed to safely guide a blind user. Often, 

an error of 5 meters is the difference between being 

in the sidewalk, or the in the middle of the road. The 

use of Wi-Fi is very similar to RFID in the aspect 

that the characteristics of a source (georeferenced) 

signal are used to assess or estimate the user's 

location. As in the case of RFID, it may work on 

exterior and interior environments. It has the great 
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advantage of having more range than RFID, though 

suffers from serious accuracy problems due to 

problems with signal reflection (multiple path). In 

the case of the use of Computer Vision, this 

technology can cover all types of environments, 

indoors and outdoors and its accuracy is sufficient; 

however, it has some limitations. If the system is 

based on recognizing known artificial landmarks 

(fiducial markers), an infrastructure management 

effort is required, as well as a large information 

system to support the georeferenced data. In the 

cases when natural landmarks are used, object 

recognition involves the use of more complex 

algorithms, more prone to errors, which may limit 

real-time operation. The most successful systems 

resort to the combined use of various technologies, 

either in a redundant manner or in a 

complementary way. Combining the occasional use 

of these direct-sensing technologies for error 

correction (or minimization) and the permanent use 

of inertial measurements for constant location 

estimation, such a multisensorial location system 

would allow for the creation of a reliable and 

“always available” location system, increasing the 
trust of the users concerning these types of assistive 

technologies, while reducing installation costs and 

infrastructure dependency. From the summary of 

the variety of techniques, methods and technologies 

that may be used to assist a blind user on knowing 

his location, a powerful location module would be 

one that could combine all the different types of 

possible location inputs and fuse them into a unique, 

hybrid, location system based on a multisensorial 

approach. Using different sensors as an input for 

estimating the geographical location of the user 

generates a high degree of redundancy, assuring 

that the location is always available, reducing the 

dependence on the infrastructure (as it is with the 

case of separate use of RFID, fiducial markers or 

GPS). This type of location system would provide a 

base layer on which all the remaining location-

based services (like orientation and navigation) 

would rely on. 

With regard to orientation systems, for user 

guidance/contextualization, most of them try to 

somehow extract context information and provide 

more information to the user than just his location. 

The location input can be used to provide contextual 

information (orientation or micro navigation), 

either about the features of the surrounding 

environment, or about the services available in the 

premises. A key factor in that respect is the 

structuration of the information stored in the GIS. 

To be useful, the information must be transmitted 

to the user in a manner in which it is easily 

understood, using a natural language as interface. 

To achieve this goal, the user must be able to define 

(and configure, in real time) a certain degree of 

awareness, to create a different user experience 

when travelling in familiar or usual places, or when 

in a completely unknown environment, where his 

sense of awareness of things and objects around him 

must be highly enhanced. 

The most common systems use databases populated 

with points of interest (landmarks) whose 

description is triggered by the current location of 

the user and his personal preferences. More 

advanced systems also try to extract some features 

from the environment that are not georeferenced. 

These landmarks may arise because the databases 

are not frequently updated, or because some 

unforeseen danger has arisen (hole in the ground, 

for example), or simply because the user is using the 

system in a place that does not have a map. In 

general, these systems based on Computer Vision, 

work together with location systems. Some newer 

systems use 3D cameras to add distance (depth) 

information to the existing information about the 

detected elements/landmarks. 

Navigation systems for the blind, in general, use 

technology that is commonly found in traditional 

navigation systems aimed at people without any 

special restriction. One example is the routing 

algorithm known as A*. However, this type of 

algorithm should be used to make the route 

calculation, taking into account certain limitations 

or preferences of the users that are not usually 

taken into consideration, designing a route that fits 

the user’s preferences, not only considering the 
shortest path, but possibly also the safest or the 

most enjoyable. For example, blind people avoid 

paths with very large open spaces, or certain spaces 

with protruding structures such as balconies. Due 

to the noise on crowded sidewalks, they may prefer 

more quiet gardens, or alternative streets. The blind 

usually prefer to follow paths accompanied by walls 

or other guiding elements. They should also be 

informed in the case of existing dangers in the 

vicinity of the route. Certain restrictions may even 

be considered by the routing algorithms to help 

people with other special needs, such as the 

existence of stairs for people in wheelchairs. 

Regarding the user interface, although there are 

several ways to interface with the user’s natural 
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senses, in general the implementation of interface 

technology should be carefully considered as it may 

interfere with performing other tasks that the blind 

users cannot do without. The amount of information 

to be presented to the user should be carefully 

filtered as well, as the information capacity of the 

non-visual senses is much smaller than vision. 

While navigating to a specific point of interest 

(macro navigation), the use of natural language 

must provide timely and accurate directions. For 

example, in the specific case of blindness, a 

directional pointing system using the clock position 

system is more easily understood than using the 

exact amount of degrees to turn (very accurate, 

difficult to follow) or relative amounts of left/right 

(“little to the left” or “hard right”, for example, is 
easy to be understood though results in different 

interpretations of the quantities). The clock position 

system is a good example of a natural interface to be 

used to transmit navigational information, which is 

sufficiently fast to interpret while maintaining 

accuracy. The interface must be adaptive in order to 

differentiate between the different types of use 

(micro or macro navigation) and combine each state 

to the level of awareness the user requires in each 

moment/place, creating a form of contextual 

awareness. Specific points in which immediate 

danger may cause harm to the user (e.g., stairs) 

must bypass all the awareness settings, and the 

interface must be able to respond as well. 

Fusing ideas from these different concepts and 

techniques, such as the concepts of micro and macro 

navigation and path planning algorithms, a 

sophisticated navigation module could combine the 

inputs from the orientation module (micro 

navigation) and the route planning techniques 

(macro navigation) to create a personalized user 

experience, creating routes that are designed to fit 

the user’s preferences, not only considering the 
shortest path, but also possibly the safest (according 

to the type of impairment) or the most enjoyable (for 

example through a garden instead of a concrete 

sidewalk). 

This review demonstrates that a lot of work already 

exists in this field, although it is very fragmented. 

Research in the field of creating assistive technology 

to assist the orientation and navigation of blind 

users should follow in the direction of creating 

integrated products, which use the benefits of 

different technologies in a combined/integrated way. 

In order to do so, the evolution of sensing technology 

will help achieve massive use. 
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