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A Review of Computer Microvision-Based
Precision Motion Measurement: Principles,

Characteristics, and Applications
Sheng Yao , Hai Li , Shuiquan Pang , Benliang Zhu , Xianmin Zhang , and Sergej Fatikow

Abstract— Microengineering/nanoengineering is an emerging
field that enables engineering and scientific discoveries in the
microworld. As an effective and powerful tool for automation and
manipulation at small scales, precision motion measurement by
computer microvision is now broadly accepted and widely used
in microengineering/nanoengineering. Unlike other measurement
methods, the vision-based techniques can intuitively visualize
the measuring process with high interactivity, expansibility, and
flexibility. This article aims to comprehensively present a survey
of microvision-based motion measurement from the collective
experience. Working principles of microvision systems are first
introduced and described, where the hardware configuration,
model calibration, and motion measurement algorithms are sys-
tematically summarized. The characteristics and performances
of different microvision-based methods are then analyzed and
discussed in terms of measurement resolution, range, degree of
freedom, efficiency, and error sources. Recent advances of appli-
cations empowered by the developed computer microvision-based
methods are also presented. The review can be helpful to
researchers who engage in the development of microvision-based
techniques and provide the recent state and tendency for the

research community of vision-based measurement, manipulation,
and automation at microscale/nanoscale.

Index Terms— Microvision, micromanipulation/
nanomanipulation, microscopy, motion measurement, review.

I. INTRODUCTION

C
OMPUTER microvision-based precision measurement
has drawn remarkable attention in recent years, which

contributes to multiple research fields, such as microdis-
placement analysis, microstructure fabrication, transportation,
characterization, and particle motion control. With regard to
the size of measured objects, Fig. 1 sketches the main scale
of precision motion measurement, which covers from 0.1
to 1 mm. Aside from the contact-based measurement tech-
niques, various noncontact methods, including electric field
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Fig. 1. Scales for microengineering/nanoengineering and manipulated targets,
including CNTs, organelles, cells, microparts, and small organisms.

techniques, such as capacitive sensing [1] and inductive sens-
ing [2], encoder-based techniques, such as optical gratings [3],
and laser-based techniques, such as laser interferometry [4]
and laser displacement sensing [5], have been developed and
applied in micromotion/nanomotion systems. Electric field
techniques utilize the principle that certain electrical quantities
(capacitance, inductance, and so on) are proportional to the
distance between the target and the sensor so that the displace-
ment can be measured. However, such measurement methods
are only capable of measuring a single-degree-of-freedom
(DOF), and it would introduce Abbe errors and accumulation
errors during the sensor fusion for multiple-DOF tasks. Com-
mercial optical encoders provide positional and directional
information based on the Moire phenomenon, but only 1-DOF
motion is estimated. Laser-based techniques require a coherent
light source and utilize the properties of light to calculate
the distance of target before and after the motion. The laser
path can be easily blocked, and the installation requirement
of laser-based devices is strict. To address these limitations,
the researchers have been exploring the technologies that
possess the high precision and easy accessibility in precision
engineering.

Vision-based techniques generate images and measure the
target by digital image processing through the computer. With
high flexibility and developability, they have been gradu-
ally accepted and rapidly grown as a prime solution for
precision motion measurement. By image acquisition, com-
puting in the image space, and then coordinate conversion,
vision-based techniques can intuitively provide the visualized
measurement results that can enable numerous applications.
The computer microvision is inseparable from the develop-
ment of multiple technologies, particularly image sensors and
microscopes. Inventions of image sensors at Bell Laboratories
empowered digital image processing [6], [7]. Concretely, the
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metal–oxide–semiconductor (MOS) technology developed
in 1959 [8] is regarded as the basis for modern image
sensors. Later in 1969, the charge-coupled device (CCD)
was invented [9] and became the most widely used image
sensors for decades, until recently being surpassed by the
complementary-MOS (CMOS) active-pixel sensor [10]. With
the computer innovations in the 1970s, digital images can
be cheaply and efficiently processed in real time, which
initialized a new era for vision-based technology. Such a
revolutionary breakthrough also greatly benefits the field of
microscopy. The microscopy technologies, such as the optical
microscope (OM) and scanning electron microscope (SEM),
have been extensively investigated and significantly improved
for achieving high resolution, increasing efficiency, and reduc-
ing equipment costs during the last few decades. The first
commercial digital microscope was sold in Japan in 1986,
allowing observation to be further recorded and processed
via a computer. Moreover, the invention of USB microscopes
facilitates vision-based techniques adapting in a broad range
of applications at low cost via the convenient USB port [11].
To exploit the advantages of each microscopy and overcome
corresponding limitations, many researchers have even cus-
tomized and combined different types of microscope systems.
For instance, optical microscopy has been integrated into the
SEM [12], [13] so that the advantages of high-speed imaging
from the optical microscopy and ultrahigh-resolution from the
SEM can be efficiently achieved. Besides, combining SEM
with the atomic force microscope (AFM) can simultaneously
perform scanning and manipulation tasks, which also raised
the interest [14]–[16]. In this review, instead of customized
systems with hybrid microscopes, we focus on precision
motion measurement by general microscope platforms since
they are more affordable for most laboratories and have been
used worldwide for vision-based measurement at small scales.
A review based on the general microscope platforms can also
benefit the readers who want to develop their own customized
systems from scratch.

There are mainly three categories of microscopies that
are well-known and commonly used: optical, electron, and
scanning probe microscopies. A scanning probe microscope
(SPM), including AFM, can obtain high-resolution observation
using a physical probe that scans the target [17]. Even though
high-speed SPMs have been recently reported with a tradeoff
of the imaging quality [18], [19], the current commercial SPMs
could not meet the frame rate in a large field of view (FOV) for
some high-demanding tasks, such as real-time visual servo for
micromanipulation/nanomanipulation. Consequently, in this
article, we mainly review precision motion measurement under
OM and electron microscope (EM).

Compared with the other noncontact techniques employed
for precision motion measurement at microscale/nanoscale,
the computer microvision-based motion measurement can
offer the following attractive properties.

1) Direct Visualization Result: Although motion mea-
surement can be conducted without any visualization,
it is much more accurate to measure geometrical
information, such as position, length, and distance,
by vision-based sensors with high reliability [20].

2) Multiple-DOF Motion Measurement: Instead of the sin-
gle DOF measurement by many traditional methods in
precision engineering, such as capacitive sensing and
optical grating sensing, microvision-based sensing can
simultaneously measure multiple DOFs at low cost.

3) Easy Installation for Integrated Systems: When mea-
surement devices need to be combined with specific
operating systems for certain applications, according to
different sensor techniques, the system structure may
need to be designed or customized in advance for the
integration [21], [22]. In contrast, such systems can be
easily installed under either the OM or SEM, thereby
simplify the experimental setup and preparation, and
enhance the accessibility and practicality of vision-based
measurement.

4) Tremendous Information From the Obtained Data:
Microvision-based sensing can provide enormous visual
information of microworld/nanoworld for human oper-
ators or computers. Object recognition and their
relationship can be qualified and quantified, which
is particularly important due to uncertainty at the
microscale/nanoscale, such as deformation of the
micro-objects, size effects, and parasitic forces during
microengineering/nanoengineering [23]. Sufficient infor-
mation can also enable machine learning to join the
research community.

Furthermore, the iteration of computers will continuously
boost the computing capability of the computer microvi-
sion systems, and the efficiency of motion measurement
will keep enhanced. Thus, it can be said that the computer
microvision-based technique is currently the most attractive
method for precision motion measurement.

Although the literature referring to vision-based displace-
ment detection and motion estimation at macroscale can be
found [24]–[26], there still lacks a review paper that focuses
on computer microvision-based precision motion measure-
ment at small scales. This article aims to comprehensively
review the advances of microvision-based motion measure-
ment methods for microengineering/nanoengineering with a
clear taxonomy. The remainder of this article is organized as
follows. In Section II, principles of precision motion mea-
surement based on computer microvision that is broadly used
for micromotion/nanomotion measurement will be categorized
and described in detail. Section III will analyze the charac-
teristics of different motion measurement methods in terms
of their capabilities and performances, where comparisons of
state-of-the-art research will also be presented and discussed.
Recent advances of applications based on precision motion
measurement will be introduced in Section IV. Summary and
outlook will be provided in Section V.

II. WORKING PRINCIPLES OF PRECISION MOTION

MEASUREMENT BASED ON COMPUTER MICROVISION

Since objects at the microlevel/nanolevel are beyond our
naked eye, microvision systems play an important role in
bringing the microworld to our observations. After digital
image sequences are captured through the microvision system,
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TABLE I

COMMERCIAL MICROVISION SYSTEMS FOR PRECISION MOTION MEASUREMENT

image processing algorithms for precision motion measure-
ment are able to track the targets at the microscale/nanoscale.
Hence, the microvision hardware together with the motion
tracking algorithms is the key component for vision-based
precision motion measurement, where researchers have many
options to configure and customize their own computer
microvision-based systems.

A. Typical Hardware Configuration of the Microvision
Systems

Two types of imaging systems are widely accessible
and used for precision motion measurement at microscale/
nanoscale, namely, imaging systems based on the optical and
electron microvision systems. Table I lists the information
for typical commercial microvision systems. The principles of
these microvision systems and their derivatives are described
in this section.

1) Optical Microvision Systems:
a) Optical imaging system with conventional lenses:

Optical microvision systems are constructed based on OMs,
which are designed to observe targets through transmitted
light. All OMs consist of the same basic optical path com-
ponents, namely, visible light source, focus knobs, stage,
revolver, and optical lenses system. Combined with image
sensors, digital image sequences can be obtained and then sent
to the computer for further processing. There are mainly four
advantages of OMs: 1) real-time imaging; 2) high levels of
observational quality; 3) not affected by electromagnetic fields
and radiation-free; and 4) low cost for maintenance.

As illustrated in Fig. 2, OM platforms can be divided into
two main categories in terms of use: the industry-oriented
microscope platform and the biomedical-oriented microscope
platform. The industry-oriented microscope platform with an
intensive light source can be used not only for manipu-
lation and fabrication at microscale/nanoscale but also for
observation of solid microstructure, such as metals, ceramic,
and polymeric materials. Meanwhile, the targets in biological
tasks, such as cells and organisms, are normally transparent.
Therefore, the light source and the objective lens are on the
different sides in the biomedical-oriented microscope platform
so that the transmitted light can pass through the targets and
the glass slide on the stage. Such construction has a larger load
capacity and better expandability, leaving more space on the
top of the stage and enabling multiple updates of microscopes
for biomedical applications, such as a large container, focus
motors, and manipulators.

Horizontally, the imaging resolution of conventional OMs
is limited by the optical principle [27], which can be given as

Ropt =
λ

2NA
(1)

Fig. 2. Typical setup of OM platforms. (a) Industry-oriented microscope
setup with the reflected illumination. An upright microscope is often included.
Since most of the mechanical parts are not transparent, the light source of
the industry-oriented microscope system is set at the same side of the object
lens, and the light path is reflected from the stage to the digital camera.
(b) Biomedical-oriented microscope setup with the transmitted illumination.
A biomedical-oriented microscope platform normally contains the inverted
microscope, which has the light source and condenser above the stage on the
top and the objective lens below the stage pointing up.

where the imaging resolution is proportional to the wavelength
of light λ, and NA is the objective numerical aperture. Verti-
cally, the depth of focus of OMs can be calculated as

D =
nr

M · NA
ω +

λ · nr

NA2 (2)

where M denotes the total magnification, nr represents the
refractive index of the medium between the objective lens and
the targets, λ is the light source wavelength, and ω is the
resolving power of the sensor.

b) Optical imaging system with telecentric lenses: To
alleviate the shallow depth of field, the telecentric lenses can
be applied to the microvision systems to meet the needs of
precision measurement. The telecentric lens is a combination
of conventional lens and pinhole imaging principle, which has
the entrance pupil or exit pupil at infinity distance and provides
an orthographic view of the targets [28]. According to different
configurations based on the aperture stop position, telecentric
lens systems can be classified into three types: the object-space
telecentric lens system, the image-space telecentric lens sys-
tem, and the double telecentric lens system [29].

Generally, the telecentric measurement systems enjoy the
following features [30]–[32].

1) Less Perspective Error: The measurement systems with
the telecentric lens can minimize the perspective error.
No matter how the target moves forward or far from
the lens, the projection on the image plane remains
the same size. This is particularly useful for precise
measurements.

2) Large Depth of Field:| Telecentric lens systems have
a larger depth of field than conventional lens systems.
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Even though the target is not at the best focus position,
a precise measurement can still be achieved with high
contract images and effective algorithms.

3) Low Distortion Value: Conventional lenses may have
distortions greater than 1%–2%, which would seriously
affect the measurement accuracy. Telecentric lenses,
however, have a very small amount of distortion, which
is normally lower than 0.1% [33].

With these appealing properties, applying telecentric lenses
into the microvision system is a recommended option to meet
the needs of precision motion measurement.

c) Other optical imaging systems: In recent years, optical
microscopy has been rapidly developed for better perfor-
mances, and many commercial products are available in the
market. One research direction is exploring optical microscopy
from planar imaging to 3-D space so that more detailed
information of the targets can be obtained and, thereby, enables
many applications that require 3-D information.

A fluorescent microscope utilizes fluorescence, that is,
the light emitted from targets to generate an image. Unlike
reflected and transmitted light microscopy techniques, fluores-
cence microscopes can only observe specific structures labeled
with fluorescence. Classical components of a fluorescence
microscope are a light source, the excitation filter, optical
lenses, the dichroic mirror, and the emission filter. After
the absorption of light illuminated from the light source,
the fluorescence can occur within nanoseconds and the cap-
tured by the digital camera [34]. Using the optical sectioning
techniques [35], the fluorescent microscopes can generate
image information in 3-D. To remove the out-of-focus blurs
and noise that contaminate the images, the 3-D point spread
function (PSF) can be applied to the image deconvolution
process [36], [37].

The confocal microscope is a special type of fluorescent
microscope with apertures placed at the confocal positions.
Instead of all parts of the target excited at the same time
in fluorescent microscopes, a confocal microscope uses the
point illumination principle and the pinhole aperture to block
out-of-focus light in image formation. Confocal microscopes
offer several advantages, including: 1) elimination of out-
of-focus signal in the background; 2) the capability to control
depth of field; and 3) the ability to obtain serial optical
sections from thick targets. With laser illumination, which is a
high-intensity monochromatic light source, the laser scanning
confocal microscope (LSCM) can achieve thin optical section-
ing with high resolution along the z-axis [38]. Specifically,
the development of high-speed and high-accuracy LSCM with
a 1-nm resolution further enables precision motion measure-
ments [39]–[41].

2) Electron Microvision Systems: Although OMs are widely
used for precision motion measurement, due to the optical
diffraction limit, the commercial OMs are not able to realize
the visualization of nano-objects. The electron microvision
system contains the EM that uses the shaped magnetic field
to form an electron–optical lens system and an accelerated
electron beam as the illumination source to generate images.
Since the wavelength of the electron can be up to 100 000×

shorter than that of the visible light, EMs possess higher

Fig. 3. Schematic of SEM setup with various components. SEM contains an
illumination source called the electron gun. First, free electrons generated by
the electron gun are accelerated by an electric field to form a focused electron
beam with nanoscale resolution through a condenser lens. The smaller the
diameter of the electron beam, the higher the resolution. Then, the scan coils
are used to control the electron beam to scan the sample’s surface dot by dot
in a rectangular area. The focus plane on the sample is defined through the
objective lens. The sample is generally mounted on the positioning stages in
the vacuum chamber of SEM. When the electron beam strikes the sample
surface, several types of interaction information about the topography of
materials are generated. Different types of detectors can be used to collect the
information as needed. The commonly used types for collecting interaction
signals are the SE detector and backscattered electron (BSE) detector. Finally,
digital images are generated by using the collected topographical data through
the monitor.

resolution than conventional OMs and can be used for motion
measurement and manipulation of nanoscale objects inside
the chamber [42]. Typical types of EM family in micro-
engineering/nanoengineering application include transmission
electron microscope (TEM) and SEM. Extremely thin sections
of the target are required (mostly around 100 nm) under
TEMs, and the specimen chamber of TEM is too narrow
to contain manipulators with complex functions; the elec-
tron beam penetration may damage the sample [43]. Thus,
TEMs have not been commonly used in automated microma-
nipulation/nanomanipulation and characterization applications,
and there are few existing motion measurement and object
tracking algorithms based on TEMs. Images generated by
SEMs contain information about samples from a depth of up
to 3 µm from the sample surface with the highest resolution
of 1–3 nm. At present, the commercial SEMs are divided
into field emission SEMs and conventional SEMs. Generally,
the field emission SEM has a higher resolution and larger
magnification range. In the working space of SEM, the increas-
ing of magnification means the higher the resolution, which
opens the door for vision-based cross-scale manipulation and
measurement. In addition, the SEM possesses the advantages
of short imaging time, wide FOV, wide magnification range,
and continuous zoom. Therefore, it is an ideal global sensor
for substituting on-board position sensors in microengineer-
ing/nanoengineering and measurement tasks [44], [45]. Fig. 3
gives a brief introduction of the typical SEM architecture and
imaging principle.

While OMs can achieve magnifications up to 1200×, SEMs
achieve a maximum magnification of more than 400 000×,
which means that SEMs are capable of ultrahigh precision
motion measurement. Since the magnification can be adjusted
continuously, SEMs can provide a wide range of position
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sensing information, so it has high flexibility for motion
measurement. As the sample is scanned point by point in the
sequence, there is a delay time in the process of SEM image
generation [46]. By increasing the scanning speed, the delay
time can be reduced, but the corresponding defect occurs that
introduces a lot of noise into SEM images [47]. Thus, there is
a tradeoff between the image quality and imaging time. As a
result, high noise robustness is needed in motion measurement
and object tracking algorithms. In the visual servo application
of SEMs, many efforts focus on the accurate recognition, and
tracking of the target under high scanning speed is always an
important problem to be solved [48]. Corresponding solutions
are summarized in Sections III-C and III-D.

The high vacuum environment brings many limitations to
SEM, which is mainly manifested in that SEM is incapable of
observing wet or oil-bearing samples. Besides, since electrons
cannot dissipate in a high vacuum environment after striking
the sample surface, conventional SEM is unable to generate
clear images for nonconductive samples. As an evolution of the
SEM, the environmental SEM (ESEM) aims to overcome the
aforementioned issues. The first commercial ESEM was devel-
oped in the late 1980s, which is capable of observing samples
in low-pressure environments and high relative humidity [49].
This is made by separating the sample chamber and electron
gun chamber of the low vacuum SEM and creating a high
vacuum environment in the electron gun chamber and a
low-pressure environment in the sample chamber [50]. The
decrease in the vacuity of the sample chamber makes the
invalidity of conventional secondary electron (SE) detector,
so ESEM has developed its own signal collection detectors
and obtained new performance advantages. ESEMs inherit
all the advantages of SEM, such as high resolution, large
depth of field, and high magnification. Besides, ESEMs can
still provide high-resolution images in the environment of
high pressure and high temperature. It is concluded that
ESEMs have better performance than SEM regardless of the
difficulty of instrument manufacturing and maintenance cost.
In the application of precision motion measurement, ESEMs
are mainly used for the manipulation and characterization of
biological samples. Since the imaging principle of ESEMs is
the same as that of SEMs, the problems of noise interference
and time delay still exist, which also challenges the speed and
noise robustness of motion measurement algorithms at small
scales.

B. Geometric Models and Calibration Methods of the
Typical Microvision Systems

Before a microvision system is used for motion mea-
surement, the geometric model should be accurately cali-
brated. The calibration process aims to obtain the parameters
of the geometric model that defines the relationship between
the world coordinate of the target and its projection in the
image plane. There are two types of classical projection
models, namely, perspective projection and parallel projection,
which has been proven to be sufficient for most optical
and electron microvision systems [51]. In general, different
microvision systems can be classified into either perspective

TABLE II

GEOMETRIC MODELS FOR MICROVISION SYSTEMS

Fig. 4. Projection models of microvision systems. (a) Perspective projection.
(b) Parallel projection.

projection model or parallel projection model, which are listed
in Table II.

1) Perspective Projection Model: Fig. 4(a) illustrates the
diagram of perspective projection model. Assuming that P =

(X, Y, Z) is a point on the target in the world coordinate,
p = (u, v) is its projection on the image plane in the image
coordinate, and the perspective projection can be expressed as
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where the intrinsic parameters include the principle point
(µ0, ν0), the scale factors of each direction α and β, and
the skew γ , which can denote the manufacturing error of
sensor array. [R, T ] are the extrinsic parameters that consist
of the rotation matrix and the translation vector. The intrinsic
parameters of the projection model depend on the hardware,
while extrinsic parameters are related to the position of the
image sensor and the calibration pattern.

The geometric model of OMs with conventional lenses
can be simplified as the perspective projection model. How-
ever, optical distortions always make the model nonlinear.
The calibration itself is the main procedure that can reduce
model errors. Based on different calibration patterns, sev-
eral calibration methods for optical microvision systems with
conventional lenses have been proposed. In [52], a prac-
tical calibration method considering the distortion compen-
sation was proposed using a line pattern, while work [53]
employed the grid pattern for calibrating the conventional
OMs. In [54], a 2-D dot array pattern was applied in
the calibration process of a special geometric model of
the microscope. The works [55], [56] presented so-called
virtual-image-based or pattern-free calibration methods, which
utilized the mechanical setups themselves from the microma-
nipulation/nanomanipulation as the calibration objects, such as
micromanipulators. The learning-based methods can also be
applied in calibration to handle the residual error in FOV for
different systems [57]. These methods can ensure high system
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Fig. 5. Schematic of the confocal projection model. The coherent light from
the light source passes through an aperture set at the conjugate plane. After
reflected by the dichroic mirror and transmitted through the objective lens,
a scanning point of the targeted is illuminated. The second aperture is placed
in front of the sensor. When the entire target in a defined focal plane is
scanned, the secondary fluorescence emitted from the point on the target will
return through the dichroic mirror and focus on a confocal point at the second
aperture, which is placed in front of the sensor. Then, the image of an optical
section on the focal plane is captured by moving either the specimen stage
or the light beam.

measurement accuracy by modeling the imaging geometry and
optical lens distortion.

The projection model of the confocal microscope can also
be seen as the perspective projection model, which is diagram-
matically presented in Fig. 5. Capturing multiple 2-D images
at different depths in a target allows the reconstruction of 3-D
structures within an object [58]. Compared to the conventional
OMs, LSCMs are able to characterize micro-objects in 3-D.
Thus, many efforts of LSCM calibration have specifically
focused on the z-dimension. Wang et al. [59] employed the
Monte Carlo method to address the measurement uncertainty
issue and calibrate LSCMs in the z-dimension. Martínez
and Oliva [60] proposed a practical calibration procedure of
LSCMs, which can be applied in both research and industrial
departments. Consider that more measurement conditions can
further improve the calibration accuracy. Mudrak et al. [61]
took into account the refractive medium for calibrating the
LSCMs, and higher measurement accuracy is achieved.

2) Parallel Projection Model: In the parallel projection
model, the projection center is located at the infinite, and the
projection rays are parallel, as presented in Fig. 4(b). Since
there is no longer a principle point in parallel projection,
the general expression of parallel projection is
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where α, β, and γ are the intrinsic parameters, and [R, T ]
are the extrinsic parameters.

The telecentric lens imaging systems perform parallel pro-
jection, which is illustrated in Fig. 6. Similar to the con-
ventional lens, the precise projection models of telecentric
lenses can be obtained by the calibration process. Quan [62]
developed a self-calibration method for the telecentric lens

Fig. 6. Schematic diagrams of telecentric projection models. (a) When the
aperture stop is placing at the rear focal plane, the entrance pupil at infinity is
maintained, and it is defined as the object-space telecentric lens system. Only
parallel light is allowed to reach the image plane. The image magnification
is independent of the distance or position of the object in the FOV according
to the geometrical relationship. (b) Placing another aperture stop at the front
focal plane, one can make a double telecentric system. The double telecentric
system enjoys the properties that the captured image is free of both the
axial target shift and the image plane shift. Since the principal light intercept
position on the image plane does not change, the double telecentric lens has
a more accurate magnification and, thereby, allows precise measurement of
targets regardless of the position.

imaging system. However, this type of method is appropriate
for a moving camera, and it may not be flexible enough for
a microvision system due to the difficulty of focusing on the
microscale workspace at different positions. When it comes
to the method with calibration patterns as the calibrator, there
are 3-D and planar patterns for the telecentric lens imaging
system. The factorization approach [33] works well in the
telecentric lens systems, but solving the mirror ambiguity of
the pose of the camera may be problematic. In work [28],
the planar pattern was moved along the z-direction of the world
coordinate with a precision positioning stage, so the extrinsic
parameter can be determined by comparing the reprojection
with two poses of camera. In contrast, the complete position
of the mark points is known in the 3-D-pattern method [63],
in which the camera parameters can be estimated by a direct
linear transformation.

For SEMs, both projection models have been used in terms
of magnifications [64]. At low magnification (lower than
500×), the perspective projection model is selected, as the
scanning electron beam, FOV, and the angle of the observation
field are large. At high magnification (higher than 500×),
the parallel projection model is applied instead since the pro-
jection center is assumed to be infinite. Different researchers
have different views about the magnification boundaries for
selecting the perspective model and the parallel model [65].

Different from OMs, special multiscale calibration patterns
are needed for calibrating SEMs under variational magnifica-
tions. For instance, multiscale chessboard grids are used to
determine the internal and external parameters of SEMs in
the magnification range of 300× to 10 000× by iteratively
nonlinear minimizing the registration error [66]. Multiscale



YAO et al.: REVIEW OF COMPUTER MICROVISION-BASED PRECISION MOTION MEASUREMENT 5007928

Fig. 7. Example of calibration using circular patterns. (a) Nonlinearity
distortions with red arrows. (b) Residual errors have been significantly
reduced after calibration. Reproduced from [71] with the permission from
IOP Publishing.

TABLE III

CATEGORIES OF MICROVISION-BASED MOTION

MEASUREMENT ALGORITHMS

circular patterns were designed to obtain the perspective matrix
based on the general imaging model under magnifications
from 20× to 500× [64], [67]. Trapezoidal-shape markers were
fabricated to calibrate SEMs in 2-D directions under a certain
magnification [68], [69]. Distinctively, pattern-free calibration
methods [70] were also developed to increase the operational
flexibility. Concretely, these calibration methods aim to obtain
an accurate mathematical projection model or the pixel scale
factors for the SEM. As can be seen in Fig. 7, the deviations
of magnification and nonlinearity cause significant distortion
in the FOV. With the proper calibration process, the spatial
distortions and nonlinearities normally can be very much
decreased.

C. Image Processing Algorithms for Precision Motion
Measurement

Through the aforementioned computer microvision sys-
tems, motion measurement is primarily enabled by different
kinds of motion/displacement tracking techniques. Generally,
the motion measurement techniques are expected to have the
capabilities of high accuracy, high speed, and multi-DOF
measurement. According to the corresponding characteristics
of the measured target, the existing motion measurement
algorithms can be classified into five types: template match-
ing, feature matching, phase correlation, optical flow, and
silhouette-based method, as shown in Table III.

1) Template Matching: Template matching is a technique
for finding small parts of a new image, which matches the
predefined templates in the reference image; thereby, motion
measurement can be achieved by tracking the templates in the
image sequences. Since the template is usually a rectangle area
and the matching process is on searching image intensities, this
technique has been given different names in literature, such
as block matching [72], area-based matching [73], and image
correlation [74]. Nevertheless, in this review, this technique is

Fig. 8. Schematic of the template matching.

called template matching due to the intuitive concept and the
popularity in the majority of the published literature.

The procedure of template matching is illustrated in Fig. 8
in terms of a common case: 3-DOF motion measurement. I0

is the intensity matrix of the reference image, and T (x) is an
extracted target template from I0 with the template coordinates
x = (x, y), where Ω is the set of all pixel coordinates in T .
Assuming that, when the image It is captured at time t in the
image sequences, the template T moves to a new location,
the warp function w(x; p) aims to map T to the new area
It (w(x; p)), where p = (tx , ty, θ), (tx , ty) is the translation
and θ is the rotation. Then, the problem of estimating the
parameters vector p and the problem of template matching
can be expressed as

p = arg max/min



x∈Ω

S(It (w(x; p)), T (x)) (5)

where S is a certain kind of similarity metric that p can be
computed by maximizing the correlation or minimizing the
difference. Thus, the motion measurement of the target can be
achieved by tracking the template T in the image sequences,
wherein the similarity metric gets involved for searching the
area that is most closely resembling the template T and then
updates the warp function w(x; p).

Similarity metrics for template matching can be further
classified into two categories: cross correlation (CC) criteria
and the sum of squared difference (SSD) criteria. CC cri-
teria include CC, normalized cross correlation (NCC), and
zero-normalized cross correlation (ZNCC), while SSD criteria
include SSD, the normalized sum of squared differences
(NSSD), and the zero-normalized sum of squared differences
(ZNSSD). The definitions of these similarity metrics are listed
in Tables IV and V, where T (x) represents the value of
image intensity in a specific location in the template with
a size M × N in the reference image; I (w(x; p)) is the
image intensity in the candidate area with the same size of the
template in the new image; Tm and Im are the mean intensity
value of the template and the candidate area; Trss and Irss are
the root sum squares of the image intensity values; and Trtss

and Irtss denote the root of total sum squares of T (x) and
I (w(x; p)). While CC and SSD are sensitive to illumination
variation, NCC and NSSD are less affected by the linear
scale in illumination lighting but still sensitive to the offset of
illumination. Thus, ZNCC and ZNSSD are regarded as robust
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TABLE IV

CC CRITERIA

TABLE V

SSD CRITERIA

Fig. 9. General pipeline of feature matching.

criteria with the best noise-proof performance [75], [76]. When
the candidate area reaches the highest similarity to the template
by searching in the image, the location can be selected as the
new location for the target and, thereby, achieve displacement
measurement.

In addition to the template selection, template matching
is easy to implement and use with few user interventions.
By directly operating on the pixel values, it does not require
any form of specific target pattern, and it is relatively robust
to image noise since highly redundant information is involved.
Hence, template matching approaches can work well even with
few image features, thereby, are popular, and have been widely
adopted for motion measurement in microvision systems
[77]–[80]. However, the high computational cost might limit
the applications for real-time motion tracking. Therefore,
many improvements focus on the efficiency of template match-
ing [81]–[83]. The details can be found in Section III-C.

2) Feature Matching: Feature matching is achieved by
tracking some features, such as lines, points, shapes, and
textures, in the image sequence with known geometrical infor-
mation for motion measurement. This technique focuses on the
extraction of image feature to be matched in the new image
and puts more emphasis on the detection of distinctive regions.
As shown in Fig. 9, feature matching starts with interest
feature detection, which should be covariant to a type of
transformation. An invariant feature representation, also called
the descriptor, is then constructed for each detected interest

Fig. 10. Feature detection in an image with the popular detector FAST.
Reproduced from [84] with the permission from IEEE.

feature. Once the feature and the descriptor are successfully
extracted, the matching between the reference image and a
new image can be performed by a matching criterion. Then,
the transformation of the target between two images, so as the
displacement, can be estimated.

Feature detection is the first step, and it is expected to have
the following properties: accuracy, robustness, repeatability,
efficiency, and generality. A good feature detector should also
be independent of scaling, rotation, shifting, deformations,
compression artifacts, and noise. Image features can be cate-
gorized into three types, namely, point, line, and region. For
motion measurement, key point features and blob features are
mostly selected. Key point detectors aim to extract point-like
features in the image, which are known as key points. Some
articles also use the term corners referring to this kind of
detection since a few algorithms detect the feature by finding
the rapid change in a direction, which is a corner in the
traditional sense. The Moravec detector [94], for instance, is a
corner detection algorithm to find the key point that has low
self-similarity. As an improvement, Harris and Stephens [89]
proposed a more desirable point detector by introducing
intensity variation, where autocorrelation is used for image
feature detection. To cut the computational cost, the SUSAN
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TABLE VI

CATEGORIES OF POPULAR FEATURE MATCHING ALGORITHMS

Detector [95] uses a low-level image processing technique
to compute key points in an image instead of using image
intensity variation. Similarly, features from the accelerated
segment test (FAST) detector [84] take a circle of 16 pixels
around the candidate pixels for calculation. If the candidate
pixel is brighter or darker than a specific threshold value
of a set of n contiguous neighbor pixels within the circle,
then the candidate pixel can be considered as the key point
feature c, as shown in Fig. 10. Many efforts have been
put into improving the FAST detector. The adaptive and
generic accelerated segment test (AGAST) detector [93] is
one of the outstanding modifications of the FAST detector that
can efficiently detect the key points by the optimal decision
tree algorithm. Blob detectors, on the other hand, use more
information about the image structure by detecting regional
features. A blob is a region in the image containing some
properties of interests that are approximately constant. There
are roughly two types of blob detectors: 1) differential-based
detectors, such as Laplacian of Gaussian (LoG) and 2) local
extrema-based detectors, such as maximally stable extremal
regions (MSERs). LoG [96] is a common blob detector and
the linear combination of second derivatives. Although the
LoG detector is invariant to rotation and well adapted to
find scale-invariant regions, the computational cost is still
relatively high. Difference-of-Gaussian (DoG) detector [85]
was then developed to optimize computational efficiency.
A close approximation to LoG is given in DoG based on
scale-space extrema in the Gaussian pyramid so that the
DoG function D(x, y, σ ) can be calculated by subtracting
two nearby scale levels of the Gaussian pyramid without
convolution in operation, and the feature detection can speed
up. Nevertheless, using scale-space extrema of the determinant
of the Hessian (DoH) for blob detection has been proven to
outperform LoG and DoG [87]. Another approach for blob
detection is to combine the bright or dark blob with each local
extrema in the intensity. To overcome noise interference, local
extrema is normally detected with the extent at multiple scales
in scale-space according to watershed analogy. Therefore,
MSER [97] was developed to detect local extrema to such
extent. MSER has several advantages, including high stability,
multiscale detection, and invariance to affine transformation in
image intensity.

Once the interest points or regions have been successfully
detected, their structure needs to be encored to differentiate
one feature from another by a suitable descriptor. The descrip-
tors also ought to be capable of discriminatingly matching
and insensitive to local image deformations. Three major
categories of the existing descriptors are given as follows.

1) Distribution-based descriptors, including scale-invariant
feature transform (SIFT) [85], speeded-up robust

Fig. 11. One of the most popular feature descriptors, i.e., SIFT descriptor,
converts the key point information into the orientation histograms. Reproduced
from [85] with the permission from Springer Nature.

features (SURFs) [86], and gradient location-orientation
histogram (GLOH) [98] descriptors. SIFT is one of
the most popular descriptors with excellent performance
under different scales, rotations, and lighting. Around
each detected key point, the SIFT descriptor samples the
gradient magnitude and orientation in a 16 × 16 region,
which is weighted by a Gaussian window, as shown with
a circle in Fig. 11. Then, the sample accumulated into a
set of orientation histograms over a 4×4 subregion, and
a compact feature vector with 128 elements is formed to
contain values of all the orientation histograms. Decreas-
ing the elements in the feature vector to 64, the SURF
descriptor is then developed to have a faster processing
speed. The GLOH descriptor is also an extension of
SIFT to enhance robustness against illumination changes
by a log-polar coordinate.

2) Moment-based descriptors, such as geometric
moments [99], Zernike moments [88], and pseudo-
Zernike moments [100]. Zernike moments are robust to
scale, noise, rotation, and capable of describing various
shapes of patterns with the multilevel representation.

3) Binary string-based descriptors, such as fast retina
keypoint descriptor (FREAK) [92], binary robust inde-
pendent elementary features (BRIEFs) [101], and
its derivative oriented FAST and rotated BRIEF
(ORB) [91], encode pairs of local intensity differences
into binary vectors. The construction and following the
matching process of this type of descriptors are faster
than others, which is a significant advantage and binary
string-based descriptors have become popular in recent
years.

Once the feature descriptor is constructed, the matching of fea-
ture points or regions between two images is performed by a
similarity measure. For the moment-based descriptors, the sim-
ilarity metrics from Tables IV and V can be applied [102].
For distribution-based descriptors, the most common similarity
measure is the Euclidean distance in feature space

Euclidean(I1, I2) =

�

�

�



n



i=1

(di(I1) − di(I2))2 (6)
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where I1 and I2 are the image pair, and di(I1) are the feature
descriptors in the images. A threshold can be set, and the
descriptor distance within the threshold can be considered
as the matched descriptors. Although the nearest-neighbor
matching algorithms can be used to minimize the Euclidean
distance between the image descriptors, the optimal matching
algorithm depends on the specific data set characteristics. The
randomized k-d forest and the fast library for approximate
nearest neighbors (FLANNs) have been recognized most effi-
ciently for handing high-dimensional features.

Binary string-based descriptors can be measured by the
Hamming distance

Hamming(I1, I2) =

n



i=1

bi(I1) ⊗ bi(I2) (7)

where bi(I1) ∈ (0, 1)n and bi(I2) ∈ (0, 1)n denote the
binary descriptors of the image pair I1 and I2, and ⊗

represents the bitwise XOR operation. The random sample
consensus (RANSAC) method [103] can also be used to
remove the false matching target. Eventually, with the matched
target, the motion in the image sequence is tracked. Table VI
summarizes the most popular feature matching algorithms that
have been used in precision motion measurement.

Feature matching is a high-efficiency technique that handles
sparse points rather than the entire area in template matching.
Local descriptors, instead of the raw image intensity, are
used to represent the image information, which results in
low sensitivity to variations in illumination, shape, and scale.
The feature matching process can break down into different
steps and, thereby, allow different combinations of detectors,
descriptors, and matching measures. Improvements in any
step of Fig. 9 are valuable. Thus, researchers can have a
high degree of flexibility to design and customize their own
motion measurement algorithms based on feature matching.
Recent advances of feature matching approaches can be found
in [104]–[109].

3) Phase Correlation: The phase correlation technique
is based on a linear relationship, namely, the phase-
to-displacement relationship, in which the target displacement
can be encoded in the phase shift of the Fourier transform and
can be written as

F(I (x − δ)) = F(I (x)) · e−2π iδξ (8)

where F denotes the Fourier transformation, x is the spatial
coordinate, I (x) stands for the pixel intensity, δ represents the
spatial displacement, and ξ is the transform variable of x . The
phase difference matrix is then obtained as

G(x) =
F(I (x − δ))

F(I (x))
= e−2π iδξ . (9)

The displacement δ can be retrieved in either the spatial
or frequency domains. For example, δ can be recovered from
the spatial phase correlation function g(x) = F

−1(G(x)) by
locating the maximum value of it

δ = arg max{g(x)}. (10)

Rotation can be also estimated by aligning the magnitudes
of the polar Fourier transforms on the images [110].

While the phase processing considering the whole Fourier
spectrum is time-consuming, the pattern that only involves one
or a few spectral components will greatly improve the algo-
rithm efficiency and allow real-time target tracking. Therefore,
applying a periodic pattern on the target can significantly
decrease the computational cost and increase the signal-
to-noise ratios (SNRs). The target displacement can then be
formulated as

δ =
φ · P

2π
+ a P (11)

where φ = 2πδξ is the phase shift in the frequency domain,
P stands for the period, and a denotes the entire number of
periods. However, the method based on a single periodic pat-
tern has a limited measurement range due to phase ambiguity.
To enlarge the measurement range, different periodic patterns
have been specifically designed, such as the pseudoperiodic
pattern [111] and the fringe pattern [112]. With additional
information from the second periodic pattern as a reference,
the phase ambiguities can be removed. Thus, a twin-scale
pattern combining two fringe sets with different periods can
form a larger synthetic pattern [113], and (9) turns into

δ =
φ1 · P1

2π
+ bP1 + c

P1 · P2

|P1 − P2|
(12)

where φ1 denotes the phase shift for the smallest pattern set
P1, P2 is the period of the second pattern set, b represents
the number of periods obtained from the new synthetic phase,
and c is the number of new periods, which stands for the new
ambiguity range. With actual periods P1 and P2 accurately
known from the manufacturer, a size reference in images is
provided, enabling the direct metric transformation from pixels
to meters for measurement. This self-calibrating property also
allows the method to have a low sensitivity to experimental
parameters. Moreover, the spectral filter introduced in the
phase measurement process significantly decreases the spatial
noises in images.

With the aforementioned process, only integer pixel dis-
placement is estimated in the image sequence by locating
the peak coordinates of g(x) in (10). To further increase
the measurement accuracy, subpixel phase correlation meth-
ods have been developed, which can be classified into two
categories. In the first category, interpolation approaches have
been used to precisely estimating the peak location of g(x)

of the normalized cross-power spectrum. Simple approaches
based on fitted functions, such as the sinc function, quadratic
function, and the Gaussian function, take account of the main
integer peak and its two neighboring side peaks for interpola-
tion [114]. However, such fitted function-based approaches are
easily influenced by noises. According to the coherent peak
theory, an analytically demonstrable method using the sinc
function for the Dirichlet kernel approximation was proposed
in [115]. A matrix-multiply Fourier transform approach was
also developed with high efficiency [116]. In the second
category, the displacement is estimated from the linear phase
difference in the Fourier domain. The least-squares estimate
can be employed to fit a 2-D plane that can derive the
phase shift angle [117]. In [118], a straightforward approach
was proposed using singular value decomposition (SVD) to
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Fig. 12. Corresponding standard (a) CC and (b) phase correlation from two
same images with a displacement. Reproduced from [115] with the permission
from IEEE.

find the dominant approximation of the spectrum matrix, fol-
lowed by a phase angle unwrapping process and the subpixel
shift estimation with the least-squares estimate. Replacing the
least-squares estimate with the RANSAC algorithm can further
enhance precision and robustness [119].

The most remarkable advantage of the phase correlation
method is high matching accuracy and effectiveness by detect-
ing the precise peak of the correlation function, as shown
in Fig. 12. Moreover, compared to other spatial-domain tech-
niques, the phase correlation method is resilient to noise,
occlusions, and other imaging defects. New developments
of phase correlation-based methods can be found in [45]
and [120]–[123].

4) Optical Flow Estimation: The optical flow method mea-
sures motions by detecting the brightness shift of all pixels
in the target region. The optical flow itself can be defined
as the apparent velocity of movement of a target formed
by the relative motion between two consecutive images in
the image sequence. Optical flow reflects the change of two
images caused by the movement in the minute time interval
to determine the movement direction and movement rate on
the image point. By optical flow, the direction and rate of
motion on the image point can be determined, and clues are
provided to restore target movement. The optical flow method
is based on the brightness constancy [124]: the pixel intensity
of the target in the image does not change between successive
frames. By this rule, the general equation of the optical flow
method can be expressed as

∇ I T · v + It = 0 (13)

where v = (µ, ν) denotes the optical flow with the horizontal
velocity µ and vertical velocity µ, ∇ I = (Ix , Iy) is the spatial
gradient with Ix = (δ I/δx), Iy = (δ I/δy), and It = (δ I/δt)
represents the temporal derivative at time t .

Therefore, the intensity differential at the same location is
the dot product of the spatial differential and the velocity.
For estimating the optical flow in (13), the gradient-based
approaches have been widely studied. Horn and Schunck [125]
introduced the smoothness constraint that turns the problem
into minimizing the energy function

EH S(v) =

�

I

(∇ I T · v + It )
2 + α|∇v|2 = 0 (14)

where α is a regularization constant of the smoothness term.
Lucas and Kanade [126], however, proposed the spatial con-
straint: adjacent pixels have coherent motions so that the

Fig. 13. Pyramidal implementation of optical flow for large motion
measurement.

neighbor pixels share the same flow. Then, we can obtain
⎧

⎪

⎪

⎩

µ

ν

⎫

⎪

⎪

⎭
=

⎧

⎪

⎪

⎩

�n
i=1 I 2

xi

�n
i=1 Ixi Iyi

�n
i=1 Ixi Iyi

�n
i=1 I 2

yi

⎫

⎪

⎪

⎭

−1⎧
⎪

⎪

⎩

�n
i=1 Ixi Iti

�n
i=1 Iyi Iti

⎫

⎪

⎪

⎭
(15)

where i = (1, . . . , n) denotes the pixel number inside the
neighborhood. In this way, a series of tracking points is
obtained and used to create the optical flow field, and (15) can
be solved when the matrix is invertible. After discarding the
wrong motion estimation value by the least-squares method
or RANSAC, the image motion can be estimated. Many
techniques have also been proposed to estimate the optical
flow, including the ones introduced in Section II-C, such as
block-based methods [127] and the phase correlation-based
method [128].

When the moving speed of the target is too fast, the spatial
constraint is difficult to be satisfied, which will cause a large
error in the final optical flow result. By reducing the image
size, the relative speed in the image can be decreased. Thus,
combining a multiscale pyramid [129] with the optical flow
method can further increase the robustness for large motion
measurement. As illustrated in Fig. 13, two pyramids are
built for each of two consecutive images by their successive
subsampled images. Assuming that the original image is at
level 0, the top-level is level n, and the upper level in the
pyramid is obtained by subsampling the image in the lower
level with a factor m, which means that a pixel in the upper
level can stand for m pixels in the lower level. In the iterative
process, the optical flow and affine transformation are first
calculated on the images of the top level with the lowest
resolution from two pyramids. The calculation result of the
previous level is then passed as the initial value to the image
of the lower level. This process continues until the information
is passed to the last level, which contains the original two
images. The optical flow and affine transformation calculated
by the bottom level are used as the final optical flow result.
Repeating the same process to the consecutive images from the
image sequence, large motions of the target can be measured.

In recent years, the optical flow method has been greatly
empowered with the large displacement measurement capabil-
ity [130] and high-efficiency [131]. Integrating optical flow
with feature matching is another research direction so that
feature descriptors instead of pixel intensity have been used
in the optical flow computation. For precision motion measure-
ment, the optical flow method allows tracking targets without
the need for artificial markers and monitoring the motions in
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the full FOV. It can provide fast and accurate results under a
controlled environment. Optical flow not only represents the
motion velocities of moving objects but also detects moving
objects without knowing any information about the scene
context. Consequently, optical flow estimation has excellent
versatility and can be extensively employed for computer
microvision systems [132]–[134].

5) Silhouette-Based Tracking: Silhouette-based tracking
capitalizes the typical shape of the target to conduct motion
tracking. This technique aims to find the target region in
each image by a target model generated from the previous
images of the image sequence. This model may have many
forms of shapes, including edges or outlines. In general,
the silhouette-based methods can be divided into two main cat-
egories. The first one is shape-based tracking, which searches
for a specific target model in the image. The second one
is contour tracking that evolves an initial contour to a new
position.

Shape-based tracking directly searches the target silhouette
in the current image. This process is performed by computing
the similarity of the target with the associated model obtained
from the hypothesized shape according to the previous con-
secutive images or the preexisting knowledge of the target.
The target outlines are first extracted by edge-based methods,
and the target edges are then matched and fitted to those in the
hypothesized model by distance metrics, such as the Hausdorff
metric [135]. Another method is rendering the model first,
which can be constructed by extracting targets from real
images or using computer-aided-design (CAD) models based
on the known geometrical structures. Then, a sparse 1-D
search is conducted to find the matching edges in the image,
where the computation cost will go down, and real-time perfor-
mance can be achieved [136]. This kind of CAD model-based
tracking also improves the system precision and robustness for
motion tracking with implicit 3-D information [137]. Note that
since the silhouette is expected to translate from one image to
the other, only motions of rigid targets can be handled in this
approach.

Contour tracking, on the other hand, can properly process
the nonrigid targets by contour evolution. Once some parts
of the target in the previous image are overlapped with the
target in the consecutive image, the target silhouette in the
previous image can be used as the initial contour for the next
image. This contour evolution is based on two types of models,
namely, the state-space model and the active contour model.

The state-space model is a kind of probabilistic model
that describes the probability dependence between the latent
state and observed measurement. Thus, it can also be called
probabilistic tracking. According to the state-space model,
targets are tracked considering their state, which can be
defined by the shape and the motion parameters. The state is
updated by maximizing the posterior probability of the target
contour. As a result, the distance between the contour and
the observed outline would be minimized. Then, the Kalman
filter [138] and the particle filter [139] are employed to update
the state. Many enhancements of the tracking methods using
the state-space models have also been proposed [140]–[142],
which enables this approach to have capabilities of

Fig. 14. Contour tracking results in red with the occlusion situation for the
moving target (tip of the micromanipulator). Reproduced from [143] with the
permission from IOP Publishing.

multiple target tracking, occlusion, and pose variation
handling.

The active contour model evolves the contour shape and
motion to the target outline by minimizing the contour energy
using gradient descent or energy distribution. With the initial
contour from the previous image in the image sequence,
the contour evolution function of the current image can be
expressed as

E = Ein(c) + Eout(c)

=

�

in(c)

|I (x, y)−ci |
2dxdy+

�

out(c)

|I (x, y)−co|
2dxdy

(16)

where c is the contour of the target, Ein(c) stands for
the internal energy that inside the contour c, Eout(c)

denotes the external energy outside the contour c, I (x, y)

represents the pixel value corresponding to image coordinates
(x, y), and co and ci are average pixel values outside and
inside the contour, respectively. Thus, the evolution contour is
driven to the boundary of the target in the current image by
the internal and external energy forces [144]. An alternative
to the explicit contour representation c is the implicit contour
representation level set φ(x, y), which can be defined by

φ(x, y) =

�

d(x, y, c) if (x, y) is outside contour c

−d(x, y, c), if (x, y) is inside contour c
(17)

where d is the shortest distance between coordinate (x, y)

to the contour c. In terms of (17), the explicit representation
can be transformed into the implicit representation. Thus,
the contour is implicitly encoded as φ(x, y) = 0 on a spatial
grid in the level set representation. The contour evolution
is then driven by updating each grid value based on the
energy computation in (17), which updates a new zero crossing
φ0(x, y) = 0 and the new contour in the implicit form.
A valuable property of the level set method is the flexibility
of representing the shape and topology changes of the target.
Consequently, the silhouette of the nonrigid topology-varying
target can be precisely computed from one image to another in
the image sequence. Multiple improvements based on active
contour models have also been developed, which can greatly
enhance the accuracy, efficiency, and robustness [143], [145],
[146]. After the target silhouette is matched in the image
sequence, the optical flow estimation can be applied, and the
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silhouette motion is confirmed by the dominant flow according
to the calculation.

Silhouette-based tracking is useful when the target contour
is changing, or motions of the entire region of the targets are
required. Silhouette-based methods provide an accurate and
flexible shape description for the moving targets, which leads
to a great advantage of dealing with object deformation, split,
and merge. Occlusion handling ability is another advantage
of the silhouette-based methods, as shown in Fig. 14. These
merits contribute to the practicalities of the silhouette-based
technique [147]–[149].

III. CHARACTERISTICS OF COMPUTER

MICROVISION-BASED PRECISION

MOTION MEASUREMENT

Aiming at different performances, intensive studies
about motion measurement at microscale/nanoscale have
been conducted. Many works have reached outstanding
achievements in certain aspects, which shows the strong
capabilities of vision-based microscopic systems for micro-
engineering/nanoengineering. Nevertheless, few motion mea-
surement systems can meet all expectations according to
resolution, range, efficiency, and accuracy. In this section,
the capabilities of motion measurement systems are reviewed
and summarized. To provide a comprehensive perspective,
measurement challenges, as well as current solutions, are also
discussed.

A. Resolution Versus Range

In practical circumstances, one crucial concern for the
vision-based motion measurement systems is their accurate
measurement ability. Resolution is an important metric for any
kind of measuring instrument, which stands for the smallest
change that can be measured. It is noteworthy that the resolu-
tion that we discuss in this section is the motion measurement
resolution, which is different from the optical resolution.
Optical resolution is known as the shortest distance between
two points on a specimen that can still be distinguished by
the sensor as separate entities. The optical resolution depends
on the wavelength and numerical aperture, as listed in (1),
which is normally around 200 nm. The motion measurement
resolution, however, refers to the smallest motion to which a
change can be theoretically detected, which is higher than the
optical resolution. As illustrated in Fig. 15, suppose that there
are two parallel lines with a distance smaller than the optical
resolution; due to the optical diffraction, these two lines cannot
be recognized by using most of the conventional OMs. After
imaged by the microscope, the real image of these two lines
may deform into a small region. Although the two lines cannot
be recognized, a small movement of the region (less than the
distance between the two lines) is detectable by using image
processing algorithms. Hence, with a proper motion tracking
technique, the motion resolution can also reach nanoscale even
based on the conventional optical microvision system. The
motion measurement resolution can be formulated as

Rm =
S

M
Ragr (18)

Fig. 15. Explanation for the optical resolution and motion measurement
resolution of an optical microscopic vision system. (a) Two lines with the
distance of dozens of nanometers. (b) After imaging by a common OM,
the two lines become a line region (the dark area). (c) Line region has a
small movement (the red and dark areas represent the line region before and
after movement, respectively).

where Ragr represents the resolution of the image processing
algorithm, S is the pixel size of the imaging sensor, and M
stands for the total magnification ratio of the imaging system.

Range, on the other hand, represents the amount or extent
of a value that can be measured. In the case of the microvision
systems, the measurement range can also refer to as the
effective FOV. The larger the measurement range is, the wider
the observation space and acquired information can be in the
motion measurement system. Thus, the measurement range
is also an important performance for motion measurement.
Since the range and resolution are a pair of contradictory
indicators, there is often a tradeoff between achieving a large
range and high resolution. As the scales and environments of
different motion measurement tasks vary, only using resolution
or range for performance evaluation might be one-sided.
Besides, the range-to-resolution ratio can evaluate the multi-
scale measurement ability of a method. Therefore, in Fig. 16,
we review and summarize different state-of-the-art motion
measurement methods [31], [45], [77], [82], [105], [109],
[113], [122], [123], [149]–[165] by the range-to-resolution
ratio in terms of (18) and different motion measurement
algorithms, which can more comprehensively investigate the
motion measurement performances.

Although the required measurement resolution or range
is specifically determined by the different microengineer-
ing/nanoengineering tasks, most works achieve the range-
to-resolution ratio above 103, which can be regarded as
a fundamental requirement for modern microvision motion
measurement systems. Concretely, microvision systems are
designed for large working range tasks in works [158], [162],
which shows different ratios and further demonstrate that
the range is an independent performance to resolution. The
work [156] exploits optical imaging systems with telecentric
lenses, indicating that the telecentric lens structure is unrelated
to the range-to-resolution ratio. SEMs have been used in
works [45], [151]–[155], [163], which have relatively a smaller
measurement range but yield a fine resolution, due to the
properties of the SEMs. Particularly, it can be seen that,
with specially customized patterns as the tracking markers,
the phase correlation methods [45], [113], [122], [123] can
achieve ultrahigh precision, while the need for specifically
designed markers may lessen this advantage.

In works [45], [77], [82], [113], [122], [155], [160], [161],
[165], subpixel algorithms have been applied, which signifi-
cantly improves the measurement accuracy and contributes to
a high range-to-resolution ratio with a tradeoff of measurement



5007928 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 70, 2021

Fig. 16. Range-to-resolution performance of selected state-of-the-art works.
Dashed line denotes the ratio of range and resolution. Numbers correspond
to the references of this review.

efficiency. Since the smallest unit of an image is one pixel, dis-
placements are normally measured at integer-pixel resolution.
Therefore, the coarse-to-fine strategy can be adapted to differ-
ent image processing algorithms for precision motion measure-
ment: 1) preliminarily locate the target in the pixel accuracy;
2) select a small area of suitable size near the target location
as the initial search area for fine locating; and 3) choose
an appropriate subpixel approach to complete fine locating
in subpixel accuracy. For the phase correlation method [45],
[113], [122], [165], subpixel accuracy can be achieved by
locating the peak of the CC, as introduced in Section II-C3.
For other motion measurement algorithms, mainly three types
of subpixel approaches can be employed as the fine locating
process, namely, geometric approach, moment approach, and
interpolation approach. The geometric approach [155], includ-
ing the centroid method and gray-gravity method, utilizes the
geometric characteristics of a target in the image to obtain sub-
pixel measurement data. The moment approach constructs the
image intensity into the moment feature descriptors [77], and
it has a strong antinoise ability, as described in Section II-C2.
The interpolation approach is also a popular choice. Many
subpixel interpolation algorithms have been combined in tem-
plate matching, including bilinear interpolation [166], bicubic
spline interpolation [167], and B-spline interpolation [168].

In general, to achieve a high range-to-resolution ratio,
the following approaches are recommended: 1) incorpo-
rate subpixel algorithms; 2) employ a large magnification;
3) use a high-resolution sensor for image acquisition; and
4) apply a small pixel size of the sensor to obtain a small

Fig. 17. Diagram of 3-D motion measurement. (a) Optical sections with
different focal planes along z-axis, 1x and 1y denote the projective pixels,
and the FOV is shown in blue with the range Fx , Fy , and depth of field 1z.
(b) CAD model-based method for 3-D motion tracking, reproduced from [172]
with the permission from SAGA Publishing.

displacement-to-pixel ratio. One should also note that though
many subpixel algorithms can theoretically achieve very high
accuracy and enhance the range-to-resolution ratio for the
microvision systems, the realistic performance is still limited
and related to the dynamic range of the acquired image
sequence [169].

B. Multi-DOF Capability

From the measuring instrument point of view,
the multi-DOF capability can remarkably benefit motion
estimation and facilitate practical applications.

At present, lots of microvision-based systems have focused
on 2-D measurement, where in-plane x/y translation and
rotation are commonly involved. Only a limited number of
works for 1-DOF visual measurement are proposed, which
mainly exploring high-frequency rate in one dimension [170].
The 2-DOF measurement, on the other hand, has been widely
studied [72], [77], [113], [171], where in-plane position
information is sufficient for the task requirement. All the
tracking techniques mentioned in Section II-C are able to
easily perform motion measurement for in-plane displacement
by locating the target in the image sequence. The 3-DOF
measurement, however, is a bit more demanding that requires
handling the in-plane rotation estimation. This can be achieved
by adopting isometrics into the warp function in (5) for tem-
plate matching [81], [83], rotation-invariant feature descriptors
for feature matching [105], [155], or suitably designed patterns
for phase correlation [122]. With the rotation estimation,
the in-plant motions can be completely tracked and measured.
The 3-DOF measurement can serve and satisfy a wide range
of applications and tasks in the laboratory, including planar
micromanipulation/nanomanipulation.

Nevertheless, a study [173] reported that the in-plant mea-
surement suffers an error if an out-of-plane motion of the
tracked target occurs. Moreover, expanding measuring dimen-
sions toward 3-D is a trend that can fully realize the visual
measuring potentials. Therefore, numerous efforts have been
made for 3-D motion measurement based on conventional
OMs and SEMs. The 4-DOF measurement can be regarded as
an extension of the 3-DOF measurement along the depth axis
or the z-axis. Consequently, depth from defocus information
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can be utilized. Depth estimation is performed to calculate the
distance between the target plane and the focal plane [174]
and, thereby, achieve 4-DOF motion measurement (translation
along the x-, y-, and z-axes, rotation around the z-axis).
As illustrated in Fig. 17(a), the optical sectioning technique
can also be applied to overcome the shallow depth of field
by adjusting the focal plane along the z-axis and obtaining
z-stack images, where the PSF can be incorporated to restore
clear image stacks [175], [176]. The z-coordinate of the target
can be located by precisely estimating the focus level in
the image stacks [157], [177]. By recording the focal plane
location in the z-stack image, the z-coordinate of the target
can be confirmed, where the measurement resolution along
the z-axis depends on the number of sections and the depth
of field. The 6-DOF measurement introduces extra rotation
estimation along the x- and y-axes. Based on the prior
geometric knowledge of the target, the CAD model-based
method is reliable to precisely track 6-DOF motions of
rigid body targets [151], [172], as shown in Fig. 17(b).
Without the CAD model, one can still estimate the rota-
tions by the geometric approach [178] or the Fourier-based
approach [45], [150]. Customized microvision-based systems
are also developed for 3-D motion measurement as well.
In [150], an interferometer-equipped OM system achieves
real-time 6-DOF visual tracking from a single camera. Another
alternative is stereo imaging, which includes adjusting the
optical light path, such as LSCM-based approach [179], tilting
the electron beam of SEMs [180], or deploying additional cam-
eras to create the stereovision system for additional observed
views [156]. Particularly, the stereovision system consists of
a combination of multiple lenses with standalone light paths.
It is a straightforward way to measure 3-D microscale targets
in vertical and horizontal directions and avoid blind spots.
A deep depth of focus of the stereo microvision systems can
be achieved, and one can also adjust the magnification through
a zoom lens [30], [181].

To sum up, the 3-D motion measurement under OMs and
SEMs is expected to draw more research attention in the
future, while the 2-D motion measurement is still sufficient
and remains high efficiency in a wide range of applications at
present.

C. Efficiency

Measurement efficiency is influenced by many aspects, such
as hardware limitation, speed of matching algorithms, code
efficiency, and environmental conditions. The measurement
time consists of image acquisition time and matching process-
ing time. In order to obtain high measurement accuracy, it is
common that sophisticated algorithms are incorporated, which
may sacrifice efficiency. For instance, the subpixel algorithms
in the matching techniques involve a complex interpolation
process, which can be time-consuming. There are still a large
number of studies in recent years that remain off-line and
postprocessing due to the heavy computational cost [105],
[160], [182]. Nevertheless, real-time and fast-speed motion
measurement is always preferred. High efficiency of visual
feedback is also required for many online applications. For

example, low tracking frequencies of measurement would
significantly limit the response speed of visual servoing for
micromanipulation. Therefore, pursuing a high-tracking fre-
quency for motion measurement is meaningful and beneficial.

For conventional optical microvision systems, the image
acquisition speed is normally high with the utilization of
high-performance sensors. Thus, many efforts have focused
on improving the efficiency of matching algorithms. Con-
cretely, to accelerate template matching, many methods have
been developed to efficiently search for the template in the
image sequence. The searching strategies can be divided into
the exhaustive searching method and the iterative searching
method. For the exhaustive searching method, by approxi-
mating the template or the image [183], [184], the compu-
tation complexity decreases, and the searching efficiency can
speed up. One can also adapt the coarse-to-fine procedure
to find out the potential regions where the template might
be [182]. Notably, heuristic approaches, such as particle swarm
optimization [72] and artificial neural networks [185], have
been developed rapidly in recent years and employed in
the coarse search, which shows a promising performance
to reduce the searching time. For the iterative searching
method, Gauss–Newton and Levenberg–Marquardt algorithms
outperform other gradient descent approximations in conver-
gence speed and accuracy [186]. The inverse compositional
algorithm [187] is strongly recommended as the numeri-
cal optimization method with the perfect balance between
high efficiency and accuracy. High-speed feature matching
has been investigated as well. A recent benchmark [188]
reports that binary descriptors enjoy high efficiency, and deep
descriptors [189], which exploit the deep learning technique,
can further boost the speed for extracting target features.
Among phase correlation-based methods, apart from decreas-
ing the spectral components, as described in Section II-C3,
the efforts have also been put into the subpixel motion
extraction. By optimizing the initial upsampled estimate for
the location of the phase correlation peak, computational time
can be greatly reduced without sacrificing the measurement
accuracy [116], [190]. For contour tracking, many works
concentrate on fast contour evolution and smart initialization,
which can be found in [145], [191], and [192].

Scanning-based microscopes, such as LSCMs and SEMs,
have a nature bottleneck of comparatively low imaging effi-
ciency. With the hardware innovation, nowadays, the state-
of-the-art commercial LSCMs and SEMs can present above
20-Hz frame rates with a tradeoff of decreasing resolution and
image quality. Sparse imaging can further increase the frame
rate. In the work [193], using a smaller region of interest,
image acquisition time can be significantly reduced, and
the tracking frequency is improved. Nevertheless, the image
acquisition time is still longer than the matching calculation
time in practice. Hence, to maintain and cooperate a fast
scanning speed, the measurement methods are required to have
strong robustness to the bad image quality. Motion measure-
ment techniques can be combined with image enhancement
approaches, in order to obtain a high scanning speed. The
work [194] proposed a real-time SIFT-based feature tracking
for an LSCM, in which ten successive frames were coadded to
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TABLE VII

PERFORMANCE COMPARISON OF DIFFERENT MICROVISION-BASED MOTION MEASUREMENTS

Fig. 18. Tracking frequency of different efficient motion measurement
methods in terms of the DOF. Numbers correspond to the references of this
review.

improve the image quality. In [195], a state-space model was
applied with PSF to efficiently track the fluorescent particles
under LSCMs. The work [153] exploited morphological image
processing to turn the SEM images into binary images for
template matching and achieves visual servoing. In [154],
robust visual tracking was performed under a conventional
SEM with real-time image denoising and drift compensation
process. Fig. 18 illustrates the state-of-the-art works in terms
of the DOF, which reported high efficiency based on different
motion measurement techniques.

Regardless of the computational cost, real-time motion
measurement is always preferable. To achieve this purpose,
the following procedures can be taken: decreasing the num-
ber of tracking targets, lowering the imaging resolution,
setting a small template and region of interest, adopting
high-performance sensors and microscopes, and optimizing the
matching algorithms.

D. Error Source Analysis

Measurement errors of vision-based systems are caused by
multiple sources, which cannot be totally eliminated. Thus,
efforts have been employed to minimize the measurement
errors as possible. For OMs, inaccurate projective model,
optical distortion, matching techniques, pose estimation model,
marker manufacturing error, system resolution, system instal-
lation error, pixel manufacturing error, data transmission,

or nonuniform refractive medium can result in the measure-
ment error. Many effective calibration methods have been pro-
posed with certain patterns for microvision systems to obtain
an accurate projective model, as to introduce in Section II-B.
For other procedures, in work [196], errors of in-plane 3-DOF
motion measurement were evaluated under different pose
estimation models, and the result demonstrated that the tilt
angle between the image plane and motion plane is insignif-
icant to measurement results if the angle is under a certain
value. The study [31] conducted the error analysis considering
out-of-plane motions for 2-D measurement and the thermal
influence of imaging sensors and suggested using telecentric
lenses and adopting a preheating process to achieve better
performances. In [123], the measurement accuracy was limited
because of the manufacturing error of tracking markers, which
is called for high-precision markers to be used.

Apart from the spatial distortion, which can be alleviated
by the calibration process, SEMs have some additional mea-
surement error sources due to the characteristics, particularly
image noises and drifts. Image noises of SEMs are gener-
ated by primary emission, secondary emission, scintillator,
photocathode, and photomultiplier [197], and they can be
quantified by the image SNR and, thereby, monitor the image
quality. According to the requirement of a specific task, image
noises can be controllable to a certain level by optimizing
the parameters of the SEM. The study [198] developed a
monitoring method and reported that a relatively long scan
time, low magnification, in-focus target, long stabilization
preparation time could contribute to a high SNR and low image
noises. Thus, monitoring the SNR of images can ensure the
image quality is sufficient for accomplishing the vision-based
task. Applying filters on the images [199], or improving the
circuit control [200], can also benefit the noise reduction.
Another common issue for SEMs is image drifts, which may
cause a temporal measurement error with around 10 nm/min.
There are several factors that may cause the drifts: 1) charged
nonconductive materials in the FOV deflect the electron beam
of SEMs; 2) temperature variations of the system compo-
nents; 3) mechanical vibration; and 4) fluctuations of the
sample-stage control voltages. This drift effect is inevitable in
SEMs, especially noticeable under high magnification. In order
to correct the nonlinear time-varying drifts, numerous methods
have been proposed. The main idea of these methods is to
estimate the drifts in the image sequence. By comparing
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adjacent pairs of images, the drift can be measured using
matching techniques. Concretely, template matching [201],
feature matching [46], and phase correlation [202] can be
employed in this process. To model the drift-time relationship,
the drift velocity at pixel positions in the FOV is commonly
fitted with the B-spline function in time. Then, the removal of
drifts can be completed with drift correction strategies, such
as direct compensation [46], Kalman filter estimation [203],
and image composition [202].

In terms of DOF, resolution, range, and efficiency, Table VII
lists a performance comparison of different microvision-based
motion measurements from the selected works. It can be seen
that different measurement systems focus on different aspects,
and the research direction is mostly application-oriented due
to practical limitations. So far, one single technique is hardly
found to surpass others in all aspects. Nevertheless, research
efforts have been pushing the motion measurement potentials
toward more DOFs, higher resolution, larger range, and faster
speed in order to be capable of the growing demands of
microengineering/nanoengineering.

IV. CUTTING-EDGE APPLICATIONS

Precision motion measurement by computer microvision
has been widely applied in microengineering/nanoengineering,
which is multidisciplinary that has drawn intense efforts in the
last two decades. This section introduces the recent advances
of applications enabled by computer microvision-based meth-
ods, including the precision displacement measurement of
compliant mechanisms, automated micromanipulation, force
sensing, full-field strain, and stress measurement.

A. Precision Displacement Measurement of Compliant
Mechanisms

Compliant mechanisms have been commonly used as the
basic mechanical structures for micromanipulation systems
and microelectromechanical systems (MEMSs) [207], [208].
This kind of flexure-hinge-based mechanism driven by piezo-
electric actuators enjoys the features that are suitable for
nanorobotic systems, such as high precision, fast response,
long life, and compact structure, which also raises the demand
for precise displacement measurement. Since compliant mech-
anisms are usually small and compact, they normally require
the extra dedicated design for the installation of traditional
instruments, such as the laser interferometer, the capacitive
displacement sensor, the autocollimator, the grating ruler,
and the strain gauge. Therefore, the precision displace-
ment measurement of compliant mechanisms is essential for
microvision-based systems, which is expected to outperform
and take the place of the traditional instruments. With the
advantages of low-cost, noncontact, and multi-DOF capabili-
ties, computer microvision-based methods have served a vital
role in detecting and measuring displacements in precision
engineering, especially for the compliant mechanism-based
platforms, as shown in Fig. 19.

Wu et al. [77], [182] proposed displacement measurement
methods for compliant mechanisms using the exhaustive-
searching-based template matching and moment-based feature

matching, respectively. The experimental results showed that
the microvision-based methods process the same accuracy and
stability as the laser interferometer, while the microvision
system is more flexible, operable, and simpler in practice.
Chen et al. [205] measured the displacements of a microgrip-
per by the optical flow method under the OM. The optical
ow-based motion analysis was presented, which validated the
grasping performance of the microgripper. Zhang et al. [160]
applied a rotation-invariance template matching for displace-
ment measurement of compliant positioning stage. The pre-
cision, stability, and adaptability of the computer microvi-
sion system were also proven. Li et al. [81]–[83] presented
iterative-based template matching for precise displacement
measurement of 3-DOF compliant nanopositioners. The effi-
ciency of template matching methods was optimized, and the
results demonstrated that the microvision-based method could
compete with capacitive displacement sensors in accuracy,
repeatability, and measurement range. Guelpa et al. devel-
oped a phase correlation method based on the stripe pattern,
extended the method from 1-D [170] to 2-D [113], and then
applied it to SEM [206]. Andre et al. [122] achieved precision
displacement measurement of the complaint positioning stage
in a long-range by attaching and tracking an encoded marker
on the target surface.

B. Automated Micromanipulation

According to different robotic systems, contact-based
micromanipulation is conducted by end-effectors such as
microgrippers, while noncontact-based micromanipulation
uses remote physical fields, including optical, magnetic, elec-
tric, acoustic, and fluid fields. In the past, micromanipulation
was completed manually by human operators under micro-
scopes, which is costly to train and skill-dependent. The
computer microvision techniques empower robotic systems to
automatically, individually, and delicately control and handle
the microtarget/nanotarget, thereby creating a practical and
feasible tool to shape the microworld. Fig. 20 shows the
representative works in the last 20 years, which can be divided
into two categories in terms of the manipulated targets and the
application purposes: industrial use and clinical use.

The industrial use of automated micromanipulation, includ-
ing assembly of MEMS and microfabrication, has significant
potentials to improve nanotechnology and boost the perfor-
mance of MEMS with a more compact and exquisite structure.
Via vision-based motion measurement for providing the target
position and pose information as feedback, visual guidance and
full closed-loop control for manipulation can be achieved with
robotic systems. In the micromanipulation systems, positioners
play a key role as the basic component for carrying the
manipulated targets in the robotics systems. Hence, visual
servoing of the positioning stage in automated micromanipula-
tion/nanomanipulation is essential. Ralis et al. [209] proposed
a framework of high-precision visual servoing for positioners.
The optical flow method and depth estimation were used
for motion measurement, and the positioning accuracy was
up to 2.2 µm by servomotors. To increase the positioning
accuracy, piezoelectric positioners have been introduced to the
manipulation systems [221], [222]. Marturi et al. [45]
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Fig. 19. Recent advances of high-precision displacement measurement by computer microvision for compliant mechanism-based systems. (a) Micromotion
detection for the displacement inverters. Panel adapted from [182] with the permission from Elsevier. (b) Real-time displacement tracking of the compliant
nanopositioner. Panel adapted from [81] with the permission from IEEE. (c) Motion tracking of the positioning stage and robotic probe. Panel adapted
from [204] with the permission from IEEE. (d) Motion analysis of the compliant microgripper using the microvision-based method. Panel adapted from [205]
with the permission from AIP Publishing. (e) Displacement measurement under SEM by phase correlation with a complaint structure pattern. Panel adapted
from [206] with the permission from IEEE. (f) Large-range high-precision displacement measurement of positioning stages using an encoded marker. Panel
adapted from [122] with the permission from IEEE.

presented an automatic 3-D nanopositioning scheme for piezo-
electric nanopositioners with an accuracy up to 0.04 µm.
The 5-DOF marker-free motion measurement under SEM was
achieved by the phase correlation-based method. Li et al. [223]
developed a high-speed visual servo control of compliant
mechanisms for nanopositioning. The motion tracking was
demonstrated with high tracking frequency under OM.

Micropart assembly is a direct way to manufacture
MEMS by constructing separate microparts. With precise
motion tracking and manipulation capabilities, the automa-
tion of assembly of microdevice/nanodevice can be enabled.
Ren et al. [56] implemented visual servoing for MEMS
microassembly under OM using template matching. The 2-D
micrograsping task was facilitated with a 6-DOF microassem-
bly robot. Tamadazte et al. [172] delivered a silhouette-based
tracking for 3-D MEMS microassembly based on the CAD
model of the microparts. Real-time performance and practi-
cality were validated under SEMs. Chen et al. [156] devel-
oped a telecentric stereo microvision system for optical fiber
assembly. The 3-D optical fiber alignment was conducted with
five DOFs, and subpixel accuracy was achieved in the motion
measurement. He et al. [213] presented a nanoalignment sys-
tem based on compliant mechanism and computer microvision.
An improved template matching method was designed and
enabled accurate alignment for advanced chip packaging.

The ability to conduct pick-and-place tasks is also impor-
tant for micromanipulation/nanomanipulation systems since
prefabricated structure blocks are often required to be con-
structed into the MEMS devices. Mazerolle et al. [210]
brought up a concept of Lab-in-SEM and provided a frame-
work for nanoscale target manipulation. Semiautomation was

presented for the manipulation of carbon nanotubes (CNTs).
Ye et al. [211] automatically picked and placed the single
nanowires on the MEMS device with vision-based motion
control. The motions of the end-effector tip and a stationary
feature against the image drift were measured by template
matching. Zimmermann et al. [212] enabled automation of
pick-and-place of colloidal particles under SEM. Both feature
matching and template matching techniques were used to track
the motion of microgrippers and small particles with 1-µm
diameter.

Tasks of probing allow material characterization for under-
standing the properties and mechanisms of certain structures.
Ru et al. [224] presented automated nanoprobing of nanowires
under SEM. Both probes and nanowires were visually recog-
nized and tracked by template matching. Gong et al. [154]
proposed SEM-based visual servoing for nanoprobing of
nanostructures by optical flow. The automated nanoprobing
system possessed a large working space with high precision.
Different works of vision-based industry-oriented micromanip-
ulation are summarized in Table VIII.

Automated micromanipulation of biomicroparticles, includ-
ing small organisms, cells, and organelles, benefits life
science by system cell engineering and becomes popular
in recent years. The nonrigid and time-varying proper-
ties of biomicroparticles are also challenging to be mea-
sured and manipulated. Biomicroparticles also require a
proper environment to conduct manipulation, which pro-
moted the development of ESEM. On the other hand,
high requirements provide a good opportunity to ver-
ify the performances of motion measurement and robotic
systems.
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Fig. 20. Representative works of vision-based automated micromanipulation. (a) Visual servoing for micropositioning under OM. Panel adapted from [209]
with the permission from IEEE. (b) Lab-in-SEM concept. Panel adapted from [210] with the permission from Elsevier. (c) Automatic microassembly for MEMS.
Panel adapted from [56] with the permission from IEEE. (d) CAD-based real-time 3-D tracking for microassambly under SEM. Panel adapted from [172] with
the permission from SAGA Publishing. (e) Automated pick-and-place of nanowires. Panel adapted from [211] with the permission from IEEE. (f) Robotic
manipulation of particles using vision-based control. Panel adapted from [212] with the permission from IEEE. (g) 3-D image-guided nanopositioning under
SEM. Panel adapted from [45] with the permission from IEEE. (h) Robotic MEMS alignment at the nanoscale. Panel adapted from [213] with the permission
from IEEE. (i) Automated cell injections with a 100% success rate. Panel adapted from [214] with the permission from SAGA publishing. (j) Consecutive cell
manipulation with multiple micromanipulators. Panel adapted from [215] with the permission from IEEE. (k) High-throughput cell position and orientation
control under OM. Panel adapted from [216] with the permission from IEEE. (l) Precision cell cutting under ESEM. Panel adapted from [217] with the
permission from IEEE. (m) Robotic manipulation by optical tweezers. Panel adapted from [218] with the permission from IEEE. (n) Intracellular DNA
extraction. Panel adapted from [219] with the permission from John Wiley and Sons. (o) Real-time 3-D rotation tracking inside the cell. Panel adapted
from [159] with the permission from IEEE. (p) 3-D intracellular navigation using a magnetic tweezers system. Panel adapted from [220] with the permission
from the American Association for the Advancement of Science.

Position and orientation controls of biomicroparticles are
significant in biomicromanipulation. Liu et al. [216] developed
a high-throughput cell pose adjustment method based on a
motorized stage under OM. The embryos were immobilized by
a microfabricated device, and 3-DOF closed-loop control was
performed with visual feedback. Except for mechanical tools,

noncontact automated manipulation has also been investigated.
Xie et al. [225] introduced an automated noncontact-based cell
manipulation method by laser optical tweezers. The optical
flow was employed to extract the motion field of cells, and
3-DOF motion control was achieved. Chowdhury et al. [218]
indirectly trapped cells by optical tweezers. Dielectric beads
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TABLE VIII

SUMMARY OF AUTOMATED INDUSTRY-ORIENTED MICROMANIPULATION

TABLE IX

SUMMARY OF AUTOMATED BIOMEDICAL-ORIENTED MICROMANIPULATION

were used as grippers to push or hold the cells forward, where
the photodamage from the laser beam can be avoided.

Precision robotic surgery at a small scale is a large group
of biomedical micromanipulation tasks that have been widely
studied to understand biological phenomena and discover
new treatments for human diseases. Precision robotic surgery
involves a few primary operations, such as injection, extrac-
tion, and cutting. The technologies that are able to transport
materials in and out of cells play a crucial role in cell biology.
Sun and Nelson [214] automated the cell injections by tracking
the tip of the micropipette, which was mounted on a 3-DOF
high-precision microrobot. The autofocus algorithm was uti-
lized in the automation process under OM. Mattos et al. [215]
designed a four-pipette robotic system for consecutive blas-
tocyst microinjection. SSD template matching was employed
to track the pipettes, and system efficiency was improved by
multiple micromanipulators. Karimirad et al. [226] presented
an active contour-based tracking method for deformable cells
during the microinjection. It also provided a precise descrip-
tion of the deformable cells. Liu et al. [147] proposed a
fast autolocating method for end-effector tips in 3-D under
OM. The active contour was also experimentally demonstrated
as the most effective method to track the end-effector tip
compared to others. Zhuang et al. [227] developed a visual
servo microinjection system for small organisms. The heart
of zebrafish larva was targeted for injection, and experiments
showed a high success rate and survival rate of zebrafish.
Chen et al. [219] performed the SEM-based visual servoing
for intracellular DNA extraction. The cells were mounted on
the nanopositioner, and the extraction was conducted by a

nanospatula. Wong and Mills [228] proposed a blastomere
extraction method by silhouette-based tracking. Using the geo-
metrical model of blastomeres [159], the 3-D rotation tracking
in the cell was achieved inside the embryos in real time, and
the damage from cell surgery was minimized by optimizing
the cell surgery zone, where the zona breaching was performed
by the laser drilling. Shen et al. [217] conducted automatic
cell cutting with a nanorobotic manipulator under ESEM.
Real-time images were utilized as the visual feedback, and
a yeast cell was put by a tungsten probe inside ESEM.

Cell characterization provides a quantitative method to study
the behaviors and health conditions of cells from the biolog-
ical and mechanical properties. Automated contact-based cell
characterization can be achieved with robotic systems, which
is one of the latest development trends for biomedical-oriented
micromanipulation. Liu et al. [230] investigated the dye
transfer among adherent cells and characterized cell com-
munication by the automated robotic system. 3-D motions
of the micromanipulator were tracked by the active contour,
and cells were located by template matching, respectively.
Wang et al. [220] presented 3-D intracellular manipulation
using magnetic tweezers. LSCM was used to provide 3-D
visual feedback, and a bead was tracked and navigated inside
the human bladder cancer cell, which can probe the subcellular
structures and organelles and contribute to intracellular charac-
terization and disease diagnosis. Noncontact and noninvasive
cell characterization and monitoring have also been embedded
with motion measurement techniques. Wong et al. [229] used
the state-space model to track the early-stage embryos with
the topology-varying characteristic. The growth of embryos
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was estimated and predicted by accurately tracking the blas-
tomeres. Guo et al. [134] performed red blood cell tracking
by optical flow, and multiple targets were tracked simulta-
neously under LSCM. Table IX summarizes and compares
vision-based biomedical-oriented robotic systems with differ-
ent tasks.

C. Force Sensing

With prior knowledge of deformable materials, forces can
be estimated by visually tracking structural deformations.
Greminger and Nelson [231] demonstrated a vision-based
force measurement method by template matching in 2004.
The Dirichlet to Neumann map was established, and then,
the force distribution applied to linearly elastic targets was
recovered through the displacement field, which was measured
from the image sequence. The experiments proved that the
target boundary information was sufficient to estimate the
force, and a resolution of 2.8 nN was achieved in real
time. In 2006, Anis et al. [232] determined the relationship
between displacements and forces by finite-element modeling,
where template matching was also employed to obtain the
displacements. In 2007, Liu et al. [233] proposed an indirect
vision-based force measurement method by switching the
measured targets to objects with known elastic properties. The
obtained forces were then converted back to the target that
interacts with the objects. Karimirad et al. [234] developed a
vision-based force measurement by the active contour method
in 2014, as presented in Fig. 21(a). The motions were tracked
by the active contour first, and the elastic nonlinearity of
the target was accurately modeled by the artificial neural
network to recover the applied forces. Cappelleri et al. [235]
designed a force sensor for microrobotics by combining
microvision-based tracking technique and the compliant mech-
anism. It further indicates that, with known force-deflection
characteristics, microvision-based force sensing can achieve
excellent performances.

Force sensing can improve the performance of robotic
systems by preventing damages. Since a microvision sys-
tem has all the configurations that force sensing needs,
microvision-based force sensing can be naturally integrated
into vision-based robotic systems. Lu et al. [236] surveyed
different strategies of microforce control and the integration of
force, vision, and position information for micromanipulation.
Ferreira et al. [237] developed a vision-based position/force
control for MEMS microassembly. By modeling the defor-
mations of the microparts, force feedback was acquired for
visual servoing. Liu et al. [238] performed force-controlled
microinjection and micrograsping by the indirect force esti-
mation, as shown in Fig. 21(b). A resolution of 3.7 nN was
obtained through subpixel template matching, and a tracking
frequency of 15 Hz was achieved in the closed-loop control of
gripping forces. Xie et al. [239] proposed a microvision-based
force control framework for robotic microinjection, which
contained two control loops. With the direct force feedback
from the manipulated cells, the penetration force during the
injection can be regulated to follow the desire force trajectory.
In addition to cell surgery, force control can be also applied to

Fig. 21. Force estimation based on motion measurement.
(a) Microvision-based force measurement by the active contour. Reproduced
from [234] with the permission from Elsevier. (b) Indirect cell force
measurement by matching the holders. Reproduced from [238] with the
permission from SAGA Publishing.

Fig. 22. Motion measurement for strain estimation. The color distribution rep-
resents the rotation angle of the deformable structure. Reproduced from [242]
with the permission from IOP Publishing.

cell positioning. Zhao et al. [240] proposed a force-controlled
cell reorientation method with rotation force. The deformation
and rotation angle of the cell by each poke were visually
tracked, and the relationship between the rotation angle and
the operating force was precisely quantified with the calibrated
mechanical properties of the manipulated cell.

D. Full Field Strain and Stress Measurement

By tracking the same points of interest of deformable
surface in the images under microscopes, different stages of
material and structure deformation can be extracted and then
converted into full-field displacement and strain results on the
target area, which is valuable for material and microstructure
stress analysis. Microvision-based methods can also visualize
the deformation and monitor the structure’s health. Therefore,
motion measurement techniques have been employed for esti-
mating the microscale surface deformations and strain in the
field of solid mechanics. For example, Pan et al. [74] summa-
rized different template matching methods for 2-D strain field
estimation in solid mechanics. Sutton et al. [241] investigated
SEM-based strain measurement by template matching. A novel
drift and spatial distortion correction method was proposed
for SEM images, and elastic and elastic-plastic deformations
were accurately measured. Wu et al. [242] proposed a full-field
strain measurement method considering undergo arbitrary rota-
tions based on microvision. The feature matching technique
and the subpixel algorithm were employed, and the method
was robust under nonuniform rotations. Dong et al. [243]
developed a duel-FOV telecentric imaging system for strain
measurement. The strain resolution was greatly enhanced to
3.55 µε. Gao et al. [244] proposed a fast-speed 3-D strain field
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measurement based on stereoimaging. The inverse composi-
tional Gauss–Newton algorithm was also reported to possess
high efficiency and high accuracy in template matching. Zhang
and He [245] investigated the stress intensity of the specimen
by template matching, and the interpolation approach was
also applied in the coarse-to-fine strategy. Fig. 22 presents an
example of microvision-based strain field measurement, where
the deform is fully visualized.

V. CONCLUSION

The development of microscopy and tracking techniques has
greatly promoted computer microvision-based motion mea-
surement, which is still a relatively young field but has already
become a powerful tool for understanding and engineering
the microworld. The goal of this review is to guide other
researchers who are interested in computer microvision-based
motion measurement but without a strong background and to
provide a useful reference with recent advances and perfor-
mance comparisons for experienced scholars.

In this review, practical and applicable microvision systems
and their general principles are first reviewed. The advantages
and limitations of different configurations are introduced. Dif-
ferent motion measurement algorithms are systematically sum-
marized and categorized, namely, template matching, feature
matching, phase correlation, optical flow, and silhouette-based
methods. Emphases are specifically placed on the perfor-
mance of state-of-the-art motion measurement methods with
regard to measurement resolution, range, DOF, efficiency, and
error reduction, where their capabilities and challenges are
compared and discussed. A wide range of applications and
research efforts established on computer microvision-based
motion measurement during the last two decades is show-
cased and analyzed in the research field of microengineer-
ing/nanoengineering. Many remarkable works are presented,
and their methodologies and features are highlighted.

Despite the much attention that has been drawn and achieve-
ments that have been done, there remain a few issues and
challenges that need to be further addressed in the future.

1) Computer microvision-based force sensing can be simul-
taneously obtained and combined with the position
feedback for robotic systems, which can minimize the
risks of tools and sample breakage in micromanipu-
lation/nanomanipulation. Thus, it is worthy of putting
more effort into vision-based force control for micro-
manipulation/nanomanipulation.

2) Multiscale motion measurement is needed in cross-scale
engineering, thereby raising the need for more large
range-to-resolution measurement methods, which is a
meaningful research direction.

3) Only a few works have provided accessible software
or open-source codes of microvision-based measurement
methods, which limits the practicality and accessibility.
A sharing and educational environment is called in
the research community, which can contribute to rapid
development and boom this research field.

4) Many works were task-dependence and the correspond-
ing motion measurement techniques were specifically

designed. A uniform framework for general tasks is
absent. This can be problematic to effectively select
the appropriate motion measurement technique. Hence,
the method generalization needs to be enhanced.

5) In order to fit in 3-D micromanipulation/
nanomanipulation, which has been more and more
proposed in recent years, motion measurement and pose
estimation methods are expected to be more effectively
extended to 3-D.

With the unique advantages of expansibility, program-
mability, and measurement capabilities, microvision-based
systems are irreplaceable in the development microengineer-
ing/nanoengineering. Any improvement in either hardware
innovation or algorithm aspect is welcome, and the research
works of computer microvision-based motion measurement
would be pushed forward in better measurement accuracy,
range, DOF, speed, and robustness. Therefore, this article
provides valuable viewpoints of microvision-based motion
measurement to promote more talents to this field, awaited
more exciting and transformative development to come.
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