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Abstract— Fiber–optic sensors have been widely de-
ployed in various applications, and their use has grad-
ually increased since the 1980s. Distributed fiber–optic
sensors, which enable continuous and real–time measure-
ments along the entire length of an optical fiber cable,
have undergone significant improvements in underlying
industries. In the oil and gas industry, distributed fiber–
optic sensors can provide significantly valuable informa-
tion throughout the life cycle of a well and can monitor
pipelines transporting hydrocarbons over great distances.
Here, we review the deployment of fiber–optic Rayleigh–
based distributed acoustic sensing (DAS), Raman–based
distributed temperature sensing (DTS), and Brillouin–based
distributed temperature and strain sensing (DTSS) in the oil
and gas industry. In particular, we describe the operation
principle and basic experimental setups of the DAS, DTS,
and DTSS, highlighting their applications in the upstream,
midstream, and downstream sectors of the oil and gas
industry. We further developed a prototype of a fiber–optic
hybrid DAS–DTS system that simultaneously measures vi-
bration and temperature along a multimode fiber (MMF).
The reported hybrid sensing system was tested in an op-
erational oil well. This work also discusses the challenges
that might hinder the growth of the distributed fiber–optic
sensing market in the petroleum industry, and we further
point out the future directions of related research.

Index Terms— fiber–optic sensing, distributed acoustic
sensing, distributed temperature sensing, distributed strain
sensing, oil and gas industry.

I. INTRODUCTION

INCREASING prosperity in developing countries coupled
with rapid global population growth is expected to lead
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to an increase in energy consumption worldwide over the
coming decades. In spite of spreading awareness about energy
conservation measures, expectations predict that global energy
demand would increase to 725 EJ in 2050, compared to 575 EJ
required in 2018 [1]. In the coming decades, sustainable
energy sources are anticipated to provide a significant portion
of the energy required. However, renewable energy sources
would not be sufficient to fully meet the expected needed
energy, which requires the use of fossil fuels, nuclear power,
etc., to supply the remaining energy [1].

Hydrocarbons (oil and gas) have become the world’s most
important source of energy [2]. For example, hydrocarbons
provide fuel for vehicles, power industry, and heat homes.
Besides, oil and gas are the basis of many products, including
plastics, chemicals, paints, detergents, among others. Given the
numerous hydrocarbons’ benefits, it is unlikely that sufficient
alternatives to hydrocarbons would exist in the coming decades
[3]. As a result, oil and gas companies will have to continue
producing adequate quantities of hydrocarbons in the decades
ahead. This requires persistent optimization, improvement,
monitoring, and control of the hydrocarbons’ production and
processing techniques.

The oil and gas industry can be divided into three major
sectors, called upstream, midstream and downstream (Fig. 1)
[4], [5]. The upstream sector includes all activities related to
exploration and production of hydrocarbons. These activities
comprise, for example, geological surveys, seismic acquisi-
tions, prospecting, drilling, reservoir evaluation, well testing,
well completion, and bringing oil and gas resources to the
surface. In contrast, the midstream sector is responsible for
transporting and storing raw oil and gas before refining and
processing them. Hence, midstream includes separation plants,
pipelines, pumping stations, tank trucks, railway tankers, etc.,
needed to transport hydrocarbon resources over long distances
from wells to refineries. The downstream sector starts op-
erating in the refineries that convert crude oil and gas into
useful products, such as gasoline, diesel, kerosene, heating oils
and plastics, to mention a few. In addition, the downstream
sector also includes transporting processed products to retail
distributors, which can again be done by pipelines, trucks,
railways and ships.

The upstream, midstream and downstream sectors face dif-
ferent operational challenges. To optimize and control various
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Fig. 1. Upstream, midstream, and downstream sector of the oil and gas
industry.

applications within the three sectors, it is necessary to monitor
various parameters, including temperature, vibration, pressure,
flow, etc. To clarify, we briefly provide some representative
technical examples to shed light on the challenges of downhole
life and the transport of hydrocarbons through pipelines.

Early measurements made in reservoir evaluation include
acquiring borehole seismic data, which can be recorded us-
ing a distributed acoustic sensing (DAS) system. This can
be achieved by using a standard wireline cable containing
additional optical fiber to record DAS data at the same time
that the standard wireline tasks are being performed [6], [7].
The DAS borehole seismic acquisition offers data early in the
life of the well to calibrate the depth of surface seismic images
and thus impact decisions on well completion.

Another technical example is during the production of oil
and gas, where it is important to take into account the dynamic
processes that take place downhole with the objective of
reducing water production [8]. In the lifetime of a producing
well, an increasing amount of water may enter the wellbore,
hence taking up the space for oil and gas to flow. As a
result, hydrocarbon production reduces and water production
increases. Having a DAS in combination with a distributed
temperature sensing (DTS) downhole can identify the source
of water entry [9]. DAS can be used to determine the speed of
sound, that is, the speed at which a pressure wave propagates
through the fluid. The speed of sound varies based on the ratio
of oil, water, and gas flowing within the tubing. For example,
the speed of sound is faster in water than that in oil. Thus, it
is possible to extract the flowing phase and identify the water
entry locations using the DAS technology. In addition, due
to the pressure drop caused by fluid transition from reservoir
pressure to wellbore pressure, there will be either a cooling
effect if free gas is entering or a frictional heating effect if
fluid is entering the wellbore. Due to changes in the thermal
properties of oil, gas, and water, the continuous temperature
profiles provided by the DTS system can locate the water entry
points.

On the other hand, pipelines are pivotal as they pro-
vide long–distance transports of raw oil/gas to refineries
and petroleum products to end–users in the midstream and

downstream sector, respectively. Compared to railways, trucks,
and ships, pipelines are safer, more environmentally–friendly,
more cost–effective and provide continuous transportation of
hydrocarbons with a larger capacity [10]. Due to the impor-
tance of pipelines, it is highly recommended to ensure pipeline
integrity by monitoring leakage, deformation, and intrusion
along pipelines [11]. Due to the difficulty of monitoring
kilometers of pipelines with surveillance cameras and human
oversight, it is preferred to use distributed sensing techniques
to monitor pipelines.

The aforementioned representative examples confirm the
need to sense various parameters in the oil and gas industry.
However, sensors used must be designed to survive the harsh
environmental conditions of that industry. This is because
the downhole temperature and pressure can reach 200 ◦C
and 2000 bar, respectively [12]. In other circumstances, such
as when steam is injected into the wellbore to reduce the
viscosity of heavy oil and enhance oil recovery, the downhole
temperature exceeds 300 ◦C [12]. In addition, downhole sen-
sors may be exposed to vibration, shock, corrosive chemicals,
and fluid immersion. Besides, pipelines may transport oil/gas
throughout deserts, deep seabeds, and polar regions.

Electronic–based sensors have been widely used in the oil
and gas industry [13]. However, electronics is considered as
one of the main reasons for failure of permanent downhole
measurement and control systems [14]. The reliability of
oil and gas well electronics can deteriorate gradually due
mainly to elevated downhole temperature. Since the intended
product lifespan in the oil and gas industry is typically five
years or more [14], there are many petroleum applications
where electronic sensors cannot be used at all. Additionally,
electronic sensors are active devices that consume electrical
energy to operate, which raises safety concerns in the oil and
gas industry.

In contrast, fiber–optic sensors have been reliably deployed
in many oil and gas applications [12], [15]. The success of us-
ing fiber–optic sensors in the oil and gas industry is due to the
inherent characteristics of optical fibers. One main advantage
of optical fibers is the ability to operate efficiently in harsh
environmental conditions, which is well suited for downhole
sensing applications [16]. This is achieved by extending optical
fibers downhole, with the optoelectronic sensing interrogation
unit located on the surface. Besides, optical fiber has immunity
to electromagnetic interference, its size is miniature, and it
does not need electric current at the sensing locations, which
are well in line with the safety requirements of the oil and gas
industry. In addition, optical fibers have the ability to monitor
physical parameters over long distances, which is necessary
for pipeline monitoring and downhole sensing.

Fiber–optic sensors can be classified as single–point, quasi–
distributed, and distributed sensors [17]. Initially, fiber–optic
sensors were developed as pointwise sensors, which monitor
environmental parameters at one location along the fiber.
Various types of single–point fiber–optic sensors have been in-
troduced, including grating–based sensors (fiber Bragg grating
(FBG), long–period grating (LPG), etc.) and interferometric
sensors (Fabry–Perot, Mach–Zehnder, etc.) [18]. Following
the advancement of optical multiplexing, such as wavelength–
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Fig. 2. Examples of distributed fiber–optic sensing applications in the downhole environment (a) and along pipelines (b). ©King Abdullah University
of Science and Technology (KAUST).

, time–, and spatial–division multiplexing, arrays of discrete
single–point sensors can be multiplexed along the fiber to
form a quasi–distributed fiber–optic sensor [19]. In the oil and
gas industry, the single–point and quasi–distributed fiber–optic
sensors have been deployed in many applications, primarily
requiring discrete monitoring of acoustics, temperature, and/or
pressure along pipelines or downhole, such as managing well
drawdown, in–well pressure measurement to determine com-
pletion effectiveness, providing pressure build–up data, zonal
production allocation, determination of productivity index, and
monitoring during well ramp–up [20]–[22]. However, in terms
of technology and cost, single–point and quasi–distributed
fiber–optic sensors are not suitable for petroleum applications
that require continuous spatial sensing, similar to downhole
monitoring of hydrocarbon flow [23], fluid injection [24], wax
buildup [23], and surveillance of leak detection along pipelines
[25].

In contrast, distributed fiber–optic sensors can offer wealthy

information by monitoring environmental parameters along
the entire fiber length, i.e., the fiber itself is the sensor [16],
[26]. Besides the aforementioned advantages of optical fibers,
distributed fiber–optic sensors have another major benefit of
reducing the overall sensing cost by measuring sensing param-
eters continuously and in real–time over tens of kilometers. In
the upstream sector, distributed fiber–optic sensors are used
for a wide range of applications such as seismic profiling [27],
hydraulic fracture analysis [28], flow monitoring [23], casing
leak detection [29], gas lift optimization [24], diagnosis [23],
among others (Fig. 2(a)). This is achieved by installing optical
fibers downhole to deliver data about the well and reservoir.
On the other hand, distributed fiber–optic sensors can provide
detection of intrusion [30], leak [31], and deformation [32]
along a pipeline by attaching/placing the optical fiber to/near
the pipeline’s surface (Fig. 2(b)).

The operation principles of distributed fiber–optic sensors,
widely deployed in the oil and gas industry, are mainly based
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on optical scattering such as Rayleigh, Brillouin, or Raman
scattering [33]. Generally, light scattering is a stochastic sta-
tistical process that occurs in all angular directions. A typical
spectrum of spontaneous light scattering in an optical fiber is
shown in Fig. 3, comprising Rayleigh, Brillouin and Raman
scattering [16], [26]. During the fabrication process of optical
fibers, silica molecules move in the molten state and then
randomly freeze in place, which leads to fluctuations in density
along the optical fiber. The density fluctuations cause random
changes in the refractive index at a scale smaller than the
optical wavelength, resulting in Rayleigh scattering. Rayleigh
scattering is an elastic phenomenon, i.e., incident light does
not transfer energy to the glass and there is no frequency shift
between the incident and scattered light. In contrast, Brillouin
and Raman scattering are produced by photon–phonon inter-
action, such that acoustic (optical) phonons are involved in
Brillouin (Raman) scattering. Both Brillouin and Raman scat-
tering are inelastic phenomena, in which the frequency of the
scattered light is shifted from that of the incident light (Fig. 3).
With respect to the central Rayleigh peak, the down– and up–
shifted spectral components of Brillouin and Raman scattering
are called Stokes and Anti–Stokes components, respectively.
A last scattering phenomenon that can be observed in Fig. 3 is
the Rayleigh–wing scattering, produced by fluctuations in the
orientation of anisotropic molecules of the scattering medium
[34].
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Fig. 3. A typical spectrum of spontaneous light scattering.

Optical scattering can be classified as spontaneous or stim-
ulated, based on the change in the optical properties of the
medium during scattering. Spontaneous scattering typically
occurs at low levels of incident light intensity, which do not
alter the medium’s optical properties. As the intensity of the
incident light increases to a level at which the light changes
the medium’s optical properties, the scattering becomes stim-
ulated. In other words, the transition from spontaneous to
stimulated scattering corresponds to a change in the behavior
of the medium from a linear to a nonlinear optical regime
[34].Both spontaneous and stimulated optical scattering offer
various capabilities for distributed fiber–optic sensors used in
the oil and gas industry and other applications.

In this work, we review the deployment of distributed fiber–
optic sensors in the oil and gas industry. The review first

focuses on the operation principles and petroleum applications
of the fiber–optic Rayleigh DAS and Raman DTS that are
widely used in the oil and gas industry. We then describe our
design of a multimode fiber (MMF)–based hybrid DAS–DTS
system. Using a single interrogation sensing unit in this hybrid
system, vibration locations and frequencies, and temperature
profile are simultaneously measured on–site in an oil well, for
the first time to the best of our knowledge. Next, we briefly
highlight the operation principle and petroleum applications
of the fiber–optic Brillouin distributed temperature and strain
sensing (DTSS), which is less commonly used in the oil and
gas industry compared to the DAS and DTS. The review
further sheds light on commercially available fiber–optic DAS,
DTS, and DTSS products serving the oil and gas industry.
Finally, we point out the main challenges that may hinder
the growth of the distributed fiber–optic sensor market in the
oil and gas industry, and further discuss the potential future
directions of that sensing technology.

II. FIBER–OPTIC DISTRIBUTED ACOUSTIC SENSING
(DAS) BASED ON RAYLEIGH SCATTERING

It is estimated that the oil and gas industry will lead the
market of the fiber–optic DAS. The DAS market for the oil
and gas sector was valued at USD 129.4 million in 2020 and
is expected to reach USD 224.6 million by 2026, at a CAGR
of 9.5% between 2021 and 2026 [35]. In this subsection, we
describe the basic physics and operation principle of the fiber–
optic DAS, followed by its main applications in the oil and
gas industry.

A. Operation principle of the DAS
The Rayleigh–based fiber–optic DAS is implemented using

the phase–sensitive optical time domain reflectometer (Φ–
OTDR), which was initially described in [36]–[39]. The op-
eration principle of the fiber–optic DAS is very similar to
the traditional OTDR [16], with a main exception of using
a laser source with a narrow linewidth and a stable frequency.
In other words, the successful operation of the DAS system
is contingent on the use of a laser source with a coherence
length much longer than the fiber under test (FUT) used.
The majority of commercial fiber–optic DAS systems adopt
the direct detection method (Fig. 4(a)), which significantly
reduces the complexity of the sensing system [16], [40].
In this setup, a narrow linewidth laser source generates a
continuous wave (CW) light. The CW light is then converted
into optical pulses using a modulator, such as electro-optic
modulator (EOM) or acousto-optic modulator (AOM), driven
by a function generator. Next, an erbium-doped fiber amplifier
(EDFA) amplifies the power of the modulated optical pulses,
which are launched into a single–mode fiber (SMF) via a
circulator. As the optical pulses propagate along the SMF,
Rayleigh signals are backscattered to be directed through
a circulator toward another EDFA. The EDFA’s amplified
spontaneous emission (ASE) noise is then discarded using a
filter, and finally the filtered Rayleigh signals are detected and
recorded respectively using a photodetector (PD) and a data
acquisition device (DAQ).
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The operation principle of the fiber–optic DAS can be
modeled by dividing the length (L) of the optical fiber into
cascaded N small sections, such that each section length
∆L = L/N (Fig. 4(b)) [41], [42]. In this model, it is
reasonable to set ∆L equals the width of the optical pulse.
Due to the density fluctuations along the optical fiber, it is
assumed that each section contains M independent Rayleigh
scattering centers. At the PD, the interference field Ei of the
returned Rayleigh light generated from the ith section can be
expressed as:

Ei = E0e
−2αLi

M∑
k=1

rike
jφi

k , (1)

where E0 is the electric field of the incident light, α is the
attenuation coefficient of the fiber, Li is the distance between
the input port of the optical fiber to the location of the
ith section, i.e., Li = i∆L, i = 1, 2, ..., N . The scattering
coefficient and phase of the kth scattering center in the ith

section are represented by rik and φik, respectively. Eq. (1) can
show that the ith section’s Rayleigh backscattered intensity
Ii ∝ |Ei|2 is linked to the relative phases of light reflected
from the individual scattering centers within the ith section.
Since the scattering centers are spatially randomly distributed

within a section of the fiber, the fiber optic DAS has a Rayleigh
speckle–like profile of random intensities along its length, as
shown in the representative example of Fig. 4(c) for a 2–km–
long standard SMF.

In the absence of intrusion along the FUT, i.e., no refractive
index perturbation along the fiber, the recorded Rayleigh traces
remain ideally identical in the time–domain. In the case where
an acoustic signal is applied at a position along the FUT,
the relative phases of the backscattered light at that position
change, resulting in temporal intensity fluctuations of the
Rayleigh traces only at that perturbation position. The location
of the acoustic event along the FUT can be identified by ap-
plying the differential method, in which consecutive temporal
Rayleigh traces are subtracted from an initial reference one
[43]. In addition, the frequency components of the acoustic
event can be calculated by applying the fast Fourier transform
to the resulting differential signal at the perturbation position.

Although the direct detection method is simple, as shown
in Fig. 4(a), it has the drawback that the Rayleigh differential
intensity varies nonlinearly with the strain induced by an
acoustic event [42]. In other words, the strain along the FUT
cannot be properly quantified. In case an application, such
as wellbore seismic acquisition, strictly requires quantifying
the strain along the FUT, differential phase calculation should
be adopted instead of the differential intensity measurement.
The differential phase varies linearly with the strain; how-
ever, calculating the differential phase requires the use of
more sophisticated optical systems and signal processing
methods. For example, interferometric recovery [44], coherent
detection [45], [46], dual–pulse [36], or chirped–pulse [47]
scheme can be used for calculating the differential phase.

As a representative example, we describe the operation
principle and experimental setup of the interferometric scheme
for recovering the differential phase of a fiber–optic DAS
(Fig. 5) [44]. As Fig. 5 shows, the system comprises a dis-
tributed feedback (DFB) laser that generates a CW light, which
is modulated into optical pulses via an integrated optical chip
(IOC). The optical pulses are then amplified with an EDFA,
where its ASE noise is filtered out using a tunable Fabry–
Perot filter (TFP). The amplified and filtered optical pulses
are then launched throughout a circulator into a sensing fiber,
whose distal end is optically terminated (OT) to prevent back
reflections. The backscattered Rayleigh light is directed toward
an unbalanced Mach–Zehnder interferometer (MZI), which
mixes the backscattered light from two separate regions along
the sensing fiber to extract the differential phase between them.
The optical pulse–width determines the length of the scattering
region (LPW ), while the gauge length (GL) is half the
interferometer optical path imbalance. To avoid phase signal
fading [48], a 3×3 output coupler is used for the MZI such
that the interferometer has a 2π/3 relative phase difference
between the output arms of the 3×3 coupler. The three output
signals from the MZI are detected with avalanche photodiodes
(APDs), sampled with a sample and hold amplifier (S/H), and
processed for differential phase extraction along the fiber.

Demodulating the differential phase ∆φ(l) for any given
fiber section of length l is well explained in [48], [49]. The
light intensity at the three output arms of the MZI can be
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expressed as:

I1= I0 [M +Ncos (∆φ (l))] ,

I2= I0

[
M +Ncos

(
∆φ(l) +

2π

3

)]
,

I3= I0

[
M +Ncos

(
∆φ(l)− 2π

3

)]
, (2)

where I0 is the intensity of the input signal, and M and
N are constants. Using trigonometric identities and some
mathematical manipulation, ∆φ(l) can be extracted as:

∆φ(l)= arctan

(
Ī2 − Ī3
Ī1

)
, (3)

where Īi, i = 1, 2, or 3, is the intensity of light at the detector
less its DC component. Once ∆φ(l) is demodulated, the strain
(ε) applied on the fiber section can be estimated using the
formula below:

∆φ(l)= εlβ × 0.78, (4)

where β is the propagation constant of light in the fiber.
It is important to highlight that the operation of DAS system

that measures differential intensity/phase relies on spontaneous
Rayleigh scattering. It is recommended to increase the peak
power of the short optical pulses used in the fiber–optic DAS
to extend the sensing range while maintaining a high spatial
resolution. However, the peak power of the pulses should
not exceed a threshold beyond which nonlinear phenomena
occur within the fiber, such as self–phase modulation (SPM)
and modulation instability (MI) which are generally the first
nonlinear effects to degrade DAS measurements [50]–[52].
The threshold power of nonlinearity relies on the details of
the optical pulses and fiber type.

B. Applications of the DAS in the oil and gas industry
Although there are many emerging applications for fiber–

optic DAS in the oil and gas industry, here we focus on the
mature applications.

1) Vertical seismic profiling (VSP): Exploring the seismic ac-
tivities of underground formations allows scientists to identify
the geology of the subsurface layers [53]. Seismic techniques
can be categorized as passive or active. In the passive seismic
technology, acoustic sensors detect both natural and human–
made microseismic events coming directly from the subsurface
and are caused by rock fracturing. In contrast, the active
seismic technology involves the generation of artificial sound

that propagates through the subsurface and meanwhile, the
generated sound is either detected by acoustic sensors inside
the well or its reflected waves are recorded by surface sensors.
Fiber–optic DAS has been widely used in seismic monitoring
applications [54], [55].
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Fig. 6. (a) Acquiring a VSP survey using a fiber–optic DAS. (b) A VSP
survey recorded with DAS. (c) Velocity profiles recorded with different
sensing systems. ((b) and (c) are reproduced from [54] with permission).

An important application of active seismic techniques is the
vertical seismic profiling (VSP) survey, which can be recorded
using the fiber–optic DAS system [27] or geophone arrays
[56]. Geophones produce VSP survey at discrete locations;
thus covering the entire well requires several movements to
the geophone arrays. In addition, geophones often cannot be
deployed in production wells. In contrast, fiber–optic DAS is
a game–changer for downhole seismic acquisition as it can
produce the VSP survey along the entire well at once and
permanently, even for producing wells.

The typical technique of acquiring an DAS–based VSP
survey is shown in Fig. 6(a) [12], [15]. A seismic source
is actively generated on the surface, while the fiber–optic
DAS records the propagating acoustic signal downhole. By
tracking the arrival times of the downgoing seismic energy,
one can accurately determine the seismic velocity along the
vertical direction. The seismic velocity determined from the
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VSP survey can estimate, for example, the composition of
subsurface materials such as the oil–to–water ratio [24]. A
limitation of the VSP survey produced by the fiber–optic DAS
is that it provides an estimate of the subsurface properties in
the proximity of the optical fiber, which is a drawback of
the geophone arrays as well. However, the use of fiber–optic
DAS for time–lapse (also known as 4–D) VSP can monitor
the movement of fluids on a reservoir scale [57].

As a representative example, Fig. 6(b) shows a VSP survey
recorded using a fiber–optic DAS in a project for storing and
monitoring CO2 underground. As Fig. 6(b) shows, the first
arrival picks (red line) are strong enough to calculate the
velocity profile. Using the derivative in depth of the picked first
arrival times, one can obtain the velocity profile (Fig. 6(c)) and
thus help monitor CO2 containment. As shown in Fig. 6(c),
the velocity calculated using the fiber–optic DAS (red line)
is generally in good agreement with those calculated with a
geophone (blue line) and a sonic log (green line). However, the
DAS velocity profile is smoother due to the unique distributed
sensing feature of DAS.

A technical challenge for the proper operation of fiber–
optic DAS, especially in seismic monitoring applications, is
that the acoustic energy should be efficiently transferred to
the fiber–optic cable, which requires strong coupling between
the medium and the cable. Traditional techniques of permanent
fiber deployment downhole for DAS include locating the fiber
cable on casing, on tubing, or inside tubing (Fig. 7). Fig. 7
further compares the data quality, cost, removability, and
effective depth of the three traditional types of deployment.
To improve the overall performance of fiber deployment
downhole for DAS system, flexible borehole liners can be
used to couple the fiber–optic cable against the borehole wall
(Fig. 7) [58]. This technology can improve the SNR of the
fiber–optic DAS in various applications; however, it suffers
from the depth limitation. on the other hand, especially during
early reservoir evaluation, optical fiber cable can be introduced
on intervention devices, such as a wireline cable [6], [7]. One
of the challenges for the fiber deployment with wireline is to
ensure adequate coupling to the borehole or casing especially
for vertical wells, but the coupling can be improved by giving
a slack to the wire cable.

Another way to improve the performance of DAS is to
use engineered optical fiber, which enhances backscattered
Rayleigh light [27], [30]. Although the engineered fiber can
enhance the SNR of DAS, it is likely to increase the op-
tical attenuation of the pump pulses which may degrade
the sensitivity of DAS over long distances. One optimum
technique for the use of the engineered optical fiber is it to
splice/join it with the distal end of a standard SMF, where
the backscattered Rayleigh signal’s intensity starts to degrade.
In general, compared to standard optical fibers, engineered
optical fibers are more expensive and may not be flexible to
deploy with typical DAS interrogation units. Thus, standard
SMF is the preferred platform for DAS unless an application
requires extending the sensing range over a longer distances
where engineered fiber can be combined with the standard
one.

Fig. 7. Comparison of downhole fiber deployment techniques for DAS
system. (Reproduced from [58] with permission).

2) Hydraulic fracturing monitoring: In some reservoirs, hy-
drocarbons can be deeply trapped in tight formations. To
release the hydrocarbons and allow them to flow into the
wellbore, the solid formation has to be fractured. Hydraulic
fracturing is a well–stimulation method used to increase the
flow of hydrocarbons into the well from oil–bearing rock
formations (Fig. 8(a)) [59]. The hydraulic fracturing typically
comprises injecting proppant, water, and chemicals under
a high pressure into the tight formation through the well.
This process aims to create new fractures in the rock as
well as enlarging existing fractures, facilitating the flow of
hydrocarbons into the production well. It is highly beneficial
to monitor the development of fractures that occur during
and after hydraulic fracturing. Production engineers can take
advantage of this monitoring data to understand the nature
of the induced fracture level in different areas. In addition,
monitoring the hydraulic fracturing can lead to locating the
source of hydrocarbons within the reservoir [15].

Hydraulic fracturing monitoring is one of the main appli-
cations of the fiber–optic DAS [55]. In real–time, a fiber–
optic DAS can locate where fractures begin, determine the
effectiveness of the stimulation process, and optimize the
placement of fluid and proppant. Following the initiation of the
hydraulic fracturing, fiber–optic DAS can detect the acoustic
energy generated by hydrocarbons as they flow through the
fractures. For example, in a certain region if there is no or
weak acoustic energy is detected, this indicates no sufficient
fluid and proppant were delivered to this region.

As a representative example, we present a recording of a
hydraulic fracturing process using a low–frequency (0–0.5 Hz)
DAS (LF–DAS) [28]. In an observation well, an optical fiber
cable is installed behind the casing. The observation well is
200 m from the operating well, where hydraulic fracturing is
applied. The fracturing is carried out in the horizontal section
of the operation well from the well’s toe to heel. As pre–
processing steps for the LF–DAS, the DAS data were first
downsampled from 4 kHz to 1 Hz with an antialiasing filter
(0–0.5 Hz) to extract the low–frequency band. Then, to reduce
noise, a median filter and DC removal filter were applied. The
DAS interrogation unit measures a response proportional to
the strain rate observed along the well (Fig. 8(b)). To clarify,
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Fig. 8. (a) Schematic image of the downhole hydraulic fracturing. (b)
A recording of a hydraulic fracturing process using a LF–DAS. ((b) is
reproduced from [28] with permission).

regarding the colormap of Fig. 8(b), the red/blue response
indicates expanding/compressing strain rate.

As shown in Fig. 8(b), clear responses can be observed
around the perforated section (around channel No. 4700 along
the vertical axis), while other sections are very quiet. The
expanding points shown (red lines around channel No. 4700)
are closely correlated to the parallel projected perforation
points. The red color converted to blue immediately following
the end of the operation. These observation results indicate
that the responses observed in Fig. 8(b) were closely related
to the fracturing operation. It is important to highlight that the
low–frequency (< 2 Hz) DAS is cross–sensitive to strain and
temperature perturbations [60]. Hence in [28], another optical
fiber cable was installed for DTS measurement to further
understand the temperature changes around the compression
response near the fracture hit position and time.

3) Downhole flow monitoring: In–well flow monitoring is
an essential process in the oil and gas industry to enhance
production and maintain safety requirements. The contribu-
tions of fiber–optic DAS to flow monitoring include [23],
[24]: 1) zonal injection/production profiling across inflow
control valves (ICVs), 2) detection of interzonal inflow from
the reservoir, 3) monitoring injection from gas–lift valves
(GLVs), 4) tracing fluid movement through the borehole, and
5) observing wax build–up.

Fig. 9 shows some of using a DAS optical fiber to monitor a
downhole flow [23]. The figure represents a 30–min recording
of a DAS from an oil producer, which includes GLVs and ICVs

where their locations are shown in the completion diagram of
Fig. 9. The repetition frequency and spatial resolution used in
this measurement were 10 kHz and 10 m, respectively, while
the DAS data were processed to preserve only the acoustic
information in a medium–frequency range. This frequency
range works well for determining the flow from ICVs and
GLVs. The acoustic information in this frequency band is
displayed in Fig. 9 using an image where blue color is used to
indicate quiet regions of the well (low flow) and yellow to red
colors indicate increasingly loud events in the well (high flow).
The results of Fig. 9 can clearly describe the operating states of
the GLVs and ICVs: only the ICVs B and D are opened, while
the remaining ICVs and all the GLVs are closed. Besides, near
the wellhead, a broad acoustic event is recorded in the DAS
data. It was confirmed that this acoustic energy is generated by
a build–up of wax, as there is no completion element in this
region and this producer was known to be a waxy well. Wax
build–up within the tubing producing the hydrocarbon results
in a blockage of the producer well, which creates acoustic
noise.

Fig. 9. Fiber–optic DAS data of a smart producer with a wax build–up.
(Reproduced from [23] with permission).

4) Well integrity: Well integrity assessment, such as detect-
ing leaks through casing within a wellbore, is challenging
using the geophone arrays. This is mainly because geophones
cannot cover the entire well at once, resulting in a time–
consuming process of moving the geophones along the well. In
contrast, fiber–optic DAS allows the determination of the depth
of a leak or several leaks, with a full–coverage to the wellbore
[29], [61]. In addition, DAS can provide a gas movement
profile caused by a casing failure, a wellhead seals failure,
etc.

Fig. 10 shows an example of using a fiber–optic DAS to
detect a gas leak event in a water–filled abandoned vertical
conventional gas well [29]. The colormap of Fig. 10 represents
the changes in acoustic amplitude within a (50–100 Hz)
frequency band, where the acoustic noise produced by the
leak is evident. After the surface casing vent of the well was
opened, a continuous acoustic event was recorded at a depth
of 275 m (around channel No. 234 in the vertical axis of
Fig. 10). The strength of this event gradually decreased after
the vent closed. A noise logging tool (hydrophone) confirmed
the presence of the acoustic event at the same location. Based
on the results collected using the DAS and hydrophone, it is
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expected that a casing leak is indeed at the 275–m depth. This
discussion highlights the advantages of the DAS system over
hydrophone: the detection of this leak event would be missed,
if no hydrophones were present at the event’s location when
it occurred.
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Fig. 10. Casing leak detection using a fiber–optic DAS. (Reproduced
from [29] with permission).

5) Pipeline intrusion detection: In the oil and gas industry,
the midstream and downstream sectors rely on vast networks
of pipelines to transport hydrocarbons to refineries and re-
tail distributors. It is important to establish a comprehensive
surveillance system to protect pipeline integrity from external
threats, such as hydrocarbon theft, accidents, etc. Compared to
video surveillance and manned monitoring, fiber–optic DAS
can offer pipeline intrusion detection over much longer dis-
tances. Using machine learning algorithms to process the data
of the fiber–optic DAS, various activities near the pipeline,
such as vehicular traffic, digging, and human walking, can be
classified [62].

Fig. 11 is a representative example of a DAS–based system
used to monitor a pipeline [30]. In this experiment, a speciality
optical fiber with an enhanced Rayleigh scattering is used to
improve the detection sensitivity of the DAS system. This is
achieved by using a focused femtosecond laser to produce per-
manent nano–grating points in the core of a standard telecom-
munication SMF. The laser–induced Rayleigh scattering points
are wavelength independent and stable at high temperatures.
As shown in Fig. 11, there are seven fiber sensors along
the pipeline, with each sensor comprising at least one laser–
induced Rayleigh scattering point. The interrogation unit of
the DAS system (inset Fig. 11) extracts the differential phase,
and thus the DAS does not suffer from the aforementioned
nonlinear behavior of the direct detection system. Four types
of hammer heads (soft rubber, hard plastic, aluminum, and
steel) are used to generate extrinsic acoustic signals that mimic
different potential pipeline intrusion events. A machine learn-
ing algorithm combined with the DAS achieves an accuracy of
more than 85% for identifying the different external intrusion
events.

The system presented in [30] can generally be considered
as distributed sensing because the fiber used is standard SMF
with laser–induced Rayleigh enhancement at discrete points.
In other words, the DAS system can be operated using either

Fig. 11. A pipeline intrusion detection system using a fiber–optic
DAS and a machine learning algorithm. (Reproduced from [30] with
permission).

the typical or enhanced Rayleigh scattering. However, this
DAS–based pipeline monitoring technique relies on processing
the Rayleigh scattering from the nano–grating points that
are separated by ∼3–m fiber sections and meanwhile the
system has a ∼1–m spatial resolution. Given this design, the
monitoring system can be considered as an example of a
quasi–distributed sensor. Another drawback of this approach is
that for different pipeline configurations and shapes, the neural
networks used are likely to be retrained.

III. FIBER–OPTIC DISTRIBUTED TEMPERATURE SENSING
(DTS) BASED ON RAMAN SCATTERING

In the oil and gas industry, monitoring temperature is
critical for upstream, midstream, and downstream applica-
tions. Compared with Brillouin–based distributed fiber–optic
sensors that are sensitive to temperature and strain, Raman–
based distributed fiber–optic DTS is almost only temperature–
sensitive [16]. This unique near zero cross–sensitivity feature
of Raman–based DTS makes it the preferred platform for
distributed temperature sensing. The oil and gas industry is
anticipated to lead the market of the Raman–based fiber–
optic DTS. The Raman–based DTS market for the oil and
gas industry was valued at USD 223 million in 2020 and is
expected to reach USD 361 million by 2026, at a CAGR of
8.3% between 2021 and 2026 [35].

A. Operation principle of the Raman–based DTS
The concept of DTS using Raman scattering was first

introduced in 1984 [63]. Commercially available Raman–
based DTS systems typically use Raman intensity variations
to determine the temperature profile along an optical fiber.
The low power of the Stokes and Anti–Stokes Raman signals
(60–70 dB weaker than the input pump power) is considered
an early obstacle to the deployment of Raman–based DTS
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[64]. However, with the development of high–power lasers,
EDFAs, high–sensitivity APD, and signal processing (e.g.,
averaging and wavelet denoising), the signal–to–noise ratio
(SNR) of the Raman–based DTS has been significantly im-
proved.

A typical experimental setup of the Raman–based fiber–
optic DTS is schematically shown in Fig. 12(a) [65]. A high–
power laser generates a CW light that is modulated into optical
pulses using an AOM. The power of the optical pulses are
then amplified with an EDFA, to improve the SNR of the
DTS system. The EDFA is followed by a 3 × 1 wavelength
division multiplexer/demultiplexr (MUX/DEMUX). One side
of the wavelength division MUX/DEMUX includes three
ports (Port 1–3) for adding/dropping signals of wavelengths
matching the laser, Stokes Raman, and Anti–Stokes Raman
signal, respectively. The other side of the wavelength division
MUX/DEMUX includes a common port (Port 4) that simul-
taneously supports propagating the laser, Stokes Raman, and
Anti-Stokes Raman signal. The amplified optical pulses are
delivered to a MMF such that the pulses are directed from
Port 1 to Port 4 of the wavelength division MUX/DEMUX.
As the optical pulses propagate along the MMF, Stokes and
Anti–Stokes Raman signals are backscattered, as shown in
Fig. 12(a). In the backward direction, the two backscattered
Raman signals can be well separated via the wavelength
division MUX/DEMUX, detected using two separate APDs,
and finally recorded with a DAQ. Figs. 12(b) and 12(c)
show respectively representative examples of Anti–Stokes and
Stokes Raman signal recorded using a standard 50/125 µm
MMF, entirely placed at room temperature.

At the APDs, the received Raman Stokes power PS (z) and
anti–Stokes power PAS (z) from a position z along the fiber
can be expressed as [16]:

PS (z) = RS (z) e−(αp+αS)zP0, (5)

PAS (z) = RAS (z) e−(αp+αAS)zP0, (6)

where RS (z) and RAS (z) are respectively the Stokes and
anti–Stokes scattering coefficients at the position z, the at-
tenuation coefficients of the pump, Stokes and Anti–Stokes
light are denoted as αp, αS , and αAS , respectively, and
P0 represents the laser power. As described by the Bose–
Einstein statistics, RS (z) and RAS (z) are proportional to
their differential cross sections as follows [66]:

RS ∝
dσS
dΩ
∼=

1

λ4S

1

1− exp
[
− hc∆ν

KBT (z)

] , (7)

RAS ∝
dσAS
dΩ

∼=
1

λ4AS

1

exp

[
hc∆ν

KBT (z)

]
− 1

, (8)

where λS and λAS denote respectively the wavelengths of
the Stokes and anti–Stokes light, h is the Planck’s constant, c
represents the speed of light in vacuum, KB is the Boltzmann
constant, ∆ν is the Raman shift, and T is the temperature.
The ratio R(z) of the two backscattered Raman powers
is independent of the laser power or the optical coupling
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Fig. 12. (a) Experimental setup of a Raman–based fiber–optic DTS
system. Representative examples of Anti–Stokes (b) and Stokes (c)
Raman signal, recorded at room temperature.

efficiency:

R(z) =
PAS(z)

PS(z)

=

(
λAS
λS

)4

exp (−αASz + αSz)exp

(
− hc∆ν

KBT (z)

)
.

(9)

In practical applications, the stability of the DTS system’s
components may change with the environment. Hence, one
usually does not use Eq. 9 directly to calculate the temper-
ature, but instead a known reference temperature T (z0) at a
position z0 is introduced as follows:

1

T (z)
− 1

T (z0)
=
−KB

hc∆ν

[
ln
PAS(z)

PS(z)
− lnPAS(z0)

PS(z0)

+(αAS − αS)(z − z0)
]
. (10)

Eq. 10 can be used for determining the temperature T (z) as
long as the sensor operates in the spontaneous Raman scat-
tering regime. Stimulated Raman scattering does not follow
the Bose–Einstein statistics and cannot be used for distributed
temperature sensing. Since the Raman scattering is weak and
considering Eqs. 5 and 6, it is necessary to increase the
power of the pump laser to collect a sufficient number of
Raman photons for measurement. However, the laser power in
DTS cannot exceed the Stimulated Raman scattering threshold,
which is proportional to the effective core area of the fiber
[67].
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In the harsh downhole environment of the oil and gas indus-
try, the optical fiber cable may be pumped, exposed to hydro-
gen or water, etc. Thus, in Eq. 10, the wavelength–dependent
differential attenuation coefficient, ∆α = αAS − αS , may
change over time and/or along the optical fiber cable. Using
a fixed pre–calibrated value of ∆α cannot produce accurate
temperatures over time. Consequently, for temperature mea-
surement downhole, it is necessary to periodically calibrate
∆α or even calculate it before each measurement. A single–
ended fiber configuration with a reference temperature sensor
at the fiber end or a partially returned fiber configuration can
be used to calibrate ∆α, which varies over time but indepen-
dent of z. Otherwise, a double–ended fiber configuration can
calibrate ∆α, even if ∆α changes along the fiber and over
time. More details on calibrating the ∆α of fiber–optic DTS
system can be found in [68], [69].

B. Applications of the Raman-based DTS in the oil and
gas industry

Measuring distributed temperature in the downhole envi-
ronment and along pipelines has many applications. Here, we
highlight the important applications of the Raman–based DTS
in the oil and gas industry.

1) Downhole flow monitoring: Before production begins in a
well, the shut–in temperature profile represents the geothermal
temperature, provided that there are no temperature variations
because of activities (e.g., mud–circulation, fluid injection, and
hydraulic fracturing). Once production begins, the reference
geothermal temperature may change significantly at the inflow
points due to the flow of hydrocarbons into the wellbore [70].
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Fig. 13. Locating the inflow points in a wellbore using the Raman–
based fiber–optic DTS.

Fig. 13 shows a representative example for locating the
inflow points in a wellbore, using a temperature profile that can
be produced with the Raman–based DTS [15]. The geothermal
temperature (red line) constantly increases with depth. Focus-
ing on the wellbore temperature profile (green line), where its
temperature matches the geothermal gradient at the bottom of
the wellbore because there is no production in this region. In
this representative example, at the inflow point 1, fluid enters
the wellbore with a temperature corresponding to the local
geothermal temperature. As the fluid rises toward the wellhead,
heat is transferred between the fluid and the wellbore so that
the fluid loses some of its heat to warm the wellbore. At the

inflow point 2, the fluid enters the wellbore again with the new
local geothermal temperature, which causes the temperature in
the wellbore to decrease due to the fluid mixture. If a gas enters
the wellbore, on the contrary, a cooling effect will occur due to
adiabatic expansion [15]. Thus, downhole thermal monitoring
with the Raman–based DTS can identify inflow points where
hydrocarbons enter the wellbore.

2) Injection monitoring: After drilling a production well,
through which hydrocarbons flow from the reservoir to the
surface, the original pressure of the reservoir is typically
sufficient to push the hydrocarbons upward. As the reservoir is
producing, however, the original pressure gradually decreases,
which requires injection of water into the reservoir to increase
its pressure (Fig. 14(a)) [71]. The water injection process
shifts the temperature of the hydrocarbons downhole. One
of the key factors in the success of the injection process is
the identification of the regions where the injection water is
transferred to the reservoir.

Downhole temperature measurement recorded by the
Raman–based DTS can be used to monitor the performance of
injection wells via the warm–back approach. In this approach,
after the water injection process, the well is shut in and
the well’s temperature is observed as it recovers toward the
geothermal gradient [68], [72]. Considering the representative
example in Fig. 14(b), where a cold water injection changes
the temperature of all the surrounding rocks around the well
and in the reservoir (purple line). Once the injection is stopped
and the well is shut in, the temperature of the rocks gradually
returns to the geothermal gradient over time (green line). The
temperature of the zones that have absorbed more volumes
of water return to the geothermal gradient at a slower rate.
Some methods can be applied to allocate the total injected
water volumes into each reservoir zone, using temperature
surveys [73]. Hence, DTS can also be used to identify out–
of–zone injection where an unwanted geological layer is
pressurized instead of the oil producing layer. This is important
in order to execute the injection strategy properly. Also, part
of the challenge with injection wells is that the increased
pressure might cause integrity challenges in the overburden
pipe sections. These wells can also cause integrity issues, with
the potential consequence of leaking fluid into shallow water
aquifers. Hence, it is environmentally important to monitor
some key wells to avoid this potential issue.

3) Steam–Assisted Gravity Drainage (SAGD) Optimization:
One technique for the oil recovery enhancement is the steam–
assisted gravity drainage (SAGD) in which, steam is injected
into the reservoir to reduce the viscosity of heavy oil [74].
A SAGD well typically includes a pair of wells, such that
a horizontal production well is located approximately 5 m
below another horizontal steam injection well (Fig. 15(a))
[15]. Steam is initially injected into the reservoir through
the injection and production wells until forming a sufficient
steam chamber, then the producer well is set to a production
phase. Due to gravity, the heated heavy oil falls towards the
production well and begins to flow to the surface. Meanwhile,
the injection well continues the steam injection process to
compensate for the heat loss that occurs during the production
process.
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Fig. 15. (a) Illustration showing the SAGD operation using the
injection–production well pair. (b) Three–dimensional temperature pro-
file, recorded with a fiber–optic DTS system during an SAGD process.
((b) is reproduced from [75] with permission).

Temperature profiles offered by the Raman–based DTS are
essential for optimizing the SAGD process [75]. For example,
the temperature difference between the injection and produc-
tion well is a critical parameter that should be monitored. In
case the temperature of the production well matches that of
the injection well, this is an indication of steam breakthrough
into the production well. As a result, the production well will
pump the steam/condensed water to the wellhead instead of
hydrocarbons. Adjusting the temperature difference between
the two wells to an optimum value can improve the SAGD
process. Additionally, the temperature of the injector–producer
region, which determines the heavy oil viscosity, is considered
the main parameter that controls the flow of heavy oil into
the production well. This discussion highlights the benefits
of using the fiber–optic DTS to improve the SAGD process.
However, the temperatures of steam injection are typically well
over 200 ◦C. Due to these high temperatures and harsh down-
hole environmental conditions, optical fiber cable can suffer
degradation because of, for example, hydrogen darkening [76].
Additionally, proper fiber deployment is another challenge for
monitoring the SAGD process.

Using a fiber–optic DTS system, Fig. 15(b) shows an
example of a temperature profile measurement in an SAGD
well located in the Joslyn field, Alberta, Canada [75]. The
data was recorded during the time interval from October 1
to December 31, 2004, when the SAGD well was producing.
The reservoir was initially cold, except for the toe region.
Over time, the reservoir gradually heated up from the toe until
December 31 when two–thirds of the bottom was hot.

4) Pipeline leak detection: Minor leaks in pipelines can
develop into major disasters. Detecting pipeline leaks by
pressure drop or mass balance is difficult and imprecise in
locating the leak [77]. The Raman–based fiber–optic DTS can
capture changes in pipeline surface temperature, which means
that DTS can instantly detect leaks and even make it easier
to find the leak’s location [78]. An optical fiber cable can
be attached directly to the surface of the pipeline or it can be
buried next to the pipeline. In some cases, optical fiber cables,
used for long–distance communications, are laid along with
pipelines. Because telecom fiber–optic cable usually contains
unused spare fibers (dark fibers), the dark fibers can be used
to detect leaks along pipelines with minimal additional cost.
In case a pipeline is transporting a liquid/gas, the optical
fiber cable is laid below/above the pipeline surface (Fig. 16).
Figs. 16(a) and 16(b) show representative examples of oil and
gas leak through pipelines, which respectively raise and lower
the temperature of the optical fiber cable at the site of the leak.

There are some concerns raised regarding damaging the
pipeline’s coating used to prevent corrosion and health–and–
safety limitations on personnel working near pipelines. Thus,
when possible such as in the case of a buried pipeline,
it is recommended to avoid attaching the fiber–optic cable
directly to the pipeline’s surface and instead lay the fiber
below/above a pipeline carrying liquid/gas. For example, the
product literature for DTS systems indicates that the fiber can
be laid down 10.2 cm to 15.2 cm below a pipeline carrying
a liquid [78]. The near–field temperature of the surrounding
soil is impacted by buried pipeline with internal fluid flow. The
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possibility of detecting small leaks depends not only on the
specification of the DTS system, but also on the characteristics
of the soil. In the event of small leaks, for example, there
is a strong possibility for petroleum products released from a
pipeline through a high–water–content soil to move as discrete
fingers. This is considered the worst–case scenario for leak
detection using DTS system because the leaked product may
not contact the fiber directly. Thus, the leak detectability of a
DTS system requires on–site calibration. Besides, to reduce the
false alarm rate of leak detection, it is important to calibrate
the DTS system so that the background soil temperature does
not fluctuate significantly during the DTS resolve time.
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Fig. 16. Pipeline leak detection using a fiber–optic DTS when the
pipeline is transporting oil (a) or gas (b).

IV. HYBRID DAS–DTS SYSTEM USING A MMF
As mentioned earlier, fiber–optic DTS and DAS have be-

come vital fragments in the oil and gas industry. For si-
multaneous distributed temperature and acoustic sensing in a
well, MMF and SMF are deployed downhole in a capillary
tube, along with the use of two individual DTS and DAS
interrogation units on the surface [79]. The DTS and DAS
system typically use the MMF and SMF, respectively. This
is because the DTS relies on recording the Stokes and Anti–
Stokes Raman signal that are of relatively weak powers, as
aforementioned in Section III-A. Consequently, high power
is required to be launched into the optical fiber to obtain a
reasonable SNR for the DTS system. Hence, MMF is the

preferred platform for the Raman–based DTS as the standard
MMF has a large effective area and a high threshold power of
nonlinearity that can support the needed high injected pump
power, without degrading the performance of the DTS system
[80]. In contrast, since the DAS operation depends on the
coherent interference of Rayleigh signals that are reflected by
scattering centers along the fiber, the MMF typically produces
significant noises in DAS systems. This is because the standard
MMF supports propagating a large number of modes and each
mode has its own interference signature; consequently, the
modes produce a resultant Rayleigh signal almost independent
of vibration. As a result, MMF and SMF are ideal for DTS
and DAS, respectively [80].

Having two separate temperature and vibration sensors
increases the overall cost of well and pipeline monitoring.
Another major challenge is that a myriad of producing oil and
gas wells comprise only MMFs. This is because the fiber–optic
DTS was explored many years before the DAS counterpart.
Installing a new SMF in a production well is impractical,
which prevents distributed vibration sensing within the well.
As a result, for the oil and gas industry, there are strong
economic and technical motivations to utilize the widespread
MMF for distributed hybrid acoustic–temperature sensing.

Here, we develop a MMF–based hybrid DAS–DTS system
that is tested in a field experiment. Vibration locations and
frequencies, and temperature profile are simultaneously mea-
sured on–site along a standard MMF deployed in an oil well.
We published the detailed design of the hybrid sensing system
and its calibration process in a laboratory environment in [80],
[81].

The operation principle of our design is shown schemat-
ically in Fig. 17, where we simultaneously satisfy the op-
erational requirements of the DAS and DTS system. The
optical pulses are initially launched throughout a SMF–based
circulator. The circulator second port’s SMF transfers the
fundamental mode to a MMF, via the center–launching tech-
nique [82], [83], such that the MMF operates in a quasi–
single–mode (QSM) state. In the backward direction, the Anti–
Stokes and Stokes Raman signals are filtered out using a
WDM MUX/DEMUX for temperature sensing. In contrast,
the Rayleigh backscattered signal in this design is domi-
nant by the fundamental mode because of the MMF’s QSM
operation [84]. The SMF of the circulator’s second port acts
as a spatial filter, in the backward direction, to collect only the
fundamental mode of the Rayleigh signal and discards its other
higher–order modes. The spatially filtered Rayleigh signal can
be utilized for vibration sensing, with significant mitigation of
the noise produced by the large number of modes supported
by the MMF.

Fig. 18 shows the experimental setup of our reported MMF–
based hybrid DAS–DTS system. An ultra-narrow linewidth
laser produces a CW light of a 1550–nm wavelength, a 40–
mW power, and a 100–Hz linewidth. An AOM converts the
CW light into optical pulses of a 10–kHz repetition rate and a
100–ns width. In order to satisfy the operation requirement of
the DTS system, an EDFA is then used to amplify the power
of the optical pulses. Next, the amplified optical pulses are
routed throughout a SMF–based circulator towards the center–
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launching splicing point that mainly excites the fundamental
mode in a standard 50/125 µm MMF deployed in this system.
In the backward direction, the Rayleigh, Anti–Stokes Raman,
and Stokes Raman signals are spectrally separated using the
WDM MUX/DEMUX. The Rayleigh signal is amplified using
another EDFA which amplified spontaneous emission noise is
suppressed using a fiber Bragg grating (FBG), and the filtered
Rayleigh signal is then detected using a PD. On the other
hand, the Anti–Stokes and Stokes Raman signals are separately
detected via two APDs. The analog signals from the PD/APDs
are digitized using a DAQ card that includes an analog–to–
digital converter (ADC) and a field–programmable gate array
(FPGA). The Rayleigh digital signal is continuously saved in
a solid–state drive (SSD), using the FPGA’s data streaming
module. Meanwhile, the FPGA determines the block averaging
for the Anti–Stokes and Stokes Raman signals, to improve
the SNR of the DTS system. Since the electrical pulses that
drive the AOM are generated by a pulse generation module
controlled via the FPGA, the Rayleigh data streaming and
Raman block averaging can be perfectly synchronized.

Next, we build a prototype of the hybrid sensing system
for field testing. The prototype is used to simultaneously
monitor vibration and temperature along a MMF extended
within a wellbore. The MMF is standard of a 50/125–µm
core/cladding diameter and a ∼3.8–km length. Fig. 19(a)
shows the developed prototype on–site while it is recording
and processing the vibration and temperature data. Our team
also developed a software that simultaneously visualizes the
vibrations amplitudes and frequencies and temperatures along
the MMF, in the field without the need for offline signal
processing. This is significant for decision–makers to rapidly
take critical actions, especially those related to safety. To the
best of our knowledge, this is the first field testing of a MMF–
based hybrid DAS–DTS system.

Fig. 19(b) provides the vibration information along the
FUT, over a 2–s period, which corresponds to processing
20,000 consecutive Rayleigh traces. The results of Fig. 19(b)
demonstrate that the oil well has a dynamic environment along
its depth. Applying the fast Fourier transform (FFT) to the
vibrations located near the wellhead, as marked in Fig. 19(b),
Fig. 19(c) shows the power spectrum of these vibrations. The

obtained vibration results could be fed to various application
models; however, explaining what is happening within the
well environment is beyond the scope of this work. The
temperature profile along the MMF can be simultaneously
measured (Fig. 19(d)). The system measures ∼30.7 ◦C and
∼93.5 ◦C average temperatures on the surface and wellhead,
respectively. The temperature gradually increases downhole
such that it reaches ∼100.4 ◦C at the bottom of the oil
well. This work would find significant interest not only for
the downhole monitoring but also for other applications and
industries.

V. FIBER–OPTIC DISTRIBUTED TEMPERATURE AND
STRAIN SENSING (DTSS)

based on Brillouin Scattering In general, Brillouin–based
distributed fiber–optic sensors suffer from cross–sensitivity
to temperature and strain [85], making them less commonly
used in the oil and gas industry. In case an environment
has simultaneous dynamic changes in temperature and strain,
some techniques can be used in a Brillouin–based distributed
fiber–optic sensor to distinguish between temperature and
strain [86]–[95]. With proper temperature and strain discrimi-
nation, Brillouin scattering can be exploited to simultaneously
sense temperature and strain, the so–called DTSS. Otherwise,
if we consider the target application of temperature and strain
sensing separately, Brillouin–based sensors can also be used
for DTS or distributed strain sensing (DSS) individually. In
the oil and gas industry, Brillouin–based fiber–optic DTSS is
primarily used for pipeline monitoring [31], [32], [96]–[105]
with a few other well integrity–related applications [106].

The Brillouin–based fiber–optic DTSS market for the oil
and gas industry was valued at USD 56 million in 2020 and
is expected to reach USD 74.7 million by 2026, at a CAGR
of 4.8% between 2021 and 2026 [35]. Unlike the fiber–optic
DAS and DTS markets, which are expected to be led by the
oil and gas industry, the infrastructure industry is anticipated
to lead the fiber–optic DSS market between 2021–2026.

A. Operation principle of DTSS
Brillouin–based distributed fiber–optic sensors have been

rapidly developed over the past 30 years [16], after their
first proposal in 1989 [107]–[109]. Fiber–optic DTSS can
be achieved via one of two systems: Brillouin optical time–
domain reflectometry (BOTDR) [110] and Brillouin optical
time–domain analyzer (BOTDA) [111]. The operation prin-
ciples of BOTDR and BOTDA are based on spontaneous
Brillouin scattering (SpBS) and SBS, respectively. BOTDR
has the advantage of having a simple experimental setup, with
only one FUT pumping end, making it more convenient to
deploy. In contrast, the BOTDA scheme is relatively complex
and requires two FUT pumping ends. Nevertheless, BOTDA
has a higher SNR than BOTDR, due to the essential principle
of SBS with its higher power compared to SpBS [34]

A typical BOTDR experimental setup with heterodyne de-
tection method is shown schematically in Fig. 20(a) [112]. A
narrow linewidth laser generates a CW light that is divided by
a coupler into two paths, a pump light and a local oscillator
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(b) Vibration information within the oil well. (c) Power spectrum of the
vibrations located near the wellhead. (d) Temperature profile recorded
from the surface down to the bottom of the oil well.

(LO) light. The pump light is modulated to optical pulses via
an EOM driven by a function generator. The optical pulses
are then amplified with an EDFA and launched into a SMF
through a circulator. As the pump pulses propagate along the
SMF, SpBS signal is backscattered. The backscattered signal is
directed via the circulator to be mixed with the LO light inside
another coupler to generate a Brillouin beat–signal, which
frequency is around 11GHz with the commonly used 1550
nm light source and SMF. The Brillouin beat–signal is then
detected and recorded by a PD and a DAQ , respectively.

In contrast, the typical BOTDA system is shown in
Fig. 20(b) [113], where the CW light output from a narrow
linewidth laser is split into two branches by a coupler. The
light at the upper branch is modulated by an EOM biased at
the null–point to suppress the optical carrier and driven by
a frequency controller to provide the probe light. The probe
light is amplified with an EDFA and then injected into a SMF
after passing through an isolator (ISO), which blocks the light
in the reverse direction. At the lower branch, the CW light
is modulated by another EOM to generate pump pulses. The
pump pulses are also amplified with another EDFA whose
ASE noise is discarded by a filter. Then, the pump pulses are
injected into the SMF in the reverse direction to amplify the
probe light along the SMF via the SBS effect. The amplified
probe signal is then spectrally filtered to remove its high-
frequency sideband, detected by a PD, and recorded with a
DAQ.

In the mechanism of SpBS, only one incident pump light
enters the medium and a scattered Brillouin Stokes light of
a lower frequency is generated. SpBS is caused mainly by
thermally generated acoustic phonons, which has relatively
weak intensity [34]. On the contrary, in the SBS mechanism,
two lights of different frequencies enter the medium in the
reverse direction. The energy is transferred from the pump
light to the lower frequency Brillouin Stokes (probe) light.
SBS is caused by the electrostriction from the interference of
these two lights, which significantly enhances the thermally
generated sound wave [34].

Generally in Brillouin scattering, the pump light of fre-
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quency νP (wave vector kP ), the scattered light of frequency
νS (wave vector kS), and the acoustic wave of frequency νA
(wave vector kA) satisfy the Bragg condition for energy and
momentum conservation [67]:

νP = νS + νA, (11)
kP = kS + kA. (12)

As shown in Fig. 20(c), the Brillouin scattering process can
be described as a scattering of light in a diffraction grating
moving at the velocity of sound. Generally, the Brillouin scat-
tering can occur in all angular directions. However, only the
forward and backward directions are allowed for transmission
in the optical fiber. As it can be derived from Eqs. 11 and

12, the forward direction scattering vanishes while only the
backscattered light ”survives”. The acoustic wave frequency
νA represents the frequency difference between the pump light
and the scattered light, also commonly called the Brillouin
frequency shift (BFS) νB , which can be expresses as [67]:

νA = νB =
2nVA
λP

, (13)

where n is the effective refractive index of fiber, VA is the
velocity of the acoustic wave, and λP is the pump light
wavelength in vacuum. Thus, the BFS depends on the intrinsic
properties of the optical fiber (n and VA), which are functions
of strain and temperature. It has been found that the BFS
in optical fibers is linearly related to the strain (S) and
temperature (T ), i.e., [85]:

νB (S, T ) = CS ·∆S + CT ·∆T + νB (S0, T0) , (14)

where ∆νS and ∆νT denote respectively the strain and
temperature change, CS (CT ) is the BFS strain (temperature)
coefficient, and νB (S0, T0) is a reference BFS measured at
predetermined strain S0 and temperature T0. When the acous-
tic wave decays exponentially, the Brillouin gain spectrum
(BGS) has a Lorentzian lineshape [85]:

g (ν) =
gB

1 + [(ν − νB) / (∆νB/2)]
2 , (15)

where g (ν) represents the Brillouin gain, ν is the frequency
difference between the pump light and scattered light, gB is the
Brillouin peak gain, and ∆νB is the Brillouin gain bandwidth.

The local BGSs along the whole FUT can be obtained
using any of the BOTDR and BOTDA systems, as shown
in the representative example of Fig. 20(d). Since the BFS
is the central frequency of the BGS, Lorentzian curve fitting
(LCF) can be used to estimate the BFS value [114]. Thus,
using Eq. 14, the strain and temperature along the FUT can
be measured.

In practical applications, to distinguish between temperature
and strain, techniques based on Rayleigh or Raman scattering
can be combined with Brillouin–based DTSS systems for tem-
perature and strain separation [86], [87]. In addition, a sensing
fiber can be used with a specially designed strain–isolating
jacket to obtain the temperature profile separately. Then,
the strain information can be collected using another typical
sensing fiber with compensation using the separately measured
temperature [31]. Furthermore, measuring BFS together with
Brillouin intensity, bandwidth, or birefringence can provide
temperature and strain information separately [88]–[90]. Be-
sides, some specialty optical fibers (SOF) that provide several
BFSs can be utilized for the temperature and strain discrimina-
tion, including multi–core fiber (MCF) [91], photonic crystal
fiber (PCF) [92], large–effective–area fiber (LEAF) [93], dis-
persion compensating fiber (DCF) [94], and few–mode fiber
(FMF) [95].

It is worth highlighting that the forward Brillouin scattering
(FBS), also known as the guided acoustic–wave Brillouin
scattering (GAWBS) has also been investigated for sensing
purposes recently [115]–[121]. The typical Brillouin–based
distributed fiber–optic sensors are based on backward spon-
taneous/stimulated Brillouin scattering, which involves the
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interaction of the injected light with the longitudinal acous-
tic waves in optical fibers. In contrast, the GAWBS relies
on the acoustic waves of radial or torsional–radial modes,
which propagate in the radial and circumferential directions
instead of the longitudinal direction in fibers [120], [121].
The scattered spectrum of GAWBS contains dozens of peaks
at frequencies below 1 GHz, which is also different from
that of the backward Brillouin scattering. It is difficult for
the sensors based on backward Brillouin scattering to detect
ambient measurands that do not directly perturb the fiber core.
For example, the BFS of the backward Brillouin scattering
is not affected by ambient acoustic impedance. However, the
surrounding medium affects the boundary conditions of the
acoustic waves at the outer boundary of the fiber cladding, and
thus affects the GAWBS. As a result, using a standard SMF,
GAWBS can be used to measure the acoustic impedance of the
ambient medium along with temperature and strain. Then the
acoustic impedance can be used to analyze chemical species,
e.g., the type and concentration of solutions [115], [116],
which is a unique advantage of GAWBS. GAWBS–based
sensors may be deployed for underground oil layer detection
and other potential applications in the oil and gas industry
in the future. However, it still needs some development to
become reliable, due to the challenges of achieving long–
distance distributed sensing and the requirement of having
a bare fiber to provide direct contact with the surrounding
medium.

B. Applications of DTSS in the oil and gas industry

In the oil and gas industry, Brillouin–based fiber–optic DSS
can be used to monitor pipelines [31], [32], [96]–[105] and
well integrity [106]. Here, we present some representative
petroleum–related applications of the DTSS.

1) Pipeline leak and: deformation monitoring Long–time
operation of pipelines in a harsh field environment may
corrode and even damage pipelines. In addition, pipelines
are also exposed to ambient environmental hazards such as
landslides, earthquakes, and human activities. Thus, distributed
deformation and leak monitoring of pipelines achieved by
measuring temperature and/or strain using fiber–optic DTSS
are highly demanded to detect these hazard conditions and
prevent damage in advance with some interventions.

Fig. 21(a) shows an example of using a fiber–optic DTSS
system for deformation monitoring of a buried 35–year–old
gas pipeline in Italy [31]. Three fiber–optic strain sensing
cables and one temperature sensing cable are installed along
the entire pipeline section in parallel. The strain sensing
cable is designed to make the optical fiber bonded to the
pipeline without sliding, while the temperature sensing cable
is designed to be isolated from external strain changes with a
loose tube. The three strain sensing cables are installed at 0◦,
120◦, and −120◦ with respect to the pipeline axis, respectively,
while the temperature sensing cable is installed at 0◦ position
on the pipeline to compensate for temperature for the strain
measurement. Then the pipeline is loaded with soil and thereby
deformed. Fig. 21(b) shows some successful measurements of
the averaged strain distribution along the pipeline as measured

by the three strain sensing cables (marked as SMARTapes 1,
2, and 3 in Fig. 21(b)), after compensation for the temperature
measured by the temperature sensing cable. Using the strain
distribution data with this installation technique, the curvature
and deformed shape of the pipeline can also be estimated
[31], [97]. Additional fiber–optic sensing cables can also be
installed around the pipeline to provide more detailed analyses
regarding the environmental conditions, and to investigate the
relationship between the ambient conditions and the resulting
deformation of the pipeline.

(a)

(b)

(c)

Fig. 21. (a) Installing the DTSS cables on the gas pipeline. (b) Strain
distribution along the monitored part of the pipeline. (c) Temperature
distribution results of leak test, where leak is detected using the temper-
ature change. (Reproduced from [31] with permission).

Another gas detection experiment was successfully per-
formed using the DTSS system. Carbon dioxide was released
at a single specific position on the upper surface of the pipeline
to simulate a gas leak. Then, the temperature profile along
the pipeline was collected using the temperature sensor of
the DTSS, which together with the reference temperature
information obtained before the carbon dioxide was released
are shown in Fig. 21(c). The results show that the leak can
be clearly observed and located. This representative example
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demonstrates the capability of the Brillouin–based DTSS to
implement practical pipeline leak and deformation monitoring.

Regarding the deployment of fiber–optic cables for pipeline
deformation monitoring using DSS, the optimal choice is
to attach the optical cable directly to the pipeline surface
for maximum strain detection sensitivity. However, bearing
in mind that in some cases this may affect the protective
coating of the pipeline or be dangerous for operators to attach
fibers directly to the pipeline during pipeline construction,
it is preferable to lay the optical cable a few inches above
the pipeline during the backfill. This is also convenient for
possible splicing and maintenance in the future. In this case,
although the direct strain information of the pipeline cannot
be obtained, the measured ambient strain information is still
very important and useful for detecting hazardous conditions
around the pipeline.

As noted, both Raman and Brillouin scattering can be
exploited for DTS measurement. The sensing range of the
Raman–based DTS is usually limited to tens of kilometers,
which is relatively short compared with the ultra–long sensing
range (beyond 150 km) of the Brillouin–based distributed
sensors for DTS/DSS/DTSS. The limited sensing range of
the Raman–based DTS is due to the weak intensity of the
spontaneous Raman light, which requires the use of high
pump power in a MMF to avoid the undesired nonlinear
effects and improve the SNR. However, intermodal dispersion
of the MMF further limit the sensing range. In this regard,
the backscattering intensity of the Brillouin–based DTSS can
be highly amplified using stimulated Brillouin scattering and
further the Brillouin–based DTSS utilizes SMF, which both
result in having an ultra–long sensing range.

2) Well integrity: Reservoir compaction may induce buck-
ling, tension, and shear failures in wells [106]. Fiber–optic
DSS can be used to monitor well deformation in real–time,
which may prevent or mitigate damage from well failures.

Axial tensile deformation is one of the critical well deforma-
tion mechanisms, which could cause cement failure and lead to
loss of zonal isolation. Fig. 22(a) shows an example of using a
fiber–optic DSS to detect the axial deformation of a 3.1 m well
model, located in a laboratory environment [106]. The well
model consists of an inner pipe, a cement sheath, and an outer
pipe, which respectively represent the casing, cement sheath,
and formation in the field. The fiber–optic cables are installed
in the annular cement of the model, while a tensile load is
applied on the outer pipe to produce the tensile deformation.
The cables employed from Hole #1 to Hole #6 are used for
BOTDR–based DSS, while the other two cables in Hole #7
and Hole #8 include FBGs for validation and comparison.
It should be noted that there are several optical fiber cables
between Hole #1 and Hole #8, some of which are specially
designed temperature fiber cables. The fiber core in these
cables is encased in an air– or gel–filled tube to be isolated
from external strain changes to compensate for temperature
change during the strain measurements with the BOTDR or
FBGs. It should be noted that the exploited BOTDR sensor
is a DTSS system, although we call it DSS here because it
focuses on strain sensing for the well deformation detection
only.

(a)

(b) (c)

(d) (e)

Fig. 22. (a) The configuration of the fiber–optic cables installed in the
specimen for the well deformation detection. BOTDR measurements of
strain (b) and temperature (c) using fiber–optic cables named Strain-D
and Temp-A, respectively. FBGs measurements of strain (d) and tem-
perature (e) using fiber–optic cables named FBGstrain and FBGtemp,
respectively. (Reproduced from [106] with permission).

Examples of the BOTDR–based measurements for the strain
and temperature are shown in Figs. 22(b) and 22(c), respec-
tively. For the purpose of comparison, Figs. 22(d) and 22(e)
respectively show the strain and temperature measurements
using the FBGs. The strain measurements of the BOTDR
and FBGs are generally consistent; however, the BOTDR
measurement is much smoother. This is because the strain
measurement of the BOTDR is averaged within a 1–m spatial
resolution of the distributed sensor. In contrast, the FBG–
based sensors provide strain information at each FBG location
with an interval of 2 cm. These results highlight the key
advantage of distributed fiber–optic sensing that it can monitor
long distances at lower cost and less complexity, compared
to single–point and quasi–distributed fiber–optic sensors. Al-
though this work has been successful in monitoring the axial
well deformation within a laboratory environment, more work
is needed to apply it in the field, especially for the method of
installing the fiber–optic cables.

VI. MARKET, CHALLENGES, AND FUTURE DIRECTIONS

A. Market
In terms of market analysis, the oil and gas industry is

leading the distributed fiber–optic sensing market (Fig. 23).
DTS and DAS systems are the most widely used sensors in
the oil and gas vertical, with significant market penetration
for DAS due to its various emerging applications [35]. The
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distributed fiber–optic sensing market for the oil and gas
vertical was valued at USD 517.9 million in 2020 and is
expected to reach USD 768.9 million in 2026, growing at a
compound annual growth rate (CAGR) of 6.7% between 2021
and 2026 [35]. This market growth for distributed fiber–optic
sensing in the oil and gas industry is driven by the rising need
for productivity, efficiency, and safety of operations, which can
be improved with the use of distributed fiber–optic sensing.
Table I summarizes a wide range of companies that sell and/or
provide service for distributed fiber–optic sensors and fiber–
optic cables deployed in the oil and gas industry and other
related applications [16], [35].
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Fig. 23. Distributed fiber–optic sensing market for different industries.
(Reproduced from [35] with permission).

B. Challenges

There are some major obstacles hindering growth in the
deployment of distributed fiber–optic sensors. The high–cost of
fiber–optic sensors poses a major challenge to the development
of this market [35]. Depending on the applications, operating
conditions, and the type of fiber–optic cable used, the cost
of a distributed fiber–optic sensing system can be very high
and still not affordable by every company that requires real–
time monitoring and sensing. In addition, the installation and
maintenance of these systems are also costly which makes
their implementation difficult. However, as distributed fiber–
optic sensing adoption becomes more rapid, improvements in
manufacturing and volume pricing will result in lower costs.
Additionally, lifetime continuous monitoring with fiber–optic
sensors can offset the high initial cost.

Other technical challenges include the fiber darkening
downhole [76], where hydrogen penetrates the metal tube
around the fiber and fiber jackets to enter the fiber mate-
rial causing a significant optical attenuation. However, many
efforts have been reported to tackle the hydrogen darkening
by using hermetic coating, tailoring the glass properties, and
selecting proper operation wavelengths [122]. Such optical
fiber cables with special coating and properties are now readily
available for long–term downhole monitoring.

Another hurdle relates to data size as distributed fiber–optic
sensors can provide continuous monitoring to the downhole
environment and pipelines, producing a massive amount of
data. Although continuous monitoring offers many advantages,
it also comes with its own set of challenges in terms of
data management, storage, visualization, and security. Cloud–
based data management has recently been introduced to the

oil and gas industry as an efficient mean to store, transmit,
and visualize data produced by distributed fiber–optic sensors
[123].

C. Future directions

The research community for distributed fiber–optic sensing
continues to develop new technologies in this field, which
should provide further application opportunities in the oil and
gas industry. One of the main goals of the current research
work is to improve the overall performance of distributed
fiber–optic sensing. For example, introducing new modulation
schemes, novel coding formats, and advanced signal pro-
cessing methods may help reduce the limitations of spatial
resolution, sensing range, and measuring accuracy of dis-
tributed fiber–optic sensors [16], [85], [124]. Another research
direction is to explore the capabilities of fiber–optic sensors,
including the distributed ones, to measure more parameters
with high reliability in the harsh environment of the oil and
gas industry. In laboratory environment, fiber–optic sensors
have demonstrated the ability to measure various physical and
chemical parameters, such as temperature, strain, vibration,
pressure, curvature, rotation, electric/magnetic field, flow, liq-
uid level, and liquid concentration [16], [125]. However, few
of these technologies have been reliably adopted in the oil
and gas markets. Thus, it is highly desirable to market more
fiber–optic sensors, especially chemical ones, to the oil and
gas industry.

Besides, for industrial applications, stability and durability
are just as important as the sensitivity of the sensors. Gener-
ally, the installation schemes of optical fibers directly affect
the performance and ruggedness of the sensing systems. Thus,
the installation schemes will continue to be investigated and
improved in the various application scenes. Furthermore, the
reliability of the system under different environments in the
oil and gas industry should also be researched, especially in
harsh environments with high temperature and high pressure.
It should be noted that novel design and/or doping methods
of specialty optical fibers adopted in sensing systems may
help reduce transmission loss and increase scattered light, and
also increase the tolerance of the system for harsh environ-
ments [126], [127]. This would emerge new applications of
distributed fiber–optic sensors in the various sectors of the oil
and gas industry.

Another development trend of distributed fiber–optic sensors
in the oil and gas industry is to integrate different techniques
of sensing, including DAS, DTS, and DSS, to provide a
distributed multiplexed sensing (DXS) system [128]–[131].
Since the present distributed fiber–optic sensors share some
identical optoelectronic components and can be employed
through one single optical fiber or several optical fibers inside
a single tube, it should be feasible to integrate these different
techniques into a DXS system based on the need, which
provides multi–parameter measurements. One advantage of
the integrated DXS system is that its cost is less than the
sum of individual sensing systems, while it can provide more
useful information rather than simply adding up the results
of several systems. This is because a comprehensive analysis
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TABLE I
DISTRIBUTED FIBER–OPTIC SENSING COMPANIES WITH APPLICATIONS IN THE OIL AND GAS INDUSTRY.

Company Product and/or Service Application

AP Sensing DTS, DAS systems and ser-
vices, sensor cables

Well and reservoir monitoring, liquefied natural gas monitoring, pipeline
monitoring, geo- and hydrological applications, power cable monitoring,
railway monitoring and train tracking

Aragon Photonics Labs DAS systems Reservoir monitoring, seismic monitoring, pipeline monitoring, power
cable, subsea cable, railway/highways monitoring

Baker Hughes, a GE company DTS, DSS, DAS services Upstream oil and gas

Bandweaver DTS, DAS systems Oil and gas, pipeline and process, power and utilities, fire and security
monitoring

DarkPulse DTSS systems and solutions Exploration/production monitoring in oil and gas industry, including
drill string, casing, wellhead, and production trees monitoring, pipeline
monitoring, mine safety monitoring

Fiber SenSys DAS systems and solutions Perimeter security monitoring for oil and gas industry

Fotech Solutions DAS solutions Pipeline, transport, energy, security, infrastructure monitoring

Halliburton DTS, DSS, DAS services Well, reservoir and fracture monitoring

HAWK Measurement DTS, DSS, DAS systems and
solutions

Pipeline monitoring and leak detection, conveyor health monitoring,
tailings dams monitoring, perimeter security and threat detection, power
cable monitoring

Hifi Engineering DAS systems Pipeline and downhole applications, pressure wave leak detection, direct
commodity leak detection, flow analysis, pig tracking, seismic detection
and measurement

IFOS DTS systems and services Oil and gas wells, concrete curing, pipeline flow and leakage, electric
power transmission lines, reactor vessel insulation, environmental reme-
diation, fire detection

LIOS Sensing, a NKT Photonics company DTS, DSS systems, sensor
fibers and cables

Oil and gas applications, industry temperature monitoring, power trans-
mission monitoring, structural monitoring

OFS Fitel, LLC, a Furukawa company DTS, DAS systems, sensor
fibers, cables, and components

Oil and gas, electricity, alternative energy

Omnisens DTS, DSS, DAS systems, solu-
tions, and services, sensor ca-
bles

Reservoir, pipeline, power cable, subsea, structural health monitoring, test
and measurement of optical fiber and cable

Optasense, a Luna company DAS systems and solutions Oilfield services, pipeline monitoring, highway and railway monitoring,
power cable monitoring, security surveillance

Optromix DTS, DAS systems Oil and gas well and reservoir monitoring, pipeline leakage detection,
vibroacoustic monitoring of oil wells, temperature monitoring of trans-
mission and distribution power lines

OZ optics DSTS systems, sensor compo-
nents and modules

Oil and gas, utility and cable applications, civil engineering applications,
security, fire applications

Petrospec Engineering DTS, DAS systems and ser-
vices, sensor fibers

Reservoir and wellbore monitoring

Schlumberger DTS, DAS, DTSS systems and
services

Borehole seismic operations, reservoir monitoring, downhole condition
monitoring

Sensornet DTS systems and solutions,
sensor cables

Pipeline leak detection, intrusion detection

Silixa & Welldog DTS,DSS, DAS systems and
services, sensor cables

Oil and gas applications, mining, alternative energy, environmental and
earth sciences, infrastructure

Solifos DTS, DSS, DAS systems, solu-
tions, sensor cables

Pipeline monitoring, reservoir monitoring, tank monitoring, geotechnical
monitoring, fire protection in production facilities

VIAVI DTS, DTSS systems, sensor
modules

Pipeline monitoring, power/communication cable monitoring

Weatherford DTS, DAS services Downhole sensing and permanent reservoir monitoring for well produc-
tion, injection, storage, and monitoring purposes

Yokogawa Electric Corporation DTS systems and services, sen-
sor components and modules

Pipeline leak detection, power cable monitoring, fire detection, furnace
monitoring

Ziebel DTS, DAS solutions Well integrity, well interference, seismic monitoring, flow allocation,
stimulation monitoring
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of multidimensional data at the same location would provide
more profound information on the hotspot.

On the other hand, the existing challenges in the oil and
gas industry will make the data–driven analyses even more
important. For example, the increasing difficulty of oil recov-
ery and public concerns of natural environment and resources
will require more efficient oil recovery processes and fewer
pipeline leakage events, where the data from corresponding
sensing systems are necessary. The trend of integrated sensing
systems and the trend of data–driven analyses will complement
each other in the oil and gas industry. While the amount of
data obtained and required becomes very huge, it is unrealistic
to rely only on experts in this field to provide complete
and detailed analyses and make decisions along with the
whole process. Thus, advanced artificial intelligence (AI) and
machine learning methods should be beneficial. They can help
to reduce the data size and extract useful data of events,
and even to make the decisions on behalf of the experts
[132]. In addition, take into consideration the present and
future employments of many different sensing and measuring
systems in the oil and gas industry, the adoption of a cloud–
based platform would be a promising solution to solve the
problems of secure and reliable data transport, management,
storage, analysis, visualization, and download [123], [133],
[134].

VII. DISCUSSION AND CONCLUSION

Distributed fiber–optic sensing has been used in many
applications across all sectors of the oil and gas industry. The
fiber–optic DAS can detect vibrations and their frequencies
downhole and along pipelines. Thus, fiber–optic DAS can be
used for VSP, hydraulic fracturing monitoring, downhole flow
monitoring, well integrity, and pipeline intrusion detection.
Raman–based DTS is another technique of distributed sensing
that measures temperature along an optical fiber cable. DTS
has been deployed in many petroleum applications, including
downhole flow and injection monitoring, SAGD, and pipeline
leak detection. We developed a prototype for a hybrid sensing
system that simultaneously measures vibration and temper-
ature along a MMF. The reported hybrid sensor relies on
exciting mainly the fundamental mode into the MMF in order
to satisfy the operational requirements of both the DAS and
DTS. The hybrid MMF–based DAS–DTS was examined in
a well to monitor the dynamic environment and temperature
downhole. Various vibration events were detected along the
well, and a temperature difference of ∼62.8 ◦C was recorded
between the wellhead and the surface.

We also highlighted that Brillouin–based fiber–optic DTSS
can be used to monitor well integrity, and detect pipeline
deformation. The growth of the fiber–optic DAS, DTS, and
DSS market is mainly hampered by their high–cost, which
would be mitigated by the rapid adoption of the distributed
fiber–optic sensing technologies. Finally, we pointed out that
improving the overall performance of the sensing systems,
multi–parameter sensing, including AI and machine learning,
and offering a cloud–based data management are the future
research directions of distributed fiber–optic sensing.

It should be noted that there is a special class of dis-
tributed interferometer sensors, which differs from the pre-
viously discussed classical backscattering distributed fiber-
optic sensors. The distributed interferometer sensors include
Michelson interferometers [135], Mach-Zehnder interferom-
eters [136]–[138], Sagnac interferometers [139], [140], and
hybrid interferometers [141]–[143]. These interferometer sen-
sors are usually used as distributed vibration sensors (DVS)
and need dual interferometer structures to locate the per-
turbation position. Compared to the classical backscatter-
ing distributed sensors, the distributed interferometer sensors
have the complexity of finding multiple intrusion sites si-
multaneously and have much lower locating accuracy, but
can detect vibrations of higher frequencies. Although dis-
tributed interferometer sensors can find applications in pipeline
monitoring [144]–[146] to detect fast dynamic intrusions, the
classical backscattering distributed sensors are more widely
deployed in the oil and gas industry.
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