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 The Flexible flow shop (FFS) is defined as a multi-stage flow shops with multiple parallel 
machines. FFS scheduling problem is a complex combinatorial problem which has been 
intensively studied in many real world industries. This review paper gives a comprehensive 
exploration review on the FFS scheduling problem and guides the reader by considering and 
understanding different environmental assumptions, system constraints and objective functions 
for future research works. The published papers are classified into two categories. First is the 
FFS system characteristics and constraints including the problem differences and limitation 
defined by different studies. Second, the scheduling performances evaluation are elaborated and 
categorized into time, job and multi related objectives. In addition, the resolution approaches that 
have been used to solve FFS scheduling problems are discussed. This paper gives a 
comprehensive guide for the reader with respect to future research work on the FFS scheduling 
problem. 
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1. Introduction 

A production system constructed by few parallel production lines or group of machines in a single stage 
and established in multi-stage flow shop facilities, is commonly defined as flexible or hybrid flow shop 
system. In other words, flexibility is the results of the facilities, lines or machines, that increase the 
production flow with the purpose of increasing the production capacities of the job floor by either 
balancing the capacities of the stages or eliminating/reducing the impact of the bottleneck stages 
(Jungwattanakit et al., 2008). In flexible flow shop (FFS) system, the product flow is unidirectional in 
the plant and processed in ordered operations at only one machine in each stage for one or more stages. 
The machines can be classified into identical, uniform or unrelated units (Zandieh & Gholami, 2009). 
These categories will be discussed further in the later sections. Flexible flow shop methodologies have 
been used in different industries such as semiconductor, automotive, chemical, etc. 
 
The FFS scheduling problem has attracted considerable attention since it was identified in 1970s (Choi 
& Wang, 2012). FFS scheduling problem can be generalized by two fundamental scheduling problems 
which are the flow shop scheduling and the parallel machines scheduling problems (Wang, 2005). There 
is a slight different between these two, where in the flow shop scheduling problem, a series of machines 
with various types and functions is arranged in multiple stages. Each stage only consists of one type of 
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machine. On the other hand, the parallel machines scheduling are not divided into different stages, and it 
consists of a series of identical machines at the same stage.  
 
Flexible flow shop scheduling problem can be categorized based on the number of stages, jobs and 
machines. A set of n jobs has to be processed on any one machine at each stage. FFS consists of a set of 
k ≥ 2 stages or machine centers. These stages include m identical machines in parallel. Each stage 
machine can only process one job at a time. Preemption can be either allowed or not allowed in the FFS 
problems. Many research works have scheduling with no preemption, which means that a job must be 
finished on a machine before other jobs starts to process on that machine. However, others discussed on 
the lot-splitting method where the lot can be split or divided into several machines to enhance the 
throughput and machine efficiency. In addition, FFS problems can be classified as limited or unlimited 
storage capacity for the buffer that stores the partially complete jobs while waiting to process at next 
stage. In a nut shell, different environments or constraints have been studied and discussed. Hence, these 
constraints are categorized into machine, job and system constraints in this paper.  
 
Scheduling is defined as a decision-making process for the allocation of the resources by achieving one 
or more objectives in a given time frame (Pinedo, 2008). The objective functions used in most of the 
research works can be categorized as time related, job related and multiple objectives. The relationship 
and the limitation between the constraints and the performance evaluation are discussed. A 
comprehensive review can be beneficial to researchers in respective application by depicting the current 
state-of art of the topic. We believe that this survey allow the researchers to figure out the potential future 
areas which have not been covered yet by the existing literate. 
  
2. Problem statements and Constraints 
 
2.1 Problem statement 
 
The flexible flow shop (FFS) system can be defined as a set of n jobs has to be processed in k ≥ 2 stages 
and no more than one job can be processed on the machine at a same time. Each stage either consists of 
one or more machines but at least one of these stages is involved with more than one machine. Each job 
consists of several operations and these operations are aligned in flow through stage by stage. The 
processing time of the job i and the process at lth stage is Pil≥0. The job can only process to the next 
operation only after the previous operation is complete. This is a fundamental of FFS system based on 
the papers reviewed, and most of the studies are extended the system by specifying some constraints to 
become more comprehensive and realistic.  
 
In the following sections, different constraints are discussed by using the specific notations to obtain the 
common understanding. This notation is proposed by Graham et al. (1979) and follows the structure α|β|γ 

but disaggregates α into four terms, i.e. , , , … . , . Here, α1 indicates the 
problem considered, FF/HF stands for flexible/hybrid flowshop. α2 is the number of stages, which is >1. 
For each stage, parameter α3 explaines the machine types, i.e. identical(P), uniform(Q), unrelated (R) or 
0 if there is only one machine. The parameter α4 indicates the number of machines in the stage. α3 α4 

define the characteristics of the machines. The notation α3, α4 can be grouped as  while the 
same number and machine type consists in several consecutive stages. s is the first stage while k is the 
last stage.  
 
2.2 Machine constraint 

 
The types of machines are the common criteria that determine the environment of the production system 
in FFS problem. These criteria might affect the model of the FFS problem and play an important roles in 
defining the optimization constraints. All the constraints are categorized in the following section. After 
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we gathered all of the literatures and depicted in Fig. 1, more than 70% of the total literatures have 
considered the machines to be identical, whereas uniform machines and unrelated machines are dicussed 
in less than 30% of the articles. It can reflect that, identical machines environment is more common to 
be used and is easier to be applied.  

 
Fig. 1. Machines constraint distribution 

 
2.2.1 Identical Parallel machines 
 
The FFS problem has been widely studied during the last few years but there is a large number of the 
studies associated with the identical processors/machines. Identical parallel machines can be explained 
as “the processing time of a job on each stage does not depend on the specific machine to which it is 
assigned” quoted from Ribas et al. (2010). In other words, all the machines are considered to be identical 
in all stages.  There are more than 80% of the literatures associated with identical parallel machines as 
the machine constraint (Ruiz & Vázquenz-Rodríguez, 2010) under different environments. Identical 
parallel machines have been widely used in 2 stages, 3 stages and k stages of system environment. Gupta 
and Tunc (1998) and Lee and Kim (2004) consider 2 stages FFS with m identical machines in 2-stage 
and same as Haouari et al., (2006), also present a 2 stage FFS with multiple identical machines in each 
stage. Joo et al. (2013) considered three serial stages of identical parallel machine for a dynamic FFS 
with multiple objective functions. A more general environment consisting of k stages and identical 
parallel machines in each stage was studied (Babayan & He, 2004; Choi et al., 2005; Li et al., 2014; 
Marichelvam et al., 2014; Moursli & Pochet, 2000; Niu et al., 2012; Wang & Choi, 2014; Xuan & Tang, 
2007). Identical parallel machine has also been used in other environmental constraints; for example 
Kianfar et al. (2012) presented the FFS scheduling with sequence dependent setup time and each stage 
consists of identical parallel machine as well. Kahraman et al. (2010) presented a scheduling problem 
with multiprocessor task in identical parallel machine environment where each task requires one or more 
machines simultaneously at each stage.  
 
2.2.2 Uniform parallel machines 
 
The parallel machines run with different speeds and are defined as uniform parallel machines. Similar 
identical parallel machines, uniform machines system can be applied in different stages of environment. 
This type of machine system only contributes to 8% of the total analyze literature. Riane et al. (2002) 
studied 2 uniform machines at the second stage in the FFS. Soewandi and Elmaghraby (2003) presented 
the study of 2-stages FFS sequencing problem with uniform machines in each stage. Kyparisis and 
Koulamas (2006a) presented an extension of Soewandi’s paper which considered 2-stage uniform 

78%

8%

14%

Machines Constraint Distribution

Identical machines Uniform machines Unrelated machines



  

 

70 

parallel machines problem with an alternative tight speed-dependent bound for the S-E heuristic. Bertel 
and Billaut (2004) presented a FFS with recirculation, which consists of 3-stage multiprocessor flow 
shop, and with the condition that the particular jobs are allow to re-enter at some stages. Multiple stages 
model is normally defined as k number of stages. The FFS consisting of 16 production stages with 
uniform parallel machines are discussed in Voß and Witt’s (2007)  paper. 
 
2.2.3 Unrelated parallel machines 
 
Under the real world situation, newer machines are commonly run with older and less efficient machines 
in the same production lines; it is due to the high replacement costs. The operation time required for both 
machines might be different when it performs the same operations. This situation is defined as unrelated 
parallel machines (Jungwattanakit et al., 2005). 
 
Low (2005) addressed a problem where the independent setup and dependent removal times was 
considered in the multistage flow shop scheduling with unrelated parallel machines. Jenabi et al.  (2007) 
discussed the unrelated parallel machines environment over a finite planning horizon to minimize the 
sum of setup and inventory holding costs. Sawik (2006) performed a FFS with multi-capacity machines 
for long and short term machine assignment by using integer programming. Chen and Chen  (2008, 2009) 
discussed the unrelated parallel machine problem by using bottleneck-based heuristics with three 
machine selection rules. Ruiz and Stützle (2008) presented their studies by considering few criteria which 
are included: the release dates for machines, unrelated parallel machines, machine eligibility, possibility 
of the setup times to be both anticipatory and non-anticipatory, precedence constraints and time lags. 
More studies in unrelated parallel machines can be found in (Jungwattanakit et al., 2008; Low et al., 
2008; Ruiz et al., 2008; Sawik, 2005; Yaurima et al., 2009). 
 
2.3 Job constraint 

Job constraint indicates the job’s situation in the production system which includes the buffer condition 
and the sequence dependency processing time of the jobs. These kinds of constraints will increase the 
complexity of the scheduling process while more considerations are made.   
 
2.3.1 Limited buffer 
 
There are two types of constraints, influencing on the intermediate storage which are the capacity and 
time constraints (Akkerman et al., 2007). A limited storage share by a multitude of products is considered 
as capacity constraints and usually the number of products is bigger than the number of storage. Besides, 
if the products are physically large, the intermediate storage may have a limited capacity and causing 
blocking. When this happens, the job has to remain at the upstream machine and it will affect the 
completion time. On the other hand, time constraint is considered if the intermediate products are 
presented as perishability. This usually happens in some unpackaged intermediate products which makes 
the storage time constraint become important than in other stages with packaged products. The immediate 
product might have the risk to be disposed if the operation time is over a certain period of time (Akkerman 
et al., 2007). 
 
In most studies, capacity constraint is the most common criteria to be considered. The buffer capacities 
can be divided into two categories which are limited and unlimited buffer. Almeder and Hartl (2013) 
discussed a 2-stage FFS with limited buffer where the first stage is the assembly line and the second stage 
is a backline production for quality control. Akrami et al. (2006) proposed a multi-product lot scheduling 
with limited intermediate buffers for the finite horizon economic lot. Wang and Tang (2009) presented a 
study in FFS with finite intermediate buffers by using Tabu Search algorithm.  
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2.3.2 Unlimited buffer 
 
The intermediate storage or buffer capacities is usually categoried as unlimited when the products are 
physically small such as printed circuit boards. Small products are relatively easy to store compared with 
bigger products in large quantities. The in-process inventories are allowed in the unlimited buffers 
between each successive stage.   
 
This constraint can be defined under different environments and various solutions can be applied. Fattahi 
et al. (2014) developed a branch and bound algorithm for FFS with setup time and assembly operation. 
In the study, the buffer storage is assumed to be unlimited. Wang and Choi (2012) proposed an infinite 
buffer FFS scheduling by decomposing the problem into several clusters to make it easy to solve by 
different approaches. Wang and Choi (2014) presented another paper to discuss the uncertainty in 
processing time which assumes infinite buffers as well. Jenabi et al. (2007) addressed the unlimited buffer 
between adjacent stages. There are many studies with unlimited buffer capacity in order to simplify the 
model and considerations (Torabi et al., 2006).  
 
2.3.3 Sequence dependent 
 
The machine setups are affected by two criteria which are the product variety and production sequence. 
The setup time is included into total makespan and queuing time of the product, and hence it plays an 
important role in the optimization process as well. FFS scheduling problem with sequence dependent 
setup times is even more difficult NP-hard problem as stated by Pinedo (2008). The machine sequence 
of the jobs made at the stage before and after the current stage may affect the processing times of the jobs 
in FFS. The decision made for the processing flow influences the processing time of the jobs (Ahonen & 
de Alvarenga, 2016). Logendran et al. (2006) studied the FFS scheduling with sequence-dependent setup 
times by minimizing the products makespan. The machines included are unrelated in every stage and 
some machines are not eligible to perform some jobs. Pugazhendhi et al. (2004) addressed FFS with 
sequence-dependent setup times, while the objective was to minimize the total weighted flow time. From 
the studies, the authors derived a non-permutation schedule from a given permutation sequence. 
Jungwattanakit et al. (2008) considered both sequence and machine dependent setup time in their paper. 
Kianfar et al. (2012) studied a sequence dependent setup time of FFS system by considering the non-
deterministic and dynamic arrival of jobs. In the paper of Ebrahimi et al. (2014), a stochastic modeling 
was proposed to solve the FFS problem with uncertain due date and sequence dependent family setup 
time. The due date is assumed to be uncertain and its data followed a normal distribution. Ruiz and Stützle 
(2008) presented an anticipatory and non-anticipatory machine sequence dependent setup times. They 
presented another paper in sequence dependent setup times and machine eligibility as well (Ruiz & 
Maroto, 2001). Tang and Zhang (2005) developed a heuristic combined artificial neural network to 
minimize the sum of setup times in FFS with sequence dependent setup time.  
 
2.3.4 Sequence independent 
 
A series of setup procedures before the operation on a machine is determined by setup time. The equal 
setup times of the same job is applied to the same stage and it is not affected by the sequence of the 
product flow. Zhang et al. (2005) proposed a sequence independent setup time in FFS system to minimize 
the mean completion time by splitting the lot into multiple sub-lots. Quadt and Kuhn (2005a) considered 
sequence independent batch setup cost, as well as the mean flow time. Alisantoso et al. (2003) performed 
the scheduling problem of a FFS with sequence independent setup times by using immune algorithm 
approach. Yang et al. (2004) and Yang et al. (2007) presented a multiprocessor flow shop with sequence 
independent setup time in stochastic environment which claimed to become more practical and realistic 
(Yang et al., 2004; Yang et al., 2007). In Xuan and Tang’ (2007) paper, sequence independent setup time 
is included in the FFS problem and the processing time of the first job and the setup up time are separated. 
The setup time is incurred when the machine switching the jobs between two batches. In the others words, 
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the setup of the next batch can start after the first batch. In the paper discussed by Akrami et al. (2006), 
job sequencing and lot sizing are considered to minimize three main costs which are divided into 1) the 
sum of setup costs, 2) the work-in-process inventory holding costs, 3)finished products inventory holding 
costs with the condition without backlogging. In addition, the setup time and cost are both independent 
to the sequencing and lot sizing.  
 
3. Objectives functions 
 
Objective functions can be classified as time related, job related and multi-objective functions. Time 
related objective functions are: the minimization of makespan, completion time, cycle time and flowtime. 
Although different terms are used in different studies, but the meaning is about the same. Some studies 
are further analyzed based on makespan such as total/average completion time, mean flowtime, etc. Job 
related objectives are famous in job tardiness and earliness. As indicated in the review paper of Ruiz and 
Vázquenz-Rodríguez (2010), there are not many papers which deal with multiple objectives. Single 
objective system cannot truly represent the exact situation facing the real world problems. Hence, multi-
objective scheduling is a potential study direction that tends to be more close to reality and it has not 
been deeply explored so far. Fig. 2 shows the percentages of the objectives function. 
 

 
Fig. 2. Objectives functions used in flexible flow shop scheduling problem studies 

 
3.1 Time Related Objectives Functions 
 
The makespan objective is commonly used to represent the utilization of the machines. The models of 
the makespan are relatively simple compared with total completion time and due time related objectives 
which tend to be even harder (Pinedo, 2008). From the Fig. 1, the literature up to 2014 is heavily biased 
towards the time related objectives which consists of 67% of the references. 
 
The majority of the studies have focused on the makespan minimization by using different methods under 
various environment constraints. Haouari et al. (2006) developed a B&B algorithm for makespan 
minimization. Marichelvam et al. (2014) used the metaheuristic algorithm to minimize the makespan for 
the FFS scheduling problem. The objective in (Li et al., 2014) is to assign the jobs to an optimal machine 
for each stage, in order to minimize the makespan. Makespan, completion time, cycle time or flow time 
are the terms normally used in the objective functions which have the same meaning in each case. 
Bożejko et al. (2014) developed an algorithm to solve the cyclic hybrid flow shop with minimization of 
the production cycle time. Some studies are even further divided the completion time into mean flow 
time and weighted completion time. For example, Shiau et al. (2008) proposed a constructive genetic 
algorithm to minimize the total weighted completion time in the proportionate FFS scheduling problem. 
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In the paper discussed by Niu et al. (2012), the mean total completion time or the means flow time is 
used as the minimization objectives function.   
 
Makespan or completion time minimization can be used in different environmental constraints. Soewandi 
and Elmaghraby (2003) considered the two stage uniform parallel machines FFS scheduling problem 
with minimization of makespan as objective function. Low (2005) addressed a multistage flow shop with 
unrelated parallel machine by minimizing the total flow time in the system. Thornton and Hunsucker 
(2004) proposed a new heuristics for minimal makespan with no intermediate storage in FFS problem. 
Besides, Kyparisis and Koulamas (2006b) presented another paper to discuss the multistage of FFS with 
uniform parallel machines. In 2007, Koulamas and Kyparisis (2007) presented a paper in identical 
machines for 2 and 3 stages with the same objectives as well. Jolai et al. (2012) contemplated the problem 
of scheduling a FFS with sequence dependent setup times to minimize the maximum completion time. 
In another study executed by Bertel and Billaut (2004), the schedule length is minimized by using a 
general task graph.  
 
Table 1  
Time related objectives 
Objectives Publications 
Cmax (Acero-Domínguez & Paternina-Arboleda, 2004; Akkerman et al., 

2007; Alaykýran et al., 2007; Allaoui & Artiba, 2004; Allaoui & 
Artiba, 2006; Babayan & He, 2004; Batur et al., 2016; Chamnanlor 
et al., 2015; Chen et al.,  2006; Engin & Döyen, 2004; Haouari et al., 
2006; Hong & Wang, 2000; Khamseh et al., 2014;  Kurz & Askin, 
2001, 2003, 2004; Kyparisis & Koulamas., 2006a, 2006b; Logendran 
et al., 2005; Logendran et al., 2006; Low et al., 2008; Luo et al., 2013; 
Moursli & Pochet, 2000; Oğuz & Fikret Ercan, 2005; Oğuz et al., 
2003; Oğuz et al., 2004; Ramezani et al., 2013; Riane et al., 2002; 
Ribas & Companys, 2015; Ruiz & Maroto, 2001; Ruiz & Stützle, 
2008;  Şerifoğlu & Ulusoy, 2004; Soewandi & Elmaghraby, 2001, 
2003; Tavakkoli-Moghaddam et al., 2009; Thornton & Hunsucker, 
2004; Wardono & Fathi, 2004; Ye et al., 2016; Ying, 2009; Ying & 
Lin, 2006) 

average completion time or 
total completion time of jobs or 
total flow time 

(Azizoğlu et al., 2001; Gerstl & Mosheiov, 2013; Morita & Shio, 
2005; Yang et al., 2004; Yang et al., 2007; Zhang et al., 2005) 

weighted sum of completion 
time or total weighted 
completion time of jobs 

(Shiau et al., 2008; Wang & Tang, 2009) 

 
3.2 Job Related Objectives Functions  

 
Recently, in order to meet customers’ demand, job related objectives play an important role in industries. 
Therefore, job related objectives in scheduling problem are attracting more attentions from research 
community recently. From the Fig. 1, it is striking to see that among all the papers surveyed up to 2014, 
there are 14% consider the earliness–tardiness objectives with an increasing trend. 
 
In recent years, more and more researches have shifted their objectives to tardiness minimization under 
different environmental constraints. In the study accomplished by Lee and Kim (2004), the  total tardiness 
is minimized by the proposed branch & bound approach. Kianfar et al. (2012) focused on FFS scheduling 
with sequence dependent setup time to obtain an optimal schedule that minimizes average tardiness of 
jobs where the jobs are arrived dynamically over the scheduling period. Khademi Zare and Fakhrzad 
(2011) presented an efficient algorithm to minimize the total job tardiness in FFS problem by using fuzzy 
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approach. Lin and Liao (2003) focused on a 2 stage FFS problem to minimize the maximum tardiness. 
Voß and Witt (2007) considered a real world multi-mode multi project scheduling problem in FFS to 
minimize the weighted tardiness by using dispatching rules method.  Bertel and Billaut (2004) minimized 
the weighted number of tardy jobs by an effectives heuristic algorithm. Botta-Genoulaz (2000) studied a 
FFS problem in which lags, setup and removal times are taking into consideration with the maximum 
lateness criterion. Chen and Chen (2008) developed new bottleneck-based heuristics to solve the flow 
line by minimizing the number of tardy jobs in the problem. Choi and Lee (2009) considered the 
minimization of tardy jobs in a 2-stage FFS problem with included multiple identical parallel machines. 
Gupta et al. (2002) also considered a FFS problem where the due date assignment is in counted. Takaku 
and Yura (2005) presented the FFS with tardiness/due date criteria by using online scheduling.  
 
Table 2  
Job related objectives 
Objectives Publications 
Average tardiness or total tardiness of jobs (Alisantoso et al., 2003; Allaoui & Artiba, 2004; 

Choi et al., 2005; Lee & Kim, 2004; Low, 2005; 
Sawik, 2005; Takaku & Yura, 2005) 

Number of late jobs (Gupta & Tunc, 1998) 
Maximum lateness (Botta-Genoulaz, 2000) 
Weighted sum of late jobs (Bertel & Billaut, 2004) 
Average weighted tardiness or total weighted 
tardiness of jobs 

(Arasanipalai Raghavan et al., 2015; Rahmani & 
Ramezanian, 2016; Voß & Witt, 2007) 

 
3.3 Multi-objectives 

 
Another observation can be found in Fig. 2 is that only a small number of papers consider the multiple 
objectives or the papers that deal with more than one objective. In the recent work, we can find that the 
multi-objective scheduling is a potential direction of study (T’kindt & Billaut, 2006). According to Fig. 
1, about 19% of the total literature studied are involved with multi-objectives. Minella et al. (2008) 
reviewed a large number of existing multi objectives approaches in the regular flow shop. As a 
conclusion, multi-objective scheduling has not been deeply explored so far, especially in flexible flow 
shop. Jungwattanakit et al. (2009) determined the minimization of bi-objective by combining the 
makespan and the number of tardy jobs. Joo et al. (2013) considered two distinct objectives in their study 
which are the maximization of the quality rate and minimization of the mean tardiness of jobs. Production 
efficiency, cost and the customer satisfaction can be improved by optimizing these objectives. Jolai et al. 
(2013) developed a simulated annealing approach for no-wait two-stage FFS scheduling problem with 
bi-objective. One of the objectives used is to minimize the completion time, while another objective is 
to minimize the tardiness. These objectives are used as well in the paper presented by Shih et al. (2013). 
Ebrahimi et al. (2014) discussed on FFS with sequence dependent family setup time and uncertain due 
dates with optimized simultaneously of the makespan and total weighted tardiness. Janiak et al. (2007) 
studied the flow shop with parallel machines at each stage by constructive and metaheuristic methods. 
Three measurements are included which are the total weighted earliness, the total weighted tardiness and 
the total weighted waiting time. Naderi et al. (2009) discussed on the completion time and tardiness 
minimization by considering the sequence dependent setup and transportation times in FFS problem. In 
Sawik’s (2006) paper, a multi-objective scheduling is performed by using integer programming 
formulations. The schedule is divided into long term master scheduling, short term machine assignment 
and make-to-order assembly schedule. While the objectives included the due date related performance 
measures over a planning horizon. The multi-objective in the paper by Quadt and Kuhn (2005b) was the 
minimization of setup cost and the mean flow time. They developed a heuristic solution for the planner 
to solve and manage the problem by effectively building a trade-off between the two objectives in a short 
time. The multi-objective in the study of Torabi et al. (2006) are divided into three measurements which 
are the average of transportation, setup and inventory holding costs. 
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Table 3  
Multi-objectives 

Objectives Publications 
∑waiting time + overtime (Lin & Liao, 2003) 
early-tardy+waiting+setup (Tang et al., 2002) 
Setup + WIP+early-tardy deliveries ( Liu & Chang, 2000) 
∑uiEi +∑viTi+∑wiCi+∑zidi (Gupta et al., 2002) 
1-Min cost, 2-F (Quadt & Kuhn, 2005a) 
1-num people, 2-Cmax ( Sawik, 2006) 
1-U, 2-production and inventory cost (Sawik, 2007) 
Trade-off setup cost (Quadt et al., 2005b) 
	. 1 .  (Jungwattanakit et al., 2005) 

Tardiness and maintenance costs (Yu & Seif, 2016) 
Total weighted tardiness and importance of customer (González-Neira et al., 2016) 
Production Cost, Inventory cost and external supply cost (Ramezanian et al., 2016) 
Maximum output before due date and minimum delay 
percentage 

(Chen et al.,  2016) 

Total waiting time, earliness/tardiness and adjusting cost (Jiang et al., 2015)
Completion  time and total weighted tardiness/ total 
tardiness 

(Ebrahimi et al., 2014; Li et al., 2014) 

 
4. Resolution method 
 
The nature of the solution approaches is classified and described in this section to the different variants 
of the flexible flow shop scheduling problem. There are large numbers of approaches and problem 
variants, and hence we can simply classify it into four broad classes which are the exact algorithms, 
deterministic heuristics, metaheuristic and hybrid approaches. This classification can easily capture the 
wide variety of the FFS literature and more appropriate than some other sophisticated classifications. Fig. 
3 shows the distribution of the resolution methods based on the literatures studied up to 2016. From the 
figure, we see that over 48% of the total literatures are focused on heuristic, followed by meta-heuristic, 
hybrid method and exact solution.   
 

 
Fig. 3. Resolution methods used in flexible flow shop studies 

 
4.1 Exact solution 

 
Exact algorithm is defined as an algorithm that always finds the optimal solution for an optimization 
problem. As opposed to heuristics approaches that may sometimes obtain a near optimal solution. A 
subset of these is the approximation algorithm; those are the ones which can be proven a guaranteed 
bound on the ratio between the optimal solution and the solution produced by the algorithm. For hard 
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optimization problems such as NP-hard problem, it is often the case that there are some polynomial-time 
approximation algorithms, but the best known exact algorithms requires an exponential time.  
 
Branch and bound (B&B) can be considered as a direct approach to solve the FFS problem. B&B is 
defined as an algorithm design paradigm for discrete and combinatorial optimization problems. In the 
B&B algorithm, the set of candidate solution is defined as the root of the rooted tree, while the subsets 
of the solution set is represented by the branches of this tree. The algorithm explores the branches and 
determines an upper and lower bound for the optimal solution. The algorithm iteratively discards the 
solution until the optimal solution is obtained. The method was first proposed by Land and Doig (1960) 
in 1960 and becomes one of the commonly used tool for solving NP-hard optimization problems. B&B 
algorithm is suitable only for the small size problems as discussed by Allaoui and Artiba (2006). For 
large size problems, they proposed several heuristics such as the list algorithm (LS), LPT heuristic and 
H heuristic. However, B&B algorithm has been used to obtain good results by evaluating a combination 
of multi-objective including the sum of/maximum weighted flowtime, weighted tardiness and weighted 
earliness of jobs (Madhushini & Rajendran, 2011). 
 
Most of the researches try to solve the simplified version the problem which included only 2-stage with 
only 1 machine at first stage and multi machines in the second stage such as the paper discussed by Lee 
and Kim (2004). It showed the dominances of the permutation schedules and property that can be used 
to eliminate certain nodes in the B&B tree. The lower and upper bound can be obtained by different 
methods. Fattahi et al. (2014) presented a hierarchical branch and bound algorithm with the upper bound 
is obtained by using the Greedy Randomize Adaptive Search Procedure (GRASP). Moursli and Pochet 
(2000) discussed the release dates and tails of the problem by computing the upper bounds and the lower 
bounds of the B&B algorithm.  
 
4.2 Heuristic  

 
Heuristic methods are the process of searching a satisfactory solution for a given objectives which is not 
guaranteed to be optimal. Heuristic can be used for problem solving, learning system and optimization. 
The heuristics group has been divided into constructive procedures and improvement procedures. The 
constructive procedures are refered to the methods of constructing the solution starting from job based 
or stage based. The improvement procedures category is refered to the methods that improve a given 
initial or constructed solution. The most common type of heuristic method is dispatching rules. It is also 
named as scheduling policies, prioritization rules or list scheduling algorithm. The concept of dispatching 
rules is a set of priority rules to rank and assign the jobs into corresponding machines. There are several 
dispatching rules introduced during the past decade. It shows that the dispatching rules have not only 
played a significant role in static environment but dynamic contexts as well. There are several researchers 
who have studied the combination of several dispatching rules in order to adapt in different environments 
for better solutions. They believed that there is no best rule under different environments and criteria. 
Besides, there are numbers of studies investigated the performance of dynamic dispatching rules under 
various environments (Gholami et al.,  2008).  
 
Rajendran and Holthaus (1997) presented excellent studies under various types of dispatching rules 
especially under dynamic environment. They classified these rules into 5 categories which the rules 
involving: 1) process time, 2) due dates, 3) neither process time nor due dates, 4) shop floor conditions, 
and 5) two or more of the previous categories. Different types of rules can be used to perform various 
objectives, which included time related objectives (example: flow time) and job related objectives 
(example: tardiness). A novel decoding method named forward scheduling (FS) based on the sequencing 
rules was proposed by Wang et al., (2011) for solving the FFS problem with multiprocessor tasks. This 
method decodes the solution based on the order of completion times at the previous stages to determine 
the processing order on the next stage according to the rules defined. Korytkowski et al. (2013) developed 
an evolutionary simulation based heuristics to search for the optimal dispatching rules allocation in the 
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production lines. Lu and Liu (2010) proposed a dynamic dispatching rules allocation at each decision 
point to achieve multiple performance measurement. Jayamohan and Rajendran (2000) proposed a 
method to use the same rules allocation approach under different stages. Nguyen et al. (2013) presented 
a dispatching rule which can iteratively improve the schedules from the initial completed schedules. A 
genetic programming method was used to evolve the iterative dispatching rules and enhance the 
schedules from the previous schedules. Oğuz and Ercan (2005), Oğuz et al., (2003), and Oğuz et al. 
(2004) proposed a constructive heuristic algorithm to investigate the distribution of processing time. In 
Lee’s (2009) study, he considered the three most common dispatching rules in FFS problem and 
developed three estimation approaches for the corresponding dispatching rules. Qin et al. (2013) 
proposed a new dispatching algorithm by modified Hungarian algorithm and fuzzy-logic-based control 
in the interbay material handling system. In a conclusion, we can find that more and more evolutional 
dispatching rules methods have been studied and replaced the conventional direct priority rules.   
 
Heuristic algorithms have been used in several manufacturing environments. Heuristic method is not 
only limited on the dispatching rules method, but there are still a lot of heuristics which have been 
proposed. Figielska (2008) proposed a new heuristic method based on linear programming in the FFS 
scheduling problem. The proposed method allows the selection of appropriate jobs on the parallel 
machines corresponding to the processing time. In the discussion by Hong and Wang (2000), a fuzzy 
based heuristic method was proposed to solve the makepan problem under uncertain environment. Hong 
et al. (2001) extended this work on fuzzy heuristics with uncertain data to the m stages case. Caricato et 
al. (2007) extended the FFS scheduling problem by categorizing the jobs into batches and within each 
batch, the jobs were sequentially machined. Liu (2008) proposed a rotation method for allocating and 
sequencing the sublots and the number of sublots was optimized by using linear programming under the 
single job lot streaming problem.  
 
Ying (2009) proposed an iterative greedy heuristic for FFS scheduling problem. Kurz and Askin (2001, 
2003) explored 3 types of heuristics for the FFS scheduling problem with sequence dependent setup times 
which are insertion heuristic, Johnson-based heuristics, and greedy heuristics. 3 methods were 
investigated under different range of conditions. They presented another paper in 2004 (Kurz & Askin, 
2004) by using genetic algorithm (GA) with a random key representation in FFS problem. Kim et al. 
(2007) presented another 3-type of heuristic algorithms, namely forward scheduling algorithms, 
backward scheduling algorithms, and iterative algorithms subject to a product-mix ratio constraint. In the 
forward algorithm, jobs and batches are scheduled in the first stage. Second stage is the schedule with 
these batches. On the other hand, backwards algorithm is in reverse time frame, where the jobs are 
scheduled at the second stage before the first stage. At last, an iterative algorithm schedules both stages 
iteratively using information obtained from both stages.    
 
Acero-Domínguez and Paternina-Arboleda (2004) developed a new TOC algorithm (Theory of 
Constraints) which is based on the identification and exploitation of the bottleneck stage. There is another  
novel method knowns as Discrete Differential Evolution (DDE) algorithm proposed by Pan and Wang 
(2008). They proved that DDE approach can improve the searching quality and efficiency compared with 
the greedy, Kalczynski-Kamburowski heuristics, particle swarm optimisation and differential evolution 
algorithms. 
 
4.3 Meta-heuristic 

 
The drawback of the constructive algorithms is the stagnation in a local optimum while most iterative 
algorithms always try to escape from a local optimum in order to achieve a better solution. The meta-
heuristics are iterative processes that iteratively improve potential solutions. In others words, meta-
heuristic approach is a collection of mathematical ideas, which can be employed to describe heuristic 
algorithms pertinent to a broad set of dissimilar problem. Some researchers are trying to apply these 
approaches to response the unexpected uncertainties by generate predictive schedule. There are studies 
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in generating robust schedule under dynamic FFS scheduling. Jones et al. (2002) stated that 70% of the 
articles utilize genetic algorithms as the primary metaheuristic due to its flexibility, 24% simulated 
annealing and only 6% tabu search.  
 
Genetic algorithms are the efficient tools to obtain the solution with the best compromise. Besbes et al., 
(2009) presented GA in flow shop problem where the machines are not continuously available. Wu et al. 
(2003) proposed a simplistic GA approach for an FFS with machine eligibility constraints. In the paper 
discussed by Costa et al. (2014), a properly developed smart decoding-based genetic algorithm (SGA) 
was employed for minimizing makespan for a hybrid flow shop scheduling problem with unrelated batch 
processors, limited machine capacity, and machine eligibility restrictions. The proposed procedure was 
equipped with a properly developed crossover operator named enclosed order crossover (EOX), which 
tends to keep unchanged any set of identical jobs included in a given solution to be perturbed. A memetic 
algorithm (GA with embedded local search) was proposed by Tavakkoli-Moghaddam et al. (2009) in the 
FFS with processor blocking environment. Jungwattanakit et al. (2008) used constructive algorithm as 
the starting population selection method in the recommended iterative GA based method for minimizing 
a bi-objectives problem. Quadt and Kuhn (2005b) presented a new solution procedure by the outer and 
inner GA for a batch scheduling FFS. The outer GA determines the target batch size and the target number 
of setups. While the inner GA was used to obtain an optimal schedule. Genetic algorithm has been widely 
used and implemented in production line scheduling.  
 
A tabu search algorithm was proposed by Chen et al. (2006) in the FFS problem with precedence and 
Blocking constraints (HFSS-B). Wang and Tang (2009) and Wardono and Fathi (2004) proposed tabu 
search algorithm in FFS scheduling problem with finite intermediate buffer. Niu et al. (2012) presented 
an efficient quantum immune algorithm (QIA) for flexible flow shop problem. QIA is an algorithm that 
combines immune algorithm with the quantum search algorithm. In QIA, a new adaptive crossover 
operator and fractional parts mutation operator was developed to maintain the population diversity and 
balancing the convergence speed in immune algorithm. Alisantoso et al. (2003) also described an immune 
algorithm (IA) approach for PCB manufacturing scheduling. In the paper discussed by Engin and Döyen 
(2004), artificial immune system was used in FFS as well by introducing an accelerating mechanism and 
a restraining mechanism in the algorithm. Ying and Lin (2006) proposed an ant colony optimization 
(ACO) metaheuristic for the FFS scheduling problem and Alaykýran et al. (2007) studied the regular m-
stage FFS by using Ant Colony Optimization (ACO) method as well. Tseng and Liao (2008) proposed 
particle swarm optimization algorithm in FFS problem with multiprocessor tasks. Almeder and Hartl 
(2013) presented a variable neighborhood search based solution approach in the offline stochastic FFS 
to generate proactive, robust schedules. Two types of variable neighborhood search methods were 
proposed in (Ribas et al., 2013), where the first type randomly chooses between swap and insertion 
neighborhoods, while the second type begins the search in one of the neighborhoods and continues the 
search in the other one. Janiak et al. (2007) proposed 3 constructive algorithms and 3 metaheuristics 
(based one Tabu Search and Simulated Annealing techniques) algorithms and operates on the notion of 
so-called operation processing order on each machine.  
 
4.4 Hybrid approach 

 
Hybrid approach can be defined as the combination of two or more approaches. Every single approach 
has its own pros and cons. The traditional GA often suffers from the premature convergence. The 
construction of the fitness functions and parameter dependence are the difficulty of the traditional GA as 
well. There are many studies on the GA enhancement by using an initial population and hybrid 
approaches. In the paper discussed by Jolai et al. (2012), an adaptive imperialist competitive (AICA) and 
population-based simulated annealing (PBSA) algorithms were studied and combined as a single 
approach. In the proposed hybrid method, AICA was used to construct the exploitation procedure while 
the PBSA was used for the exploration procedure. There are many hybrid approaches proposed. Morita 
and Shio (2005) proposed a new hybrid method by using GA to improve the bound calculation. 
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According to Rodriguez and Salhi (2005), the authors use both GA in the first stage and dispatching rules 
method in other stages for the FFS problem. Li et al. (2014) proposed a hybrid variable neighborhood 
search (HVNS) algorithm that combined the chemical-reaction optimization (CRO) and the estimation 
of distribution (EDA), in the FFS scheduling problem. The variable neighborhood search algorithm also 
was used to combine with tabu search algorithm in the generic case of 2 machines with no-wait flow 
shop problem (Samarghandi & ElMekkawy, 2011). 
 
In the article discussed by Cui and Gu (2015), an improved discrete artificial bee colony (IDABC) 
algorithm was combined with a novel differential evolution and a modified variable neighborhood search. 
Akrami et al. (2006) proposed a hybrid algorithm by combining GA and tabu search methods for the 
common cycle multi-product lot sizing problem in the finite and fixed planning horizon. In a paper 
studied by Tang and Zhang (2005), a new heuristic combined discrete Hopfield artificial neural network 
approach was proposed to reduce the number of neurons which makes it possible to solve larger scale 
problems. Alfieri (2009) also combined the simulation tools, heuristic with TS to solve the complex 
scheduling problem. 
 
5. Conclusion 
 
In this paper, the literatures reviewed has been focused since the year 2000 until the most recent paper 
dealing with the flexible flow shop (FFS) scheduling problem. The flexible flow shop was studied since 
it is a common in manufacturing industries and more research is paying efforts for the applicable to real 
cases. In this review, we have classified all the papers according to the objective functions, machine-
system environment constraints and the resolution method. We believed that, it would helpful for those 
researchers in this area and easier to have a brief understanding throughout the current work. As discussed 
in the objective function of the scheduling problem, multi-objective problems can be futher studied. In 
many real-world decision making problems there is a need to achieve several objectives. The single 
objective function is usually involved in all different objectives either as a minimization or maximization 
problems. This type of optimization cannot provide an alternative solution to deal with different 
objectives. While multi-objective optimization can provide a trade-off compensation solution and it 
makes the problem become more realistic. Different environment constraints have been reported in the 
literature, however, there is still a need to discuss the real-time scheduling which suffers from the 
stochastic environment since the real world is unpredictable and dynamic. Besides, the algorithm of 
rescheduling has not received sufficient attention for its importance in the real-time event and stochastic 
or dynamic environment.  
 
More and more studies are paying attention on new optimization methods to solve the scheduling 
problem incuding hybrid algorithms. We believe it is a potential challenge for the current researchers in 
computational scheduling.  
 
Acknowledgment 
 
The authors would like to thank the reviewers for their constructive comments and the Ministry of Higher 
Education of Malaysia for the support of this work through the Foundation Research Grant Scheme 
(FRGS/1/2015/TK03/MMU/02/3). 

References 
 

Acero-Domínguez, M. J., & Paternina-Arboleda, C. D. (2004, April). Scheduling jobs on a k-stage 
flexible flow shop using a TOC-based (bottleneck) procedure. Paper presented at the Proceedings of 
the 2004 Systems and Information Engineering Design Symposium, Charlottesville, VA, USA. 
doi:10.1109/SIEDS.2004.239977 



  

 

80 

Ahonen, H. & de Alvarenga, A. G. (2016). Scheduling flexible flow shop with recirculation and machine 
sequence dependent processing times: formulation ans solution procedures. International Journal of 
Advance Manufacturing Technology, 89(1-4), 765-777. doi:10.1007/s00170-016-9093-3 

Akkerman, R., Van Donk, D. P., & Gaalman, G. (2007). Influence ofcapacity- and time-constrained 
intermediate storage in two-stage food production systems. International Journal of Production 
Research, 43(13), 2955-2973. doi:10.1080/00207540600806463 

Akrami, B., Karimi, B., & Moattar Hosseini, S. M. (2006). Two metaheuristic methods for the common 
cycle economic lot sizing and scheduling in flexible flow shops with limited intermediate buffers: The 
finite horizon case. Applied Mathematics and Computation, 183(1), 634-645. 
doi:10.1016/j.amc.2006.05.106 

Alaykýran, K., Engin, O., & Döyen, A. (2007). Using ant colony optimization to solve hybrid flow shop 
scheduling problems. International Journal of Advanced Manufacturing Technology, 35(5-6), 541-
550. doi:10.1007/s00170-007-1048-2 

Alfieri, A. (2009). Workload simulation and optimisation in multi-criteria hybrid flowshop scheduling: 
A case study. International Journal of Production Research, 47(18), 5129-5145. 
doi:10.1080/00207540802010823 

Alisantoso, D., Khoo, L. P., & Jiang, P. Y. (2003). An immune algorithm approach to the scheduling of 
a flexible PCB flow shop. International Journal of Advanced Manufacturing Technology, 22(11-12), 
819-827. doi:10.1007/s00170-002-1498-5 

Allaoui, H., & Artiba, A. (2004). Integrating simulation and optimization to schedule a hybrid flow shop 
with maintenance constraints. Computers & Industrial Engineering, 47(4), 431-450. 
doi:10.1016/j.cie.2004.09.002 

Allaoui, H., & Artiba, A. (2006). Scheduling two-stage hybrid flow shop with availability constraints. 
Computers & Operations Research, 33(5), 1399-1419. doi:10.1016/j.cor.2004.09.034 

Almeder, C., & Hartl, R. F. (2013). A metaheuristic optimization approach for a real-world stochastic 
flexible flow shop problem with limited buffer. International Journal of Production Economics, 
145(1), 88-95. doi:10.1016/j.ijpe.2012.09.014 

Arasanipalai Raghavan, V., Yoon, S. W., & Srihari, K. (2015). Heuristic algorithms to minimize total 
weighted tardiness with stochastic rework and reprocessing times. Journal of Manufacturing Systems, 
37, 233-242. doi:10.1016/j.jmsy.2014.09.004 

Azizoğlu, M., Çakmak, E., & Kondakci, S. (2001). A flexible flowshop problem with total flow time 
minimization. European Journal of Operational Research, 132(3), 528-538. doi:10.1016/S0377-
2217(00)00142-9 

Babayan, A., & He, D. (2004). Solving the n-job 3-stage flexible flowshop scheduling problem using an 
agent-based approach. International Journal of Production Research, 42(4), 777-799. 
doi:10.1080/00207540310001602946  

Batur, G. D., Erol, S., & Karasan, O. E. (2016). Robot move sequence determining and multiple part-
type scheduling in hybrid flexible flow shop robotic cells. Computers & Industrial Engineering, 100, 
72-87. doi:10.1016/j.cie.2016.08.006 

Bertel, S., & Billaut, J.-C. (2004). A genetic algorithm for an industrial multiprocessor flow shop 
scheduling problem with recirculation. European Journal of Operational Research, 159(3), 651-662. 
doi:10.1016/s0377-2217(03)00434-x 

Besbes, W., Teghem, J., & Loukil, T. (2009). Scheduling hybrid flow shop problem with non-fixed 
availability constraints. European Journal of Industrial Engineering, 4(4), 413-433. 
doi:10.1504/EJIE.2010.035652 

Botta-Genoulaz, V. (2000). Hybrid flow shop scheduling with precedence constraints and time lags to 
minimize maximum lateness. International Journal of Production Economics, 64(1-3), 101-111. 
doi:10.1016/S0925-5273(99)00048-1  

Bożejko, W., Gniewkowski, Ł., Pempera, J., & Wodecki, M. (2014). Cyclic hybrid flow-shop scheduling 
problem with machine setups. Procedia Computer Science, 29, 2127-2136. 
doi:10.1016/j.procs.2014.05.197 



T.-S. Lee and Y.-T. Loong  / International Journal of Industrial Engineering Computations 10 (2019) 81

Caricato, P., Grieco, A., & Serino, D. (2007). Tsp-based scheduling in a batch-wise hybrid flow-shop. 
Robotics and Computer-Integrated Manufacturing, 23(2), 234-241. doi:10.1016/j.rcim.2005.12.004 

Chamnanlor, C., Sethanan, K., Gen, M., & Chien, C.-F. (2015). Embedding ant system in genetic 
algorithm for re-entrant hybrid flow shop scheduling problems with time window constraints. Journal 
of Intelligent Manufacturing, 28(8) 1915-1931. doi:10.1007/s10845-015-1078-9 

Chen, C.-L., & Chen, C.-L. (2008). Bottleneck-based heuristics to minimize tardy jobs in a flexible flow 
line with unrelated parallel machines. International Journal of Production Research, 46(22), 6415-
6430. doi:10.1080/00207540701352102 

Chen, C.-L., & Chen, C.-L. (2009). Bottleneck-based heuristics to minimize total tardiness for the 
flexible flow line with unrelated parallel machines. Computers & Industrial Engineering, 56(4), 1393-
1401. doi:10.1016/j.cie.2008.08.016 

Chen, L., Bostel, N., Dejax, P., Cai, J., & Xi, L. (2006). A tabu search algorithm for the integrated 
scheduling problem of container handling systems in a maritime terminal. European Journal of 
Operational Research, 181(1), 40-58. doi:10.1016/j.ejor.2006.06.033 

Chen, W., Li, J., & Ma, W. (2016). Hybrid flow shop rescheduling algorithm for perishable products 
subject to a due date with random invalidity to the operational unit. International Journal of Advanced 
Manufacturing Technology, 93(1-4), 225-239. doi:10.1007/s00170-016-8859-y 

Choi, H.-S., & Lee, D.-H. (2009). Scheduling algorithms to minimize the number of tardy jobs in two-
stage hybrid flow shops. Computers & Industrial Engineering, 56(1), 113-120. 
doi:10.1016/j.cie.2008.04.005 

Choi, S. H., & Wang, K. (2012). Flexible flow shop scheduling with stochastic processing times: A 
decomposition-based approach. Computers & Industrial Engineering, 63(2), 362-373. 
doi:10.1016/j.cie.2012.04.001 

Choi, S.-W., Kim, Y.-D., & Lee, G.-C. (2005). Minimizing total tardiness of orders with reentrant lots 
in a hybrid flowshop. International Journal of Production Research, 43(11), 2149-2167. 
doi:10.1080/00207540500050071 

Costa, A., Cappadonna, F. A., & Fichera, S. (2014). A novel genetic algorithm for the hybrid flow shop 
scheduling with parallel batching and eligibility constraints. International Journal of Advanced 
Manufacturing Technology, 75(5-8), 833-847. doi:10.1007/s00170-014-6195-7 

Cui, Z., & Gu, X. (2015). An improved discrete artificial bee colony algorithm to minimize the makespan 
on hybrid flow shop problems. Neurocomputing, 148, 248-259. doi:10.1016/j.neucom.2013.07.056 

Ebrahimi, M., Fatemi Ghomi, S. M. T., & Karimi, B. (2014). Hybrid flow shop scheduling with sequence 
dependent family setup time and uncertain due dates. Applied Mathematical Modelling, 38(9-10), 
2490-2504. doi:10.1016/j.apm.2013.10.061 

Engin, O., & Döyen, A. (2004). A new approach to solve hybrid flow shop scheduling problems by 
artificial immune system. Future Generation Computer Systems, 20(6), 1083-1095. 
doi:10.1016/j.future.2004.03.014  

Fattahi, P., Hosseini, S. M. H., Jolai, F., & Tavakkoli-Moghaddam, R. (2014). A branch and bound 
algorithm for hybrid flow shop scheduling problem with setup time and assembly operations. Applied 
Mathematical Modelling, 38(1), 119-134. doi:10.1016/j.apm.2013.06.005 

Figielska, E. (2008). A new heuristic for scheduling the two-stage flowshop with additional resources. 
Computers & Industrial Engineering, 54(4), 750-763. doi:10.1016/j.cie.2007.10.011 

Gerstl, E., & Mosheiov, G. (2013). The optimal number of used machines in a two-stage flexible 
flowshop scheduling problem. Journal of Scheduling, 17(2), 199-210. doi:10.1007/s10951-013-0343-
z 

Gholami, M., Zandieh, M., & Alem-Tabriz, A. (2008). Scheduling hybrid flow shop with sequence-
dependent setup times and machines with random breakdowns. International Journal of Advanced 
Manufacturing Technology, 42(1-2), 189-201. doi:10.1007/s00170-008-1577-3 

González-Neira, E. M., García-Cáceres, R. G., Caballero-Villalobos, J. P., Molina-Sánchez, L. P., & 
Montoya-Torres, J. R. (2016). Stochastic flexible flow shop scheduling problem under quantitative 
and qualitative decision criteria. Computers & Industrial Engineering, 101, 128-144. 
doi:10.1016/j.cie.2016.08.026 



  

 

82 

Graham, R. L., Lawler, E. L., Lenstra, J. K., & Rinnooy, K. (1979). Optimization and approximation in 
deterministic sequencing and scheduling: A survey. Annals of Discrete Mathematics, 5, 287-326. 
doi:10.1016/S0167-5060(08)70356-X  

Gupta, J. N. D., Krüger, K., Lauff, V., Werner, F., & Sotskov, Y. N. (2002). Heuristics for hybrid flow 
shops with controllable processing times and assignable due dates. Computers and Operations 
Research, 29(10), 1417-1439. doi:10.1016/S0305-0548(01)00040-5  

Gupta, J. N. D., & Tunc, E. A. (1998). Minimizing tardy jobs in a two-stage hybrid flowshop. 
International Journal of Production Research, 36(9), 2397-2417. doi:10.1080/002075498192599 

Haouari, M., Hidri, L., & Gharbi, A. (2006). Optimal scheduling of a two-stage hybrid flow shop. 
Mathematical Methods of Operations Research, 64(1), 107-124. doi:10.1007/s00186-006-0066-4 

Hong, T.-P., & Wang, T.-T. (2000). Fuzzy flexible flow shops at two machine centers for continuous 
fuzzy domains. Information Sciences, 129(1-4), 227-237. doi:10.1016/S0020-0255(00)00066-9
  

Hong, T.-P., Wang, T.-T., & Wang, S.-L. (2001). A palmer-based continuous fuzzy flexible flow-shop 
scheduling algorithm. Soft Computing, 5(6), 426-433. doi:10.1007/s005000100109 

Janiak, A., Kozan, E., Lichtenstein, M., & Oğuz, C. (2007). Metaheuristic approaches to the hybrid flow 
shop scheduling problem with a cost-related criterion. International Journal of Production 
Economics, 105(2), 407-424. doi:10.1016/j.ijpe.2004.05.027 

Jayamohan, M. S., & Rajendran, C. (2000). A comparative analysis of two different approaches to 
scheduling in flexible flow shops. Production Planning & Control, 11(6), 572-580. 
doi:10.1080/095372800414133 

Jenabi, M., Fatemi Ghomi, S. M. T., Torabi, S. A., & Karimi, B. (2007). Two hybrid meta-heuristics for 
the finite horizon ELSP in flexible flow lines with unrelated parallel machines. Applied Mathematics 
and Computation, 186(1), 230-245. doi:10.1016/j.amc.2006.06.121 

Jiang, S., Liu, M., Hao, J., & Qian, W. (2015). A bi-layer optimization approach for a hybrid flow shop 
scheduling problem involving controllable processing times in the steelmaking industry. Computers 
& Industrial Engineering, 87, 518-531. doi:10.1016/j.cie.2015.06.002 

Jolai, F., Asefi, H., Rabiee, M., & Ramezani, P. (2013). Bi-objective simulated annealing approaches for 
no-wait two-stage flexible flow shop scheduling problem. Scientia Iranica, 20(3), 861-872. 
doi:10.1016/j.scient.2012.10.044 

Jolai, F., Rabiee, M., & Asefi, H. (2012). A novel hybrid meta-heuristic algorithm for a no-wait flexible 
flow shop scheduling problem with sequence dependent setup times. International Journal of 
Production Research, 50(24), 7447-7466. doi:10.1080/00207543.2011.653012 

Jones D. F., Mirrazavi, S. K., Tamiz, M. (2002). Multi-objective metaheuristics: An overview of the 
current state-of-art. European Journal of Operational Research, 137(1), 1-9. doi:10.1016/S0377-
2217(01)00123-0  

Joo, B. J., Choi, Y. C., & Xirouchakis, P. (2013). Dispatching Rule-based Algorithms for a Dynamic 
Flexible Flow Shop Scheduling Problem with Time-dependent Process Defect Rate and Quality 
Feedback. Procedia CIRP, 7, 163-168. doi:10.1016/j.procir.2013.05.028 

Jungwattanakit, J., Reodecha, M., Chaovalitwongse, P., & Werner, F. (2005). An evaluation of 
sequencing heuristics for flexible flowshop scheduling problems with unrelated parallel machines and 
dual criteria. Magdeburg: Otto Von Guericke, Universität Magdeburg Fakultät für Mathematik. 
Retrieved from http://www.math.uni-magdeburg.de/~werner/preprints/p05-28.pdf  

Jungwattanakit, J., Reodecha, M., Chaovalitwongse, P., & Werner, F. (2008). Algorithm for flexible flow 
shop problems with unrelated parallel machines, setup times and dual criteria. International Journal 
of Advance Manufacturing Technology, 37(3-4), 354-370. doi:10.1007/s00170-007-0977-0  

Jungwattanakit, J., Reodecha, M., Chaovalitwongse, P., & Werner, F. (2009). A comparison of 
scheduling algorithms for flexible flow shop problems with unrelated parallel machines, setup times, 
and dual criteria. Computers and Operations Research, 36(2), 358-378. 
doi:10.1016/j.cor.2007.10.004  



T.-S. Lee and Y.-T. Loong  / International Journal of Industrial Engineering Computations 10 (2019) 83

Kahraman, C., Engin, O., Kaya, İ., & Öztürk, R. E. (2010). Multiprocessor task scheduling in multistage 
hybrid flow-shops: A parallel greedy algorithm approach. Applied Soft Computing, 10(4), 1293-1300. 
doi:10.1016/j.asoc.2010.03.008 

Khademi Zare, H., & Fakhrzad, M. B. (2011). Solving flexible flow-shop problem with a hybrid genetic 
algorithm and data mining: A fuzzy approach. Expert Systems with Applications, 38(6), 7609-7615. 
doi:10.1016/j.eswa.2010.12.101 

Khamseh, A., Jolai, F., & Babaei, M. (2014). Integrating sequence-dependent group scheduling problem 
and preventive maintenance in flexible flow shops. International Journal of Advanced Manufacturing 
Technology, 77(1-4), 173-185. doi:10.1007/s00170-014-6429-8 

Kianfar, K., Fatemi Ghomi, S. M. T., & Oroojlooy Jadid, A. (2012). Study of stochastic sequence-
dependent flexible flow shop via developing a dispatching rule and a hybrid GA. Engineering 
Applications of Artificial Intelligence, 25(3), 494-506. doi:10.1016/j.engappai.2011.12.004 

Kim, Y.-D., Joo, B.-J., & Shin, J.-H. (2007). Heuristics for a two-stage hybrid flowshop scheduling 
problem with ready times and a product-mix ratio constraint. Journal of Heuristics, 15(1), 19-42. 
doi:10.1007/s10732-007-9061-z 

Korytkowski, P., Wiśniewski, T., & Rymaszewski, S. (2013). An evolutionary simulation-based 
optimization approach for dispatching scheduling. Simulation Modelling Practice and Theory, 35, 69-
85. doi:10.1016/j.simpat.2013.03.006 

Koulamas, C., & Kyparisis, G. J. (2007). A note on performance guarantees for sequencing three-stage 
flexible flowshops with identical machines to minimize makespan. IIE Transactions, 39(5), 559-563. 
doi:10.1080/07408170600941649  

Kurz, M. E., & Askin, R. G. (2001). An adaptable problem-space-based search method for flexible flow 
line scheduling. IIE Transactions, 33(8), 691-693.doi:10.1023/A:1010943502591  

Kurz, M. E., & Askin, R. G. (2003). Comparing scheduling rules for flexible flow lines. International 
Journal of Production Economics, 85(3), 371-388. doi:10.1016/s0925-5273(03)00123-3 

Kurz, M. E., & Askin, R. G. (2004). Scheduling flexible flow lines with sequencedependent setup times. 
European Journal of Operational Research, 159(1), 66-82. doi:10.1016/S0377-2217(03)00401-6
  

Kyparisis, G. J., & Koulamas, C. (2006a). A note on makespan minimization in two-stage flexible flow 
shops with uniform machines. European Journal of Operational Research, 175(2), 1321-1327. 
doi:10.1016/j.ejor.2005.06.017 

Kyparisis, G. J., & Koulamas, C. (2006b). Flexible flow shop scheduling with uniform parallel machines. 
European Journal of Operational Research, 168(3), 985-997. doi:10.1016/j.ejor.2004.05.017 

Land, A. H., & Doig, A. G. (1960). An automatic method of solving discrete programming problems. 
Econometrica, 28(3), 497-520. doi:10.2307/1910129 

Lee, G.-C. (2009). Estimating order lead times in hybrid flowshops with different scheduling rules. 
Computers & Industrial Engineering, 56(4), 1668-1674. doi:10.1016/j.cie.2008.10.016 

Lee, G.-C., & Kim, Y.-D. (2004). A branch-and-bound algorithm for a two-stage hybrid flowshop 
scheduling problem minimizing total tardiness. International Journal of Production Research, 42(22), 
4731-4743. doi:10.1080/0020754041233127044 

Li, D., Meng, X., Liang, Q., & Zhao, J. (2014). A heuristic-search genetic algorithm for multi-stage 
hybrid flow shop scheduling with single processing machines and batch processing machines. Journal 
of Intelligent Manufacturing, 26(5), 873-890. doi:10.1007/s10845-014-0874-y 

Li, J., Pan, Q., & Wang, F. (2014). A hybrid variable neighborhood search for solving the hybrid flow 
shop scheduling problem. Applied Soft Computing, 24, 63-77. doi:10.1016/j.asoc.2014.07.005 

Lin, H.-T., & Liao, C.-J. (2003). A case study in a two-stage hybrid flow shop with setup time and 
dedicated machines. International Journal of Production Economics, 86(2), 133-143. 
doi:10.1016/s0925-5273(03)00011-2 

Lin, S.-W., & Ying, K.-C. (2013). Scheduling a bi-criteria flowshop manufacturing cell with sequence-
dependent family setup times. European Journal of Industrial Engineering, Inderscience Enterprises 
Ltd, 6(4), 474-496. doi:10.1504/EJIE.2012.047666  



  

 

84 

Liu, C.-Y., & Chang, S.-C. (2000). Scheduling flexible flow shops with sequence-dependent setup 
effects. IEEE Transactions Robotics and Automation, 16(4), 408-419. doi:10.1109/70.864235  

Liu, J. (2008). Single-job lot streaming in m − 1 two-stage hybrid flowshops. European Journal of 
Operational Research, 187(3), 1171-1183. doi:10.1016/j.ejor.2006.06.066 

Logendran, R., Carson, S., & Hanson, E. (2005). Group scheduling in flexible flow shops. International 
Journal of Production Economics, 96(2), 143-155. doi:10.1016/j.ijpe.2004.03.011  

Logendran, R., deSzoeke, P., & Barnard, F. (2006). Sequence-dependent group scheduling problems in 
flexible flow shops. International Journal of Production Economics, 102(1), 66-86. 
 doi:10.1016/j.ijpe.2005.02.006 

Low, C. (2005). Simulated annealing heuristic for flow shop scheduling problems with unrelated parallel 
machines. Computers & Operations Research, 32(8), 2013-2025. doi:10.1016/j.cor.2004.01.003 

Low, C., Hsu, C.-J., & Su, C.-T. (2008). A two-stage hybrid flowshop scheduling problem with a function 
constraint and unrelated alternative machines. Computers & Operations Research, 35(3), 845-853. 
doi:10.1016/j.cor.2006.04.004 

Lu, M.-S., & Liu, Y.-J. (2010). Dynamic dispatching for a flexible manufacturing system based on fuzzy 
logic. International Journal of Advanced Manufacturing Technology, 54(9-12), 1057-1065. doi: 
10.1007/s00170-010-2993-8 

Luo, H., Zhang, A., & Huang, G. Q. (2013). Active scheduling for hybrid flowshop with family setup 
time and inconsistent family formation. Journal of Intelligent Manufacturing, 26(1), 169-187. 
doi:10.1007/s10845-013-0771-9 

Madhushini, N., & Rajendran, C. (2011). Branch-and-bound algorithms for scheduling in an m-machine 
permutation flowshop with a single objective and with multiple objectives. European Journal of 
Industrial Engineering, 5(4), 361-387. doi:10.1504/EJIE.2011.042737  

Marichelvam, M. K., Prabaharan, T., & Yang, X. S. (2014). Improved cuckoo search algorithm for hybrid 
flow shop scheduling problems to minimize makespan. Applied Soft Computing, 19, 93-101. 
doi:10.1016/j.asoc.2014.02.005 

Minella, G., Ruiz, R., & Ciavotta, M. (2008). A review and evaluation of multi-objective algorithms for 
the flowshop scheduling problem. INFORMS Journal on Computing, 20(3), 451-471. 
doi:10.1287/ijoc.1070.0258  

Morita, H., & Shio, N. (2005). Hybrid branch and bound method with genetic algorithm for flexible 
flowshop scheduling problem. JSME International Journal Series C-Mechanical Systems Machine 
Elements and Manufacturing, 48(1), 46-52. doi:10.1299/jsmec.48.46  

Moursli, O., & Pochet, Y. (2000). A branch and bound algorithm for the hybrid flowshop. International 
Journal of Production Economics, 64(1-3), 113-125. doi:10.1016/S0925-5273(99)00051-1  

Naderi, B., Zandieh, M., Khaleghi Ghoshe Balagh, A., & Roshanaei, V. (2009). An improved simulated 
annealing for hybrid flowshops with sequence-dependent setup and transportation times to minimize 
total completion time and total tardiness. Expert Systems with Applications, 36(6), 9625-9633. 
doi:10.1016/j.eswa.2008.09.063  

Nguyen, S., Zhang, M., Johnston, M., & Tan, K. C. (2013). Learning iterative dispatching rules for job 
shop scheduling with genetic programming. International Journal of Advanced Manufacturing 
Technology, 67(1-4), 85-100. doi:10.1007/s00170-013-4756-9 

Niu, Q., Zhou, T., Fei, M., & Wang, B. (2012). An efficient quantum immune algorithm to minimize 
mean flow time for hybrid flow shop problems. Mathematics and Computers in Simulation, 84, 1-25. 
doi:10.1016/j.matcom.2011.02.014 

Oğuz, C., & Fikret Ercan, M. (2005). A genetic algorithm for hybrid flow-shop scheduling with 
multiprocessor tasks. Journal of Scheduling, 8(4), 323-351. doi: 10.1007/s10951-005-1640-y  

Oğuz, C., Fikret Ercan, M., Edwin Cheng, T. C., & Fung, Y. F. (2003). Heuristic algorithms for 
multiprocessor task scheduling in a two-stage hybrid flow-shop. European Journal of Operational 
Research, 149(2), 390-403. doi:10.1016/s0377-2217(02)00766-x 

Oğuz, C., Zinder, Y., Ha Do, V., Janiak, A., & Lichtenstein, M. (2004). Hybrid flow-shop scheduling 
problems with multiprocessor task systems. European Journal of Operational Research, 152(1), 115-
131. doi:10.1016/S0377-2217(02)00644-6 



T.-S. Lee and Y.-T. Loong  / International Journal of Industrial Engineering Computations 10 (2019) 85

Pinedo, M. (2008). Scheduling: Theory, algorithm, and systems (3rd ed.). New York: Springer. 
Pugazhendhi, S., Thiagarajan, S., Rajendran, C., & Anantharaman, N. (2004). Generating non-

permutation schedules in flow line based manufacturing systems with sequence-dependent setup times 
of jobs: A heuristic approach. International Journal of Advance Manufacturing Technology, 23, 64-
78. doi:10.1007/s00170-002-1525-6  

Qin, W., Zhang, J., & Sun, Y. (2013). Dynamic dispatching for interbay material handling by using 
modified Hungarian algorithm and fuzzy-logic-based control. International Journal of Advanced 
Manufacturing Technology, 67(1-4), 295-309. doi:10.1007/s00170-013-4775-6 

Quadt, D., & Kuhn, H. (2005a). Batch scheduling of jobs with identical process times on flexible 
flowlines. International Journal of Production Economics, 105(2), 385-401. 
doi:10.1016/j.ijpe.2004.04.013 

Quadt, D., & Kuhn, H. (2005b). Conceptual framework for lot-sizing and scheduling of flexible flow 
lines. International Journal of Production Research, 43(11), 2291-2308. 
doi:10.1080/00207540500066762  

Pan, Q.-K., & Wang, L. (2008). A novel differential evolution algorithm for no-idle permutation flow-
shop scheduling problems. European Journal of Industrial Engineering, 2(3), 279-297. 
doi:10.1504/EJIE.2008.017687  

Rahmani, D., & Ramezanian, R. (2016). A stable reactive approach in dynamic flexible flow shop 
scheduling with unexpected disruptions: A case study. Computers & Industrial Engineering, 98, 360-
372. doi:10.1016/j.cie.2016.06.018 

Rajendran, C., & Holthaus, O. (1997). A comparative study of dispatching rules in dynamic flow shops 
and job shops. European Journal of Operational Research, 116(1), 156-170. doi:10.1016/S0377-
2217(98)00023-X 

Ramezani, P., Rabiee, M., & Jolai, F. (2013). No-wait flexible flowshop with uniform parallel machines 
and sequence-dependent setup time: A hybrid meta-heuristic approach. Journal of Intelligent 
Manufacturing, 26(4), 731-744. doi:10.1007/s10845-013-0830-2 

Ramezanian, R., Fallah Sanami, S., & Shafiei Nikabadi, M. (2016). A simultaneous planning of 
production and scheduling operations in flexible flow shops: Case study of tile industry. International 
Journal of Advanced Manufacturing Technology, 88(9-12), 2389-2403. doi:10.1007/s00170-016-
8955-z 

Riane, F., Artiba, A., & Elmaghraby, S. E. (2002). Sequencing a hybrid two-stage flowshop with 
dedicated machines. International Journal of Production Research, 40(17), 4353-4380. 
doi:10.1080/00207540210159536  

Ribas, I., & Companys, R. (2015). Efficient heuristic algorithms for the blocking flow shop scheduling 
problem with total flow time minimization. Computers & Industrial Engineering, 87, 30-39. 
doi:10.1016/j.cie.2015.04.013 

Ribas, I., Companys, R., & Tort-Martorell, X. (2013). A competitive variable neighbourhood search 
algorithm for the blocking flow shop problem. European Journal of Industrial Engineering, 7(6), 729-
754. doi:10.1504/EJIE.2013.058392  

Ribas, I., Leisten, R., & Framiñan, J. M. (2010). Review and classification of hybrid flow shop scheduling 
problems from a production system and a solutions procedure perspective. Computers & Operations 
Research, 37(8), 1439-1454. doi:10.1016/j.cor.2009.11.001 

Rodriguez, J. A. V., & Salhi, A. (2005, September). Performance of single stage representation genetic 
algorithms in scheduling flexible flow shops. Paper presented at the The 2005 IEEE Congress on 
Evolutionary Computation, Edinburgh, Scotland, UK. doi:10.1109/CEC.2005.1554849  

Ruiz, R., & Maroto, C. (2001). A genetic algorithm for hybrid flowshops with sequence dependent setup 
times and machine eligibility. European Journal of Operational Research, 169(3), 781-800. 
doi:10.1016/j.ejor.2004.06.038   

Ruiz R, & Stützle, T. (2008). An iterated greedy heuristic for the sequence dependent setup times flow 
shop with makespan and weighted tardiness objectives. European Journal of Operational Research, 
187(3), 1143-1159. doi:10.1016/j.ejor.2006.07.029   



  

 

86 

Ruiz, R., Şerifoğlu, F. S., & Urlings, T. (2008). Modeling realistic hybrid flexible flowshop scheduling 
problems. Computers & Operations Research, 35(4), 1151-1175. doi:10.1016/j.cor.2006.07.014 

Ruiz, R., & Vázquenz-Rodríguez, J. A. (2010). The hybrid flow shop scheduling problem. European 
Journal of Operational Research, 205(1), 1-18. doi:10.1016/j.ejor.2009.09.024 

Samarghandi, H., & ElMekkawy, T. Y. (2011). An efficient hybrid algorithm for the two-machine no-
wait flow shop problem with separable setup times and single server. European Journal of Industrial 
Engineering, 5(2), 111-131. doi:10.1504/EJIE.2011.039869  

Sawik, T. (2005). Integer programming approach to production scheduling for make-to-order 
manufacturing. Mathematical and Computer Modelling, 41(1), 99-118. 
doi:10.1016/j.mcm.2003.10.053 

Sawik, T. (2006). Hierarchical approach to production scheduling in make-to-order assembly. 
International Journal of Production Research, 44(4), 801-830. doi:10.1080/00207540500340969 

Sawik, T. (2007). A lexicographic approach to bi-objective scheduling of single-period orders in make-
to-order manufacturing. European Journal of Operational Research, 180(3), 1060-1075. 
doi:10.1016/j.ejor.2006.05.023  

Şerifoğlu, F. S., & Ulusoy, G. (2004). Multiprocessor task scheduling in multistage hybrid flow-shops: 
A genetic algorithm approach. Journal of the Operational Research Society, 55(5), 504-512. 
doi:10.1016/j.asoc.2010.03.008  

Shiau, D.-F., Cheng, S.-C., & Huang, Y.-M. (2008). Proportionate flexible flow shop scheduling via a 
hybrid constructive genetic algorithm. Expert Systems with Applications, 34(2), 1133-1143. 
doi:10.1016/j.eswa.2006.12.002 

Soewandi, H., & Elmaghraby, S. E. (2001). Sequencing three-stage flexible flowshops with identical 
machines to minimize makespan. IIE Transactions, 33(11), 985-993. doi:10.1023/A:1010934318497
  

Soewandi, H., & Elmaghraby, S. E. (2003). Sequencing on two-stage hybrid flowshops with uniform 
machines to minimize makespan. IIE Transactions, 35(5), 467-477. doi:10.1080/07408170304391
  

Takaku, K., & Yura, K. (2005). Online scheduling aiming to satisfy due date for flexible flow shops. 
JSME International Journal Series C-Mechanical Systems Machine Elements and Manufacturing, 
48(1), 21-25. doi:10.1299/jsmec.48.21  

Tang, L., & Zhang, Y. (2005). Heuristic combined artificial neural networks to schedule hybrid flowshop 
with sequence dependent setup times. In J. Wang, X. Liao, Z. Yi (Eds.), Advances in Neural 
Networks – ISNN 2005. Lecture Notes in Computer Science (Vol. 3496). Berlin, Heidelberg: 
Springer. 

Tang, L., Luh, P. B., Liu, J., & Fang, L. (2002). Steel-making process scheduling using Lagrangian 
relaxation. International Journal of Production Research, 40, 55-70. 
doi:10.1080/00207540110073000  

Tavakkoli-Moghaddam, R., Safaei, N., & Sassani, F. (2009). A memetic algorithm for the flexible flow 
line scheduling problem with processor blocking. Computers and Operations Research, 36(2), 402-
414. doi:10.1016/j.cor.2007.10.011  

Thornton, H. W., & Hunsucker, J. L. (2004). A new heuristic for minimal makespan in flow shops with 
multiple processors and no intermediate storage. European Journal of Operational Research, 152(1), 
96-114. doi:10.1016/S0377-2217(02)00524-6  

T'kindt, V., & Billaut, J.-C. (2006). Multicriteria scheduling: Theory, models and algorithm. Berlin: 
Springer. 

Torabi, S. A., Fatemi Ghomi, S. M. T., & Karimi, B. (2006). A hybrid genetic algorithm for the finite 
horizon economic lot and delivery scheduling in supply chains. European Journal of Operational 
Research, 173(1), 173-189. doi:10.1016/j.ejor.2004.11.012 

Tseng, C.-T., & Liao, C.-J. (2008). A particle swarm optimization algorithm for hybrid flowshop 
scheduling with multiprocessor tasks. International Journal of Production Research, 46(17), 4655-
4670. doi:10.1080/00207540701294627  



T.-S. Lee and Y.-T. Loong  / International Journal of Industrial Engineering Computations 10 (2019) 87

Voß, S., & Witt, A. (2007). Hybrid flow shop scheduling as a multi-mode multi-project scheduling 
problem with batching requirements: A real-world application. International Journal of Production 
Economics, 105(2), 445-458. doi:10.1016/j.ijpe.2004.05.029 

Wang, H. (2005). Flexible flow shop scheduling: Optimum, heuristics and artificial intelligence 
solutions. Expert Systems, 22(2), 78-85. doi:10.1111/j.1468-0394.2005.00297.x  

Wang, K., & Choi, S. H. (2012). A decomposition-based approach to flexible flow shop scheduling under 
machine breakdown. International Journal of Production Research, 50(1), 215-234. 
doi:10.1080/00207543.2011.571456 

Wang, K., & Choi, S. H. (2014). A holonic approach to flexible flow shop scheduling under stochastic 
processing times. Computers & Operations Research, 43, 157-168. doi:10.1016/j.cor.2013.09.013 

Wang, L., Xu, Y., Zhou, G., Wang, S., & Liu, M. (2011). A novel decoding method for the hybrid flow-
shop scheduling problem with multiprocessor tasks. The International Journal of Advanced 
Manufacturing Technology, 59(9-12), 1113-1125. doi:10.1007/s00170-011-3541-x 

Wang, X., & Tang, L. (2009). A tabu search heuristic for the hybrid flowshop scheduling with finite 
intermediate buffers. Computers and Operations Research, 36(3), 907-918. 
doi:10.1016/j.cor.2007.11.004   

Wardono, B., & Fathi, Y. (2004). A tabu search algorithm for the multi-stage parallel machine problem 
with limited buffer capacities. European Journal of Operational Research, 155(2), 380-401. 
doi:10.1016/S0377-2217(02)00873-1  

Wu, Y., Liu, M., & Wu, C. (2003, November). A genetic algorithm for solving flow shop scheduling 
problems with parallel machines and special procedure constraints. Paper presented at the 
Proceedings of the Second International Conference on Machine Learning and Cybernetics, Xi'an, 
China. doi:10.1109/ICMLC.2003.1259784 

Xuan, H., & Tang, L. (2007). Scheduling a hybrid flowshop with batch production at the last stage. 
Computers & Operations Research, 34(9), 2718-2733. doi:10.1016/j.cor.2005.10.014 

Yang, T., Kuo, Y., & Chang, I. (2004). Tabu-search simulation optimization approach for flow-shop 
scheduling with multiple processors — a case study. International Journal of Production Research, 
42(19), 4015-4030. doi:10.1080/00207540410001699381 

Yang, T., Kuo, Y., & Cho, C. (2007). A genetic algorithms simulation approach for the multi-attribute 
combinatorial dispatching decision problem. European Journal of Operational Research, 176(3), 
1859-1873. doi:10.1016/j.ejor.2005.10.048 

Yaurima, V., Burtseva, L., & Tchernykh, A. (2009). Hybrid flowshop with unrelated machines, 
sequence-dependent setup time, availability constraints and limited buffers. Computers and Industrial 
Engineering, 56(4), 1452-1463. doi:10.1016/j.cie.2008.09.004  

Ye, H., Li, W., & Miao, E. (2016). An effective heuristic for no-wait flow shop production to minimize 
makespan. Journal of Manufacturing Systems, 40, 2-7. doi:10.1016/j.jmsy.2016.05.001 

Ying, K.-C. (2009). An iterated greedy heuristic for multistage hybrid flowshop scheduling problems 
with multiprocessor tasks. Journal of the Operational Research Society, 60(6), 810-817. 
doi:10.1057/palgrave.jors.2602625 

Ying, K.-C., & Lin, S.-W. (2006). Multiprocessor task scheduling in multistage hybrid flowshops: an ant 
colony system approach. International Journal of Production Research, 44(16), 3161-3177. 
doi:10.1080/00207540500536939  

Yu, A. J., & Seif, J. (2016). Minimizing tardiness and maintenance costs in flow shop scheduling by a 
lower-bound-based GA. Computers & Industrial Engineering, 97, 26-40. 
doi:10.1016/j.cie.2016.03.024 

Zandieh, M., & Gholami, M. (2009). An immune algorithm for scheduling a hybrid flow shop with 
sequence-dependent setup times and machines with random breakdowns. International Journal of 
Production Research, 47(24), 6999-7027. doi:10.1080/00207540802400636 

Zhang, W., Yin, C., Liu, J., & Linn, R. J. (2005). Multi-job lot streaming to minimize the mean 
completion time in m-1 hybrid flowshops. International Journal of Production Economics, 96(2), 
189-200. doi:10.1016/j.ijpe.2004.04.005  



  

 

88 

 

 

 

 

© 2019 by the authors; licensee Growing Science, Canada. This is an open access article 
distributed under the terms and conditions of the Creative Commons Attribution (CC-
BY) license (http://creativecommons.org/licenses/by/4.0/). 

  


