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Abstract
During the long history of computer vision, one of the grand challenges has been semantic segmentation which is the
ability to segment an unknown image into different parts and objects (e.g., beach, ocean, sun, dog, swimmer). Furthermore,
segmentation is even deeper than object recognition because recognition is not necessary for segmentation. Specifically,
humans can perform image segmentation without even knowing what the objects are (for example, in satellite imagery or
medical X-ray scans, there may be several objects which are unknown, but they can still be segmented within the image
typically for further investigation). Performing segmentation without knowing the exact identity of all objects in the scene
is an important part of our visual understanding process which can give us a powerful model to understand the world and
also be used to improve or augment existing computer vision techniques. Herein this work, we review the field of semantic
segmentation as pertaining to deep convolutional neural networks. We provide comprehensive coverage of the top approaches
and summarize the strengths, weaknesses and major challenges.
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1 Introduction

For the last three decades, one of the most difficult prob-
lems in computer vision has been image segmentation. Image
segmentation is different from image classification or object
recognition in that it is not necessary to knowwhat the visual
concepts or objects are beforehand. To be specific, an object
classification will only classify objects that it has specific
labels for such as horse, auto, house, dog. An ideal image
segmentation algorithm will also segment unknown objects,
that is, objects which are new or unknown. There are numer-
ous applications [1–12] where image segmentations could be
used to improve existing algorithms from cultural heritage
preservation to image copy detection to satellite imagery
analysis to on-the-fly visual search and human–computer
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interaction. In all of these applications, having access to
segmentations would allow the problem to be approached
at a semantic level. For example, in content-based image
retrieval, each image could be segmented as it is added to
the database. When a query is processed, it could be seg-
mented and allow the user to query for similar segments in the
database—e.g., find all of the motorcycles in the database. In
human–computer interaction, every part of each video frame
would be segmented so that the user could interact at a finer
level with other humans and objects in the environment. In
the context of an airport, for example, the security team is typ-
ically interested in any unattended baggage, some of which
could hold dangerous materials. It would be beneficial to
make queries for all objects which were left behind by a
human.
Given a new image, an image segmentation algorithm should
output which pixels of the image belong together semanti-
cally. For example, in Fig. 1, the input image consists of an
audience watching two motorcyclists in a race. In Fig. 2, we
see the ideal segmentation which clusters the pixels by the
semantic objects—all of the pixels belonging to a motorcy-
cle are colored green to show they belong together, similarly
with the riders and audience who are colored pink.

It is currently unclear how the human brain finds the cor-
rect segmentation. Segmenting an image involves a deep
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Fig. 1 Motorcycle racing image

Fig. 2 Segmentation for motorcycle racing image

semantic understanding of the world and which things are
parts of a whole.

Traditional image segmentation algorithms are typically
based on clustering often with additional information from
contours and edges [1,2,13]. For example, in the simplest
case, satellite image segmentation can often successfully be
performed by clustering pixels based on wavelength, that is,
one would create clusters based on similar pixels which are
also located spatially nearby.

There have been numerous enhancements and evolutions
to the clustering approach. One of the most well-known
and significant approaches is modeling using a Markov
process [14]. Another notable method was combining con-
tour detection in a hierarchical approach [15]. In SAR
imagery, region growing with unsupervised learning was
explored [8]. For good overviews of the older pre-deep
learning approaches, we refer the reader to several sur-
veys [9,16–20] which cover the works spanning color and
edge image segmentations to medical image understanding.
However, recent advances havemademanyof the oldermeth-
ods obsolete. Therefore, we turn to the current approaches
which are considered to be the state of the art and have
achieved the top benchmark performance across the well-
known international datasets.

According to the main component of recent semantic seg-
mentation methods, we divide them into three categories:
region-based semantic segmentation, FCN-based semantic
segmentation and weakly supervised segmentation. In the
next part, we will talk about their main ideas.

2 Region-based semantic segmentation

The region-based methods generally follow the “segmenta-
tion using recognition” pipeline, which first extracts free-
form regions from an image and describes them, followed
by region-based classification. At test time, the region-based
predictions are transformed to pixel predictions, usually by
labeling a pixel according to the highest scoring region that
contains it [21].
Regions with CNN feature (RCNN) [22] is one represen-
tative work for the region-based methods. It performs the
semantic segmentation based on the object detection results.
To be specific, RCNN first utilizes selective search [23] to
extract a large quantity of object proposals and then computes
CNN features for each of them. Finally, it classifies each
region using the class-specific linear SVMs. Compared with
traditional CNN structures which are mainly intended for
image classification, RCNN can address more complicated
tasks, such as object detection and image segmentation, and it
even becomes one important basis for both fields. Moreover,
RCNN can be built on top of any CNN structures, such as
AlexNet [24], VGG [25], GoogLeNet [26] and ResNet [27].

For the image segmentation task, RCNN extracted two
types of features for each region: full region feature and
foreground feature, and found that it could lead to better per-
formance when concatenating them together as the region
feature. RCNN achieved significant performance improve-
ments due to using the highly discriminative CNN features.
However, it also suffers from three main drawbacks for the
segmentation task, which motivated significant research:

1. The feature is not compatible with the segmentation task.
Although the CNN feature has been repeatedly shown
to give higher performance as compared to conventional
hand-crafted features like SIFT [28] and HOG [29], it is
not specifically designed for the image segmentation task.
Hariharan et al. [30] argued that the network RCNN uti-
lized was actually fine-tuned to classify bounding boxes
(i.e., to extract full region features), making it subopti-
mal to extract foreground features. To address this issue,
they introducedone additional networkwhichwas specif-
ically fine-tuned on the region foreground and proposed
to jointly train the two networks. For the proposal gener-
ation, SDS [30] replaced selective search withMCG [31]
and reported better results. Given pre-computed propos-
als [21], aimed to combine the region classification and
semantic segmentation together. It introduced a differ-
entiable region-to-pixel layer which could map image
regions to image pixels, making the whole network
specifically fine-tuned for the image segmentation task.

2. The feature does not contain enough spatial information
for precise boundary generation. RCNN employed the
activations from the fully connected layer, which have
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beenverified to bemore semanticallymeaningful than the
features from intermediate layers. However, the interme-
diate layer activations contain more spatial information
and thus aremore precise in localization.Toget the best of
both worlds [32], utilized hypercolumns as pixel descrip-
tors, which consist of activations of all CNN units above
that pixel. Intuitively, the core idea was to treat the stages
in the CNN in a similar way as a coarse-to-fine image
pyramid where the coarse layer information typically led
to higher accuracy, but poor spatial precision and the
fine level information led to high spatial precision, but
poor accuracy. By combining the coarse and fine layers,
prior research had found that fusing the information could
result in higher accuracy and precision. So, by connecting
and using the information across CNN stages as a hyper-
column, the authors were also able to produce significant
improvements. Likewise [33], utilized convolutional fea-
ture masking (CFM) to extract segment features directly
from the last convolutional feature map, followed by a
spatial pyramid pooling (SPP) layer [34]. As a conse-
quence, CFM can determine the segmentation accurately
and efficiently.

3. Generating segment-based proposals takes time and
would greatly affect the final performance. In contrast
to prior approaches which only formulated segmentation
masks inside the pre-generated proposals, recent works
tend tomake thewhole process end-to-end trainable. This
can not only eliminate the side effect of object propos-
als, but also improve the efficiency. For instance [35],
proposed a proposal-free framework, which segmented
objects via mid-level patches. As it integrated region
generation (i.e., image patches) into the network and
modeled the segmentation branch as a pixel-wise classi-
fier, the entire process of segmenting image patches was
end-to-end trainable. The final object segmentation was
achieved by merging the information from multi-scale
patches. One more recent work appeared in [36], which
extended Faster RCNN [37] by introducing an additional
branch for predicting anobjectmask.Likewise, thewhole
network can also be trained end-to-end.

3 FCN-based semantic segmentation

The key idea in FCN-based methods [38–40] is that they
learn a mapping from pixels to pixels, without extracting the
region proposals. The FCN network pipeline is an extension
of the classical CNN. The main idea is to make the classical
CNN take as input arbitrary-sized images. The restriction of
CNNs to accept and produce labels only for specific sized
inputs comes from the fully connected layers which are, by
definition, fixed. Contrary to them, FCNs only have convo-
lutional and pooling layers which give them the ability to

make predictions on arbitrary-sized inputs. Although this is
the case, the size of the output of FCNs depends on the input
size rather than always producing a fixed-size output. Thus,
these kinds of networks are commonly used for local rather
than global tasks (i.e., semantic segmentation [38] or object
detection [41] instead of object classification [37]).

Since FCNs are composed of convolutional, pooling and
upsampling layers, depending on the definition of a loss func-
tion, they can be end-to-end trainable. The networks of [38]
produce a pixel-dense output with 21 channels, each one
corresponding to one PASCAL VOC-2012 class, including
background. They typically use the per-pixel softmax loss
function. Using the above configuration, they tried two dif-
ferent learning schemes. The first approach used a batch size
of 20 images and accumulated the gradients from all images,
and the second method was with batch size one, or online
learning. Their experiments showed that online learning with
higher momentum produced better FCNmodels in less wall-
clock training time.

One issue in FCN approaches is that by propagating
through several alternated convolutional and pooling layers,
the resolution of the output feature maps is down-sampled.
Therefore, the direct predictions of FCN are typically in
low resolution, resulting in relatively fuzzy object bound-
aries. A variety of FCN-based approaches are proposed very
recently to address this issue. For example [39], proposed a
multi-scale convolutional network which consists of multi-
ple scale sub-networks with different resolution outputs to
progressively refine the coarse prediction. Long et al. [38]
learned to combine coarse, high layer information with fine,
low layer information. The multilayer outputs were followed
by deconvolutional layers for bilinear upsampling to pixel-
dense outputs. To accurately reconstruct highly nonlinear
structures of object boundaries [42], replaced the simple
deconvolutional procedure in [38] with a deep deconvolu-
tional network for identifying pixel-wise class labels and
predicting segmentation masks. Apart from the deconvolu-
tional layers, DeepLab-CRF [43,44] offered an alternative to
raise the output resolution. It first applied the atrous convo-
lution to increase the feature resolution and then employed
bilinear interpolation to upsample the score map to reach the
original image resolution. Afterward, the CRF method [45]
was adopted to refine the object boundary. Insteadof applying
CRF inference as a post-processing step disconnected from
the CNN training [46], extended [43,44] and introduced an
end-to-end trainable network by interpreting the dense CRFs
as a recurrent neural network (RNN).

In addition to producing high-resolution prediction for
better segmentation, some works attempted to improve the
segmentation precision through exploiting the contextual
information. For example [47], utilized global average pool-
ing to obtain global context and added the global context
into fully convolutional networks for semantic segmenta-
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tion, bringing consistent increase for the accuracy. As its
extension [48], raised a more representative global context
information by different-region-based context aggregation
via the pyramid scene parsing network. As the alternatives of
global context [49], utilized exponentially expanded dilated
convolutions to aggregate multi-scale contextual informa-
tion. Lin et al. [50,51] explored two types of spatial context to
improve the segmentation performance: patch-patch context
and patch-background context, and utilized CRFs to explic-
itly model the contextual relations.

4 Weakly supervised semantic segmentation

Most of the relevant methods in semantic segmentation rely
on a large number of images with pixel-wise segmentation
masks. However, manually annotating these masks is quite
time-consuming, frustrating and commercially expensive.
Therefore, some weakly supervised methods have recently
been proposed, which are dedicated to fulfilling the semantic
segmentation by utilizing annotated bounding boxes, or even
image-level labels.
For example [52], employed the bounding box annotations as
a supervision to train thenetwork and iteratively improved the
estimated masks for semantic segmentation. Papandreou et
al. [53] proposed an expectation–maximization (EM)method
for training semantic segmentation models with weakly
annotated data, i.e., image-level or bounding box annotation,
and found solely using image-level annotation was insuffi-
cient to train a high-quality segmentation model, while using
bounding box annotation could obtain a competitive model
with pixel-level annotation. Nevertheless, it was generally
beneficial to combine them together. In order to adapt well
to address theweakly supervised semantic segmentation task,
the aforementioned approaches utilized slightly different net-
works and training procedureswith fully supervised semantic
segmentation. More recently, Khoreva et al. [54] viewed the
weak supervision problem as an issue of input label noise and
explored recursive training as a de-nosing strategy. By care-
fully designing the input labels from given bounding boxes,
they reached ∼ 95% of the quality of the fully supervised
model with the same training procedure.
Aside from employing box annotations as weak supervision
signal, there are also someworks established based on image-
level labels. For instance [55], interpreted the segmentation
task within the multiple-instance learning (MIL) framework
and added an extra layer to constrain the model to assign
more weight to important pixels for image-level classifica-
tion. During test, the constraining layer is removed and the
label of each image pixel is inferred by taking the maxi-
mum probability for this pixel. Similar work was proposed
in [56], which also cast each image as a bag of pixel-level
instances and defined a pixel-level loss for adapting to MIL.

On the other hand [57], proposed a self-training framework,
i.e., constrained CNN, and utilized a novel loss function to
enforce the consistency between the per-image annotation
and the predicted segmentation masks.

One main limitation of employing the image-level super-
vision is the ignorance of the object localization. To improve
the localization performance, some approaches [58–61] have
proposed to exploit the notion of objectness, either by incor-
porating it in the loss function [58,59], or by employing
pre-trained network as external objectness module [60,61].
Another promising way to improve the segmentation perfor-
mance is to utilize additionalweakly supervised images, such
as web images, to train CNNs, such as [62,63].

5 Discussion

5.1 Strengths and benefits

If we are able to perform automatic image annotation, then
this can have both practical and theoretical benefits. In classic
object recognition, we design an algorithm which can ana-
lyze a sub-window within the image to detect a particular
object. For example, if one has a classic object detector and a
ten megapixel image, then one would try to use the detector
at all ten million locations in the image which could easily
require minutes to weeks depending upon the complexity of
the object detector and the number of image transformations
being considered such as rotation and scale.

In the case of automatic image segmentation, instead of
having to try using the object detector at all pixel locations,
we now only have to try it for the number of segments in the
image which is typically between 10 and 100 and certainly
orders of magnitude less than the number of locations in
an image. Furthermore, one might also try using the object
detector at different orientations which can also be alleviated
by the image segmentation

The benefits are not limited to merely computational
speed, but also to enhancing accuracy. When one does per-
form window-based object detection, one often also has to
deal with background noise and distractors. If the automatic
image segmentation algorithm works well, then it will have
automatically removed the background noise which will sig-
nificantly increase the accuracy of the object recognition.

Furthermore, automatic image segmentation can give us
insights into how the human visual system is able to perform
the same task. It can provide theoretical justifications for
the strengths and weaknesses of visual information systems;
it can give us deep insight into the conditions when visual
information systems will not be able to correctly understand
visual concepts or objects in the world.

Automated segmentation can go beyond object recogni-
tion and detection in that it is not required to know the object
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or visual concepts beforehand. This can lead to major break-
throughs in general computer vision because it allows new
objects to be learned by the system.When an unknown object
is found and is not classified by the existing database, then a
new entry can be made for the new unknown object and this
can lead to a truly general computer vision system.
So the main benefits of automatic image segmentation are as
follows:

1. It can improve computational efficiency.
2. It can improve accuracy by eliminating background

noise.
3. It can give both theoretical and deep insights into both

how visual systems work and what the limitations are.
4. It can be more general than object detection and recog-

nition.

However, there are also challenges and pitfalls to be con-
sidered. Currently, these can be described as follows:

5.2 Major challenges and weaknesses

1. How general are the methods? Realistically, it is unclear
how well the top algorithms work on general imagery. It
often occurs that the best methods for a dataset are fine-
tuned for only the imagery of a specific situation, place
or context, so the generality is unclear. Therefore, this is
clearly one of themajor future challenges for the research
community.

2. How much data are necessary to train the algorithm?
Some of the best approaches require enormous amounts
of labeled data. This means that in some situations, those
algorithmswill be unsuitable because the labeled datasets
are unavailable. For scene classification, the credible
datasets typically contain millions to hundreds of mil-
lions of training images; however, for most applications
the training set size is more likely to be in the thousands.
If the domain experts find it difficult or impossible to cre-
ate very large training sets, then is it possible to design
deep learning algorithms which require fewer examples?

3. How much computational resources are required? Some
of the top methods require rather heavy usage of near-
supercomputers for the training phase which may not be
available in all contexts. Many researchers are therefore
considering the question: For a specific number of param-
eters, what is the best accuracy that can be achieved?

4. When will the methods fail? Achieving higher accuracy
is beneficial, but it is important to have an understand-
ing of the ramifications of incorrect segmentations. In
some situations such as driving an automobile in a city,
it is not difficult to encounter segmentation problems
that were not covered by the training dataset. Having an
extremely accurate image segmentation would be very

Fig. 3 a Original image. b Example of automatic image segmentation

beneficial. However, it is not clear if we are yet at that
point. For example, consider Fig. 3 which shows the out-
put from the well-known FCN approach in the lower
image.

Note that the segmentation has difficulties with the audi-
encemembers and also the objects in the foreground. In some
cases, the semantic segmentation extends beyond the motor-
cycle to the leg of the rider. In the general case, thismeans that
using segmentations also requires understanding the effect
that the errors will have on the entire system.

6 Conclusions

Image segmentation has made significant advances in recent
years. Recent work based largely on deep learning tech-
niques which has resulted in groundbreaking improvements
in the accuracy of the segmentations (e.g., currently reported
over 79% (mIOU) on the PASCAL VOC-2012 test set [44]).
Because image segmentations are amid-level representation,
they have the potential tomakemajor contributions across the
wide field of visual understanding from image classification
to image synthesis; from object recognition to object model-
ing; from high-performance indexing to relevance feedback
and interactive search.

123



92 International Journal of Multimedia Information Retrieval (2018) 7:87–93

Open Access This article is distributed under the terms of the Creative
Commons Attribution 4.0 International License (http://creativecomm
ons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit
to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made.

References

1. Weinland D, Ronfard R, Boyer E (2011) A survey of vision-based
methods for action representation, segmentation and recognition.
Comput Vis Image Underst 115(2):224–241

2. Sonka M, Hlavac V, Boyle R (2014) Image processing, analysis,
and machine vision. Cengage Learning, Boston, USA. https://en.
wikipedia.org/wiki/Cengage

3. Thomee B, Huiskes MJ, Bakker E, Lew MS (2008) Large scale
image copy detection evaluation. In: MIR
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