
Hindawi Publishing Corporation
ISRN Genomics
Volume 2013, Article ID 191206, 8 pages
http://dx.doi.org/10.1155/2013/191206

Review Article

A Review of Soft Computing Techniques for Gene Prediction

Neelam Goel, Shailendra Singh, and Trilok Chand Aseri

Department of Computer Science and Engineering, PEC University of Technology, Sector-12, Chandigarh 160012, UT, India

Correspondence should be addressed to Neelam Goel; neelam.goyal85@gmail.com

Received 26 December 2012; Accepted 6 February 2013

Academic Editors: S. Cavallaro, A. Piepoli, and A. Stubbs

Copyright © 2013 Neelam Goel et al. 
is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In the past decade, various genomes have been sequenced in both plants and animals. 
e falling cost of genome sequencing
manifests a great impact on the research community with respect to annotation of genomes. Genome annotation helps in
understanding the biological functions of the sequences of these genomes. Gene prediction is one of the most important aspects
of genome annotation and it is an open research problem in bioinformatics. A large number of techniques for gene prediction
have been developed over the past few years. In this paper a theoretical review of so� computing techniques for gene prediction
is presented. 
e problem of gene prediction, along with the issues involved in it, is �rst described. A brief description of so�
computing techniques, before discussing their application to gene prediction, is then provided. In addition, a list of di
erent
so� computing techniques for gene prediction is compiled. Finally some limitations of the current research and future research
directions are presented.

1. Introduction

In the past several years, there has been a virtual explosion
of genomic sequence data with numerous of genomes in
various stages of sequencing and annotation. As the human
genome project came to an end in 2003, all the human chrom-
osomes have been sequenced [1]. In fact, with the number
of genomes sequenced numbering over one hundred, it is
clear that quick, accurate annotation of these genomes is
essential to learningmore about biology and the evolutionary
relationships between these genomes [2]. However, the pace
of genome annotation is not matching the pace of genome
sequencing.
e experimental annotation of genomes is slow
and time consuming.
erefore there is a real need to develop
automatic techniques for genome annotation. 
e �rst step
towards successful genome annotation is gene prediction.
Gene prediction is mainly concerned with the identi�cation
of protein-coding genes in DNA but may also include the
identi�cation of other functional elements of genomic DNA
such as RNA genes and regulatory regions. A large number of
techniques have been developed for the prediction of protein-
coding genes. However the prediction accuracy of these tech-
niques is still far from satisfactory. 
ere are two main pro-
blems with the existing protein-coding gene prediction

techniques. First, most of the techniques are developed for
speci�c genomes. Second, the gene level accuracy of these
techniques is very low. It is obvious that further improvement
to protein-coding gene prediction is much needed. An exten-
sive list of existing gene prediction so�wares can be found in
[3].

Most of the previous reviews on this problem have
focused on traditional techniques of gene prediction like
hiddenMarkovmodel, decision trees, and dynamic program-
ming-based approaches [4–6]. In addition to traditional gene
prediction techniques like those based on hidden Markov
model and dynamic programming, approaches based on so�
computing techniques have gained popularity in recent times.
So� computing techniques can work well for gene predic-
tion because they can handle uncertainty and approximate
nature of data. A review of traditional and computational
intelligence technique is presented in [1]. 
e problem of
predicting RNA-coding genes is a promising area of research
these days. In a recent review, various techniques to predict
one of the classes of noncoding RNA (ncRNA) are presented
[7]. 
e techniques reviewed are mainly based on rules and
support vector machine. However, none of the aforemen-
tioned reviews focused on so� computing techniques for gene
prediction in the last few years. So the main focal point of
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this paper is to review so� computing techniques for both
protein-coding and ncRNA gene prediction.


e rest of the paper is organized as follows: in the next
section the problem of gene prediction is addressed along
with the issues involved in it. 
erea�er, di
erent so� com-
puting techniques like neural networks, genetic algorithms,
and hybrid approaches are discussed alongwith their applica-
tion to gene prediction. Subsequently, a theoretical analysis of
these techniques is presented. Finally some conclusions and
future research directions are given.

2. Background

In this section the problem of gene prediction is discussed
followed by the issues that still need improvement.

Gene prediction is the problem of identifying the por-
tions of DNA sequence that are biologically functional.

is especially includes protein-coding regions but may also
include other functional elements such as ncRNA genes. 
e
main aim behind the problem of gene prediction is to cor-
rectly label each element of DNA sequence as belonging to
protein-coding region, RNA coding region, and noncoding
or intergenic regions. Intergenic regions are the regions of
DNA in between genes. 
e problem of gene prediction can
then be formally stated as follows [1].

Input. A sequence of DNA

� = (�1, . . . , ��) ∈ Σ∗, where Σ = {A,T,C,G} . (1)

Output. Correct labeling of each element in� as belong-
ing to protein-coding region, RNA coding region, noncoding
region, or intergenic region.

By identifying the location of di
erent regions in the
DNA sequence, genes can be predicted easily. 
e basic
terminology required to understand the problem of gene
prediction is illustrated in [8]. All living organisms are made
up of cells and these cell falls into two categories: eukaryotes
and prokaryotes. Computational methods of gene predic-
tion are developed for both prokaryotes and eukaryotes. In
prokaryotes, genes aremade up of long coding segments, that
is, open reading frames (ORFs). On the other hand, genes in
eukaryotes consist of coding segments interrupted by long
noncoding segments. 
ese coding segments are termed as
exons and noncoding segments as introns. In case of human
eukaryotes only 3% of DNA sequence is coding [9].

Gene prediction is relatively simple in prokaryotes due
to higher gene density and the absence of introns [10]. 
e
main di�culty in prokaryote gene prediction is the presence
of overlapping regions [11]. 
e process is more complex for
eukaryotes, because of large genome size and short exons
are bordered by large introns. Furthermore, eukaryote coding
segments are subject to alternative splicing, that is, a process
of joining exons in di
erent ways during RNA splicing [12].
Indeed, it is estimated that more than 95% of human genes
show evidence of at least one alternative splice site [9]. In this
paper the so� computing techniques of gene prediction for
both eukaryote and prokaryote are being discussed.


ere are two important aspects to any gene prediction
program: one is the type of information used by the program
and the other is the algorithm that is employed to combine

that information into a consistent prediction. 
ree types of
information are generally used in predicting gene structure:
functional sites in the sequence, content statistics, and sim-
ilarity to known genes [6]. Among the types of functional
sites are splice sites, start and stop codons, branch points,
promoters and terminators of transcription, polyadenylation
sites, and various transcription binding sites. 
ese sites are
generally known as signals and methods used to detect them
are signal sensors. Genomic DNA signals can be contrasted
with extended and variable length regions such as exons and
introns, which are recognized by di
erent methods that are
called content sensors [13]. 
ese content sensors are gen-
erally categorized as intrinsic content sensors. Intrinsic con-
tent sensors use statistical properties (compositional bias,
codon usage, etc.) of the coding segments to distinguish them
from noncoding segments. 
e existence of a su�cient simi-
larity with a biologically characterized sequence can also be
used as a mean for gene prediction. 
ese similarity-based
methods have o�en been called extrinsic content sensors [14].

e methods that use signal or both signal and intrinsic con-
tent sensors are known as ab initio methods of gene predic-
tion. In the last few years, gene prediction methods based on
the combination of ab initio and similarity information have
been developed. 
e prediction accuracy of these combined
methods is better than the methods that are purely based
on ab initio approaches [15]. Although protein-coding gene
prediction methods have achieved a signi�cant level of accu-
racy but there are issues that still need improvement and these
issues are as follows:

(i) prediction of short exons,

(ii) prediction of complete gene structure,

(iii) prediction of partial and overlapping genes,

(iv) alternative splicing,

(v) database sequences are not completely correct,

(vi) prediction of genes in newly sequenced genomes,

(vii) noncanonical splice sites.

So far in this section the background necessary for gene
prediction is discussed. 
e next section describes so� com-
puting techniques for gene prediction.

3. Soft Computing Techniques for
Gene Prediction

So� Computing is the modern approach for constructing
a computationally intelligent system. 
e ultimate goal of
so� computing is to emulate human mind as closely as pos-
sible [16]. So� computing is the blend of methodologies
designed to solve the real-world problems, which are not
solved or too di�cult to solvemathematically. Nowadays, so�
computing techniques are identi�ed as attractive alternatives
to the standard, well-established “hard computing” methods.
Traditional hard computing methods are o�en inconvenient
for real-world problems. 
ey always need a precisely stated
systematic model and o�en a lot of computational time [17].
Unlike hard computing methods, so� computing methods
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cope up with those problems that deal with imprecision,
uncertainty, learning, and approximation to achieve tractabil-
ity, robustness, and low-cost solutions [18]. 
e unique pro-
perty of so� computing is that it is deeply involved in learn-
ing from experimental data that makes it suitable for gene
prediction. While predicting genes, speci�c patterns in DNA
sequence are recognized and so� computing techniques have
been extensively used in pattern recognition problems [19].
So� computing consists of several techniques, the most
important being neural networks, genetic algorithms, and
fuzzy logic.
e signi�cance of so� computing techniques lies
in the fact that they are complementary, not competitive. In
many cases a problem can be solved by using neural network,
fuzzy logic, and genetic algorithm in combination rather than
exclusively.
is section describes the application of these so�
computing techniques in the area of gene prediction.

3.1. Neural Networks. A neural network is an arti�cial repre-
sentation of human brain.
emain aim behind the develop-
ment of neural network is to acquire human ability to adapt
to changing circumstances and the environment. Arti�cial
neural network (ANN) is an interconnected group of arti�cial
neurons [18]. 
e main characteristic of ANN is their ability
to learn. Neural network system helps in situations where one
cannot formulate an algorithmic solution or can get lots of
examples of the behavior required.
ese properties of neural
networks make it suitable for predicting both types of genes,
that is, protein coding and RNA coding. Neural networks can
be divided into di
erent architectures on the basis of learn-
ing algorithms. 
e use of various neural network architec-
tures [20] including supervised and unsupervised learning
algorithms for gene prediction is described here.

One of the earliest attempts to use neural network for gene
prediction is made in 1991, GRAIL (gene recognition and
analysis internet link). GRAIL is available in two versions:
GRAIL-I [21] and GRAIL-II [22]. In GRAIL-I a multilayer
feed-forward neural network is used, which receives input
from seven statistical measures taken on a 99-base window.
In this system sensor algorithms are used to derive the
seven inputs. 
e main problem with this technique is that
it predicts large exons while misses a large number of short
exons.

A similar system [23] to GRAIL came in 1993. A program
named GeneParser is described in [24], which is used to pre-
dict protein genes in genomic DNA sequences [25].
is pro-
grammakes use of content statistics as well as site statistics to
predict exons, introns, and their boundaries. Here both single
andmultilayer neural networks are used to combine informa-
tion from these statistics and database search information.
Here a recursive optimization procedure based on dynamic
programming is used to �nd themost probable combinations
of exon and introns. 
e dynamic programming algorithm
used in this system has enforced some syntactical constraints
on gene structures. 
e main intention behind the develop-
ment of GeneParser is error tolerance. 
e performance of
the program is better than similar programs developed in
meanwhile.

A new version of GRAIL is developed in 1994. In this
system, modi�cations are made in GRAIL-I to improve its

performance. Although GRAIL-II can be used for protein-
coding region recognition, PolyA site and transcription
promoter recognition, gene model construction, translation
to protein, and DNA/protein database searching capabilities,
in this paper only the exon recognition and gene construc-
tion capabilities are discussed. In GRAIL-II variable-length
windows are used to �nd the locations of introns and exons.

is technique solves the problem of missing shorter exons
by allowing it to examine all possible exons rather than just
those in the sliding window. 
e gene-modeling module of
this system uses a dynamic programming algorithm to form
a single gene model from exon candidates by applying some
constraints.

A further attempt to improve the performance of GRAIL-
I was made in 1995. A system named CODEXwas developed.

e system [26] was developed with the intention to predict
exons precisely in plant sequences. 
is system takes same
inputs as taken by GRAIL-I. Unlike GRAIL-I it uses a series
of neural networks for the classi�cation task. 
e CODEX
system predicts the location of coding regions by examining
the output of the combination of �ve neural networks. 
e
performance of the technique ismuch better in predicting the
base positions at which an exon starts or ends.
e technique
helps in reducing the number of false predictions but it
classi�es some sequences as do not know.

GRAIL has evolved by the time it started in 1991. An
improved version ofGRAIL came in 1996, which uses amulti-
agent neural network system to recognize coding regions
[27]. 
e system uses indel detection and correction algo-
rithm to improve the prediction results.

Many gene prediction techniques utilize homology infor-
mation, which helps in improving the prediction results. In
the latest version of Grail, homology information has been
incorporated.
e new system resulted in improved perform-
ance and named as GrailExp [28]. A computational gene
prediction system GIN (gene identi�cation using neural nets
and homology information) was developed in 1998 to avoid
false positive predictions. 
e technique combines homo-
logy information from protein and expressed sequence tag
databases into back-propagation neural network [29]. 
e
program can recognize multiple genes within genomic DNA.
GIN performs better than other methods (e.g., GeneID+ [30]
or GeneParser3 [24]) thatmake use of homology information
to predict genes.
e performance of the system is better than
GENSCAN [31] in gene level accuracy. 
is technique does
not work well in the absence of homology information.

A system for predicting protein-coding regions based
on single-nucleotide frequencies at three codon positions in
ORFs and the redundancy of the entropy was developed in
2003. 
e system [32] is speci�cally designed to predict pro-
tein-coding regions in yeast genomes. Here a multilayer
feed-forward arti�cial neural network (MLFANN)method is
developed which takes as an input a 12-dimensional vector
obtained from DNA sequence. 
e input ORFs from six
di
erent classes are trained and evaluated separately.
e sys-
tem predicts ORFs with 96% accuracy. 
e method is based
on the assumption that coding sequence in 1st-class ORFs
has similar statistical properties to those coding for 2nd–6th-
class ORFs.
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Most of the gene prediction programs developed during
90s are based on a single model to represent protein-coding
regions in a genome and unable to predict genes that have
atypical sequence composition. A system mainly developed
for prokaryotes, based on self-organizing map [33], was
developed in 2004 to identify multiple gene models within
a genome. 
e system RescueNet [34] is developed specif-
ically to deal with intragenomic compositional variations.

e system makes use of relative synonymous codon usage
(RSCU) as a measure of protein-coding potential. RescueNet
predicts some genes that are not predicted by other methods
and promising results can be obtained if the method is used
in conjunction with other gene prediction programs. 
e
program is able to �nd the general location of frameshi�s
within a large sequence. 
e main problem with this method
is that it is not able to predict most start and stop sites exactly.

Recently many gene prediction programs are developed
which predict genes in speci�c genomes. Such a system was
developed in 2011, in which content-based gene prediction
method is used in conjunction with back-propagation neural
network for predicting genes. A method to predict Lac gene
structures in Streptococcus pyogenesMGroupA Streptococ-
cus strains is described in [35]. 
e frequency of occurrence
of all possible 64 codons, 4 nucleotides (A, T, G, C), and
chemically similar nucleotides (A, T and G, C) altogether
form 70 parameters calculated from Lac genes which are
used to train the neural network. In this work a tool named
SpyMGASLacGenePred is developed to identify ORFs from
DNA sequences. From these ORFs Lac genes are predicted
based on mean gene content. For predicted Lac genes the
tool displays the position, length, frame, G + C content, and
translated sequence. 
e performance of the tool is above
an acceptable threshold level. 
e method is speci�cally
developed to predict Lac genes. 
e main problem with this
method is that it uses the same sequences to train and test the
network, which leads to 100% sensitivity.
e value of the sen-
sitivitymight drop from 100 if di
erent sequences are used for
training and testing of the network.

Another method that predicts essential genes (EG) in
microbial genome was developed in 2011. Essential genes are
the minimal set of genes, an organism needs for its survi-
val [36].
e proposedmethod [37] relies solely on sequence-
derived input features for making prediction. In this work
three supervised classi�cation methods, support vector ma-
chine (SVM), arti�cial neural network (ANN), and decision
tree (DT), are used for classi�cation task. In this method 52
genomic features corresponding to each gene are calculated
by using, gene paralogs, amino acid composition, codon fre-
quency, protein physiochemical features, and subcellular loc-
alization features.
e dataset used in this work su
ered from
a class imbalance problem, which is reduced by employing
homology clustering and random sampling. To test the gen-
eralizability of the classi�ers across genome and taxonomic
boundaries, two novel testing schemes leave-one-genome-
out (LOGO) and leave-one-taxon group-out (LOTO) are
used.
e experimental results show that SVM andANNper-
form better than DT with area under the receiver operating
characteristics (AU-ROC) scores. 
e fundamental advan-
tage of this method is the use of multigenome input to

learn the classi�er models and apply them to predict on new
genomes.

Among all gene prediction programs very few of them
have addressed the problem of predicting ncRNA genes.
Noncoding RNA genes make transcripts that function as
RNA [38]. 
e main di�culty in identifying these genes is
diversity of ncRNA genes as well as lack of consensus pat-
terns of such genes. Most of the gene prediction programs
used neural network for predicting protein-coding genes but
very little work has been done for noncoding RNA gene pre-
diction. A machine learning technique for the prediction of
known RNA genes in prokaryotic and archaeal genomes was
developed in 2001.
is approach is based on the fact that cha-
racteristic signals exist in the sequences of functional RNA
(fRNA) that are distinguishable from noncoding regions of
the genome [39]. In thiswork three parameters are used: com-
positional, structural motif, and calculated free energy of
folding for RNA. Two of them are used to train and test
the neural networks used in this technique. High prediction
accuracy is achieved by using these networks, which shows
that neural networks are able to learn to distinguish between
RNA regions and noncoding regions. In addition to jackknife
test, cross-prediction tests are also performed to increase the
number of RNAgenes.
ismethod is only applicable for pro-
karyotic genomes.

Another approach to identify functional RNA (fRNA)
genes using evolved neural networks is discussed in [40]. An
fRNA gene discovery tool was developed in 2005 that uses an
evolved neural network for pattern recognition. Evolution-
ary computation is used as an optimization method during
training. 
e tool is mainly developed for eukaryotes C.
elegans [41, 42] and H. sapiens [41, 43]. 
e results show
that, ANN trained using evolutionary computation is capable
of predicting fRNA coding regions with high prediction
accuracy.

3.2. Genetic Algorithms. Genetic algorithms (GAs) are heu-
ristic search algorithms based on the process of natural
evolution [44, 45]. GAs o�en encode a candidate solution as
a �xed-length bit string called chromosome. GA is mainly
used to �nd an optimal solution to an optimization problem.

e �rst attempt of using genetic algorithm as a main tool for
gene prediction was made in 2011. Many sources of evidence
are used in this algorithm that identify coding regions and
must be combined to get enough information to predict an
exon or intron [46]. In this work a weight matrix method
(WMM) and some constraints in the gene structure are used
to limit the search space. Here �tness function is calculated
using site and content statistics based on in-frame hexamer
frequency and positional weight matrix. As the dataset used
here is of imbalance nature, therefore accuracy is not the
correct parameter to evaluate the performance of the system.
A k-fold cross-validation test is employed here to evaluate
the performance.
e experimental results show that the sys-
tem achieves moderately good results at nucleotide level. By
adding a little bit more �exibility to the system, it will be able
to deal with many gene prediction issues: alternative splic-
ing, noncanonical functional sites, ignored stop codons, and
pseudogenes. 
e performance of the system is not up to the
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Table 1: Summary of so� computing techniques for protein-coding gene prediction.

So� computing technique
used

Organism (datasets used) Program (URLs wherever available) Prediction type

Back-propagation NN1

Human, mouse,
arabidopsis, drosophila,
rice (GenBank [52])

GRAIL-I [21] http://compbio.ornl.gov/grailexp Exons

Back-propagation NN
Human, vertebrates

(GenBank)
GeneParser [24]

http://beagle.colorado.edu/∼eesnyder/GeneParser.html
Exons, introns

Back-propagation NN Human, mouse (GenBank) GRAIL-II [22] Exons

Back-propagation NN
Human, mouse, plant

(GenBank) CODEX [26] Exons

Back-propagation NN Vertebrates (GenBank) GIN [29]
http://www.bork.emblheidelberg.de/fmilpetz/GIN/

Exons

Back-propagation NN
S. cerevisiae genome (MIPS

[53])
MLFANN (yeast genome) [32] Open reading frames

Back-propagation ANN

Streptococcus pyogenes M
group A Streptococcus
strains (GenBank)

SpyMGASLacGenePred [35] Open reading frames

Self-organizing map NN

E. coli, B. subtilis, H.
in�uenza, Buchnera, B.

burgdorferi, M. jannaschii,
M. genitalium, H. pylori, A.
aeolicus, Synechocystis, Y.
pestis, D. radiodurans, R.
solanacearum, S. coelicolor,

C. jejuni (GenBank)

RescueNet [34]
http://bioinf.nuigalway.ie/RescueNet/

Gene-coding region
(prokaryotes)

Multilayer perceptron NN
Microbial Genome (DEG

[54] NCBI [55]) EG-MLP (microbial genome) [37] Genes

GA2
Human genome (GenBank)

Evolutionary algorithm [46] Exons, introns

NN + GA
E. coli (PromEC [56],

Wisconsin-Madison [57]) MultiNNProm [48] Promoters

NN + GA
Arabidopsis, E. coli, human,
mouse, rat (GenBank and

HMR195 [58])
RBFN-combining [49] Exons

1NN (Neural Network), 2GA (Genetic Algorithms).

mark, but it proves the validity of genetic algorithm as a tool
in gene prediction.
e evolved neural networkmentioned in
the previous section also makes use of genetic algorithm for
the optimization of the neural network.

3.3. Hybrid Systems. Hybrid system integrates two or more
technologies to solve a problem for example neural network
combined with GA or neural network combined with fuzzy
logic. Fuzzy logic is based on multivalued logic that allows
multiple values to be de�ned between conventional values
like 0 and 1. It provides a technique to deal with imprecision
and uncertainty [16]. 
e main idea behind fuzzy logic is to
approximate human decisionmaking by using natural langu-
age terms instead of quantitative terms [47]. Some common
examples of hybrid systems are neurofuzzy and neurogenetic.
In neuro-fuzzy systems fuzzy input is provided to the neural

network. In neuro-genetic systems neural network calls a
genetic algorithm to optimize its structural parameters [44].

Each gene in a DNA sequence is preceded by promoter
sequence. Successful identi�cation of the location of pro-
moter regions in DNA sequence leads to the prediction
of the corresponding genes [48]. A neural network-based
multiclassi�er system for the prediction of E. coli promoter
sequence was developed in 2005. In E. coli sequences promot-
ers are located immediately before E. coli genes.
e promoter
sequences are encoded using four di
erent encoding meth-
ods, which are used to train four di
erent neural networks.

e use of di
erent encoding methods helps the multiclas-
si�er network to specialize in di
erent types of promoters
present in the sequences. In this technique an aggregation
function is used, to combine the individual results of the
neural networks. To determine theweights of this aggregation
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Table 2: Performance of so� computing techniques for protein-coding gene prediction.

Program (so� computing
technique used)

Exon level Nucleotide level

Sensitivity (ESn) Speci�city (ESp) Sensitivity (Sn) Speci�city (Sp)

GRAIL-I (NN1) 53% 90% — —

GeneParser (NN) — — 83% 83%

GRAIL-II (NN) 89% 91% 91% 90%

CODEX (NN) 72% 89% — —

GIN (NN) 78% 80% 92% 99%

MLFANN (NN) — — 96.65% 96.18%

SpyMGASLacGenePred (NN) — — 100% 76.90%

RescueNet (NN) — — 89.39% 89.04%

EG-MLP (NN) — — 79% 78%

Evolutionary algorithm (GA2) — — 43% 66%

MultiNNProm (NN + GA) — — 98% 97%

RBFN-combining (NN + GA) 77% 79% 89% 90%
1NN (Neural network), 2GA (Genetic algorithms).

function genetic algorithm is used. Genetic algorithm gives
optimal set of weights by using the classi�cation accuracy of
the combined classi�er as a �tness value.
emain advantage
obtained by combining multiple classi�ers is that the other
classi�ers will recognize the genes not recognized by one
classi�er. 
e main di�culty with the proposed approach is
in obtaining optimal con�gurations for the neural networks.

e results prove that the performance of the multiclassi�er
system is better than the individual performances of the
neural networks.

A common approach in gene prediction is to combine
the results of several existing gene prediction programs to
predict genes with better accuracy. 
ese systems are called
combiners and their performance is better than individual
gene prediction programs. A novel method for predicting
genes by combining the prediction results of three gene-
�nding programwas developed in 2007.
emainmotivation
behind this work is to improve the prediction accuracy
at exon level [49]. In this method high-prediction gene-
�nding tools: GENSCAN, HMMgene, and Glimmer are
combined using arti�cial neural network. Genetic algorithm
here is used to calculate the equitable weighted parameters.
Integrative evaluation of the technique is done using radial
basis function network (RBFN). 
e experimental results
show that the proposed method is e
ective in combining
gene-�nding programs and achieves higher accuracy at exon
level than the single gene prediction tool.

An e
ective approach based on fuzzy neural network
with structure learning (FNNSL) was developed in 2010 for
ncRNA gene prediction. In this method four features are
used for making predictions: the mean pairwise identity
score (MPI), the structure conservation index (SCI), mean
of normalized measures for thermodynamic stability, and
the number of sequences in the alignment. 
e structure-
learning algorithm is used here to enhance computational
e�ciency and to avoid overlearning [50]. 
e proposed
system takes advantage of both the learning capability of the
neural networks and the approximate reasoning capability of

fuzzy logic.
e experimental results validate the e
ectiveness
of this hybrid approach with improved accuracy.

4. Analysis of Protein-Coding Gene
Prediction Techniques

A theoretical analysis of protein-coding gene prediction tech-
niques is presented in Table 1.
e techniques are analyzed on
the basis of prediction type, organism, and dataset used. It is
very di�cult to evaluate the performance of gene prediction
techniques on the basis of a single parameter. Moreover, the
performance comparison of these techniques is not possible
because each technique is designed for a speci�c genome.
Here the performance of these techniques is analyzed on the
basis of two widely used parameters: sensitivity and speci-
�city.
e accuracy of prediction can bemeasured at three dif-
ferent levels: nucleotide level, exon level, and gene level. Very
few techniques predicted complete gene structure. In this
paper nucleotide- and exon-level accuracies are considered
to measure the performance of gene prediction techniques.
Nucleotide-level accuracy gives a measure of prediction in
terms of content ability and exon level accuracy gives a mea-
sure of prediction in terms of signal ability [51]. Sensitivity
and speci�city at nucleotide level are de�ned as follows:

Sensitivity = TP

TP + FN ,

Speci�city = TP

TP + FP ,
(2)

where TP is the true positives, FP is the false positives, and
FN is the false negatives.

Due to the inaccessibility of these techniques for perfor-
mance evaluation, the sensitivity and speci�city is calculated
on the basis of the values given in their respective publica-
tions. 
ese results are given in Table 2. 
e results obtained
show that most of the techniques have higher sensitivity and
speci�city at nucleotide level than at exon level.
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5. Conclusion

In this paper, the applications of so� computing techniques
in the �eld of gene prediction are discussed. So� computing
techniques, especially neural networks, appear to be a power-
ful tool in gene prediction. It seems to be an ideal technique
for combining multiple sources of information. But the suc-
cess of neural networks as a gene prediction techniquemainly
depends on the type of information that is used as an input.
Genetic algorithms and hybrid techniques give promising
results but they are applied in a very limited fashion. Even
though the current so� computing techniques are very
helpful in identifying protein-coding and ncRNA genes, the
output results are still far from being perfect as most of the
work is done for speci�c genomes. In future techniques like
fuzzy logic, genetic algorithms, neuro-fuzzy, and neuro-gen-
etic need to be explored. Neural networks can be combined
with traditional gene prediction techniques like hidden
Markov model to achieve better results. As ncRNA gene pre-
diction is a promising area of research, it can be further
explored using these techniques.
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