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Abstract: This article is dedicated to providing a detailed review concerning the SPH-based hydro-
dynamic simulations for ocean energy devices (OEDs). Attention is particularly focused on three
topics that are tightly related to the concerning field, covering (1) SPH-based numerical fluid tanks,
(2) multi-physics SPH techniques towards simulating OEDs, and finally (3) computational efficiency
and capacity. In addition, the striking challenges of the SPH method with respect to simulating
OEDs are elaborated, and the future prospects of the SPH method for the concerning topics are
also provided.

Keywords: smoothed particle hydrodynamics; ocean energy devices; floating wind turbines; wave
energy converters; tidal current turbines; unified particle generator; numerical fluid tanks; particle
shifting techniques; tensile instability control; multi-physics SPH simulations; multibody dynamics;
fluid-structure interactions; hydroelasticity; multiphase flows; air-entrainment; parallel computing;
multi-resolution; open-source SPH packages

1. Introduction

During the past several decades, renewable energy has become the most significant
resource for human activities because of the worldwide awareness of the depletion of
traditional fossil fuels as well as their harmful impacts on human’s living environment [1].
Among various types of renewable energy, ocean energy has been regarded as the preferred
one to tackle the dilemma of humans owing to its abundant storage and, more impor-
tantly, its very low carbon dioxide emissions [2]. Since the capture and exploitation of
ocean energy started to receive attention by the scientific and industrial communities [3],
the technologies for harnessing ocean energy have been investigated and developed sig-
nificantly to meet the energy market, which considerably fosters the invention of diverse
Ocean Energy Devices (OEDs) ranging from small-scale isolated apparatus [4] to large-
scale Integrated Energy Harvesting Systems (IEHSs) [5,6]. Generally speaking, as shown
in Figure 1, the classification of OEDs can be mainly categorized by their energy resource,
i.e., winds (e.g., Floating Wind Turbines, FWTs) [7–10], waves (e.g., Wave Energy Convert-
ers, WECs) [11–13], currents (e.g., Tidal Current Turbines, TCTs) [14–16], and multi-resource
(see e.g., [6]). As pointed out by Said and Ringwood [17], ordinary OEDs consist of four
phases to converting ocean energy to electricity (see also Figure 2), namely, absorption,
transmission, generation, and conditioning. Among them, the absorption and transmission
phases are typically characterized by Fluid–Structure Interaction (FSI), whereas the genera-
tion and conditioning phases mainly involve control strategies. Each phase has its scientific
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problems, and the present work is particularly devoted to the FSIs phases as illustrated
in Figure 2. For the control problems, the readers can refer to [18].

In fact, all of the aforementioned OEDs (see also Figure 1) can be treated as a special
group of general nearshore/offshore structures that are widely employed in coastal and
ocean engineering for diverse human activities, while there are several differences between
OEDs and those traditional ones (e.g., vessels and platforms) from the hydrodynamic point
of view. For example, traditional floating structures usually require minimum motion
response during their working stage to guarantee the safety of both the staff and appa-
ratuses, whereas for the sake of efficiently converting the mechanical energy of fluids to
electricity by the Power Take-Off (PTO) system of them [19], OEDs are often expected
to possess maximum motion responses in a diverse sea environment, e.g., working at
a resonance status (see, e.g., [20–22]). Another example is that the aeroelasticity always
imposes negligible effects on traditional offshore structures, while this is not the case
when evaluating the working performance of FWTs, on which the coupling between flex-
ible blades and air has strong nonlinear effects [23–25], thereby affecting their ability for
generating electricity. In addition to these differences, those hydrodynamic problems origi-
nating from traditional offshore structures also widely exist in OEDs, e.g., hydroelasticity
(see, e.g., [5,26,27]), wave slamming (see, e.g., [28,29]), Vortex-Induced Vibration/Motion (VIV
and VIM) (see, e.g., [30–32]), multibody interactions (see, e.g., [33,34]), vibration control
(see, e.g., [35,36]), viscosity and turbulence effects (see, e.g., [37–40]), and mooring dynam-
ics (see e.g., [41,42]). Therefore, the hydrodynamic problems regarding OEDs are typically
characterized by strongly nonlinear multi-physics coupling, which is, to a large extent,
even more complicated than that of traditional coastal and ocean engineering structures.
Because of the complexity and nonlinearity, during the past decades, the hydrodynamic
performance of various OEDs has been considerably investigated to obtain the best ability
of power generation under diverse real-sea environments (see, e.g., [7,9,13,15,16,19]).
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Figure 1. A popular classification of various OEDs (inspired from [13]) and the typical hydrodynamic
problems associated with them.

Similar to other ocean engineering structures, the methodologies to investigate the hy-
drodynamic performance of OEDs can be mainly categorized into three types, i.e., a the-
oretical method (also named an analytical or semi-analytical method), an experimental
method, and a numerical method. In terms of the theoretical method, it mainly relies on
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potential flow theory where linearized (or nonlinearized), incompressible, irrotational, and
inviscid assumptions are always adopted (see, e.g., [19,43,44]). Nonetheless, as mentioned
above, the concerning field is featured by strong nonlinearity and multi-physics coupling,
so that the theoretical method seems a less ideal tool when considering complex work-
ing conditions, for example, large body motion (e.g., Oscillating Wave Surge Converters
(OWSCs) [45,46]), multiphase flows (e.g., FWTs and Oscillating Water Columns (OWCs)
converter), viscosity, and turbulence (e.g., FWTs and TCTs). In terms of the experimental
method, it can be further divided into real-sea tests (see, e.g., [47,48]) and model tests
(see, e.g., [49–51]). There is no doubt that a full-scale experiment is one of the best measures
to evaluate the hydrodynamic performance of OEDs because it can reproduce the realistic
working environment without any simplifications and scaling effects. However, full-scale
tests are always very expensive, and the processing of the prototype of OEDs is not trivial.
As a consequence, model tests are preferred by the engineering communities because of
their relatively lower costs and higher feasibility. Notwithstanding, the reliability of model
tests is particularly constrained by scaling effects since it is impossible to simultaneously
satisfy the Froude and Reynolds similarity in a laboratory experiment (see, e.g., [52–54]).
On the other hand, although model tests are cheaper than full-scale tests, it remains expen-
sive compared with other methods. Therefore, the last one (i.e., the numerical method) is
preferred at the pre-design stage of OEDs.

Absorption Transmission

GenerationConditioning

The focus of the present work

Wind

Wave

Current

Fluid-structure interactions (FSIs)

Control problems

PTO system

Electricity

Figure 2. The working pipeline of a generic OED (adapted from [17]), and the focus of the present study.

The numerical method is also known as Computational Fluid Dynamics (CFD) in the lit-
erature; it has been boosting during the past decades owing to the prosperous semiconductor
industry that fosters the development of computer hardware. Although extensive CFD
tools have been developed on both open-source platforms and commercial packages, only
three types of CFD have been widely adopted for simulating OEDs, i.e., the Potential Flow
(PF) solver, the Reynolds Averaged Navier–Stokes (RANS) solver, and the meshfree solver
(see also Figure 3). Among them, PF, usually implemented by the Boundary Element (BE)
approach, is the most computationally efficient one because it only requires a boundary grid
on the OEDs surfaces. However, due to the linearized, irrotational, and inviscid hypothe-
ses, PF is not suitable to be applied to violent free-surface breaking or viscosity-dominated
problems. In order to deal with the deficiencies of PF, RANS was thereby developed by mod-
eling the turbulence effects using the time-averaging approach, retaining the fully nonlinear
characteristics of the Navier–Stokes equation. There is no doubt that RANS possesses better
accuracy and applicability than PF because of its nonlinearity and viscosity consideration,
whereas its computational cost is considerably greater than PF. Despite its remarkable ad-
vantages and successful applications in designing OEDs (see, e.g., [55–59]), RANS undergo
several striking issues in some circumstances caused by its Eulerian nature. Among them,
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the two most challenging issues are (1) the accurate capture of highly distorted topological
deformations and (2) the prevention of the over-dissipation of dynamic multiphase interfaces
(or fluid jets and droplets). In terms of the former, for example, when multibody dynamics
systems are involved, it is difficult to simulate such complicated coupling behaviors via
mesh methods, although this could be realized by using the numerical technique known as
the Overset Mesh. However, the flow information should be interpolated via the interfaces
between the overset region and the background region, which could result in some discon-
tinuities of the field quantities and could thus reduce the numerical accuracy and stability.
Another drawback is that in those regions characterized by violent free-surface evolutions,
e.g., wave breaking/slamming in the vicinity of OEDs (see Figure 20), mesh methods could
provide inaccurate numerical results caused by their over-dissipation characteristic (i.e., mass
non-conservation). Considering the aforementioned two deficiencies, it is in favor of using
the meshfree method to remove the dilemma.
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Figure 3. A brief comparison of the most popular numerical methods for simulating OEDs. For more
details regarding these governing equations, the readers can refer to the textbooks [60–62].

The meshfree method has been considerably investigated and developed during
the past decades owing to their distinct superiorities compared with mesh methods, e.g.,
easy-to-model moving boundaries and capture free-surface fragmentation. Among them,
the Smoothed Particle Hydrodynamics (SPH) method is one of the most promising truly
meshfree methods. The SPH method was initially proposed for astronomy simulations
in 1977 by Gingold and Monaghan [63] and Lucy [64]. Since the very early years of
the 1990s, the SPH method began to be applied to violent free-surface evolutions due to
its Lagrangian nature that is inherent to be suitable for such problems. Especially, after
the pioneering work conducted by Monaghan in 1994 [65], the SPH method has witnessed
its surprising advances in tackling coastal and ocean engineering problems, of course
for OEDs simulations as well. Although extensive literature regarding simulating OEDs
using the SPH method was published during the past decades, to the best knowledge of
the authors, it still lacks an effort dedicated to providing a detailed review of this field. Note
that although several reviews have been focused on the SPH applications towards coastal
and ocean engineering (see, e.g., [66,67]), free-surface flows (see, e.g., [68–72]), multiphase
flows (see e.g., [73]), FSI problems (see, e.g., [74–77]), and diverse industrial applications
(see, e.g., [78–83]), these works paid little attention to OEDs, for which several hydrody-
namic problems are quite different from traditional nearshore/offshore structures and
thereby deserve energy engineers and SPH practitioners’ attention. Therefore, in contrast to
the previous reviews, this study aimed at offering the state-of-the-art progress with regard
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to various advanced SPH techniques in the hydrodynamic predictions of OEDs towards
industrial applications, and the attention of the present work is particularly focused on
the following topics (see Figure 4 for more details)

1. SPH-based numerical fluid tanks.
2. Multi-physics SPH techniques for simulating OEDs.
3. Computational efficiency and capacity.

 Hydrodynamic 
 Simulations for Ocean 
 Energy Devices (ODEs)

 SPH-based numerical 
 fluid tanks

 Producing sea environments
 Wave generation and absorption

 Wind and current generation

 Tackling numerical issues  Particle shifting technique

 Tensile instability control
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Figure 4. The outline of the present article.

The remainder of the article is organized as follows. In Section 2, the governing
equations of the fluid and the fundamental concepts of the SPH method are briefly recalled.
In Section 3, the latest development of SPH-based numerical fluid (including wind, wave,
and current) tanks are reviewed. In addition to that, the attention of this section is also
focused on how to accurately deal with the numerical issues including (1) disordered
particle distribution, (2) tensile instability, and (3) the over-attenuation of wave propa-
gation. Sections 4–6 are devoted to stating the up-to-date multi-physics SPH techniques
towards simulating OEDs, including (1) the multibody dynamics with a mooring system,
(2) hydroelastic FSIs, and (3) multiphase flows. Subsequently, in Section 7, how to improve
computational efficiency and capacity via diverse techniques from the algorithm and hard-
ware aspects are discussed, which are significant for simulating OEDs because such a type
of SPH simulations is usually characterized by a huge computational domain and a sub-
stantial total particle number. Finally, conclusions and future prospects of the concerning
topics are illustrated in the last part of the article.

2. A Brief Recall of the SPH Method for Simulating Hydrodynamic Problems Related
to OEDs

In order to ensure the completeness of the article, in this section, we offer a brief
recall with respect to the governing equations of the fluid and the fundamental concepts
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of the SPH method; for a comprehensive description of the methodology, the readers can
refer to classical textbooks (see, e.g., [62,84]).

2.1. Governing Equations: Weakly Compressible and Truly Incompressible Hypotheses
2.1.1. Weakly Compressible Hypotheses

In the weakly compressible hypotheses, the pressure and density of the fluid can
be decoupled via a stiff Equation of State (EoS). Therefore, the governing equations of
the fluid can be written as the following Lagrangian formalism (see, e.g., [79,85]).

Dρ

Dt
= −ρ∇ · v ,

Dv
Dt

= −1
ρ
∇p + ν∇2v + g ,

p =
c2

0ρ0

γ

( ρ

ρ0

)γ

− 1

 ,

(1)

where the operator of D/ Dt represents the Lagrangian/material derivative, and the sub-
script 0 denotes the reference value of the acted variable. ρ, p, ν, and v denote the density,
pressure, kinematic viscosity, and velocity vector of the fluid, respectively. g signifies gravi-
tational acceleration. γ stands for the polytropic coefficient, which is usually adopted as
γ = 7 and γ = 1.4 for water and air (see, e.g., [86,87]), respectively. ρ0 signifies the reference
density at rest. c0 is a pseudo sound speed, which is normally adopted as 10 times higher
than the anticipated maximum fluid velocity, Umax, for the sake of reducing the density
variation down to 1%, i.e., c0 ≥ 10Umax [85]. Note that if the value of γ is set to 1, the EoS
can be simplified to p = c2

0(ρ− ρ0). This simplification was firstly used by Morris et al. [88],
showing more stability within the WCSPH framework.

One of the greatest superiorities of WCSPH is its fully explicit property in time,
which means that the velocity, position, and density of fluid particles can be updated
straightforwardly via

vn+1 = vn +

(
−1

ρ
∇p + ν∇2v + g

)n

∆t , rn+1 = rn + vn∆t . (2)

and
ρn+1 = ρn − ρn(∇ · v)n∆t . (3)

where r denotes the position vector of the fluid and ∆t the time step. The superscript of n
and n + 1 denote the n-th and (n + 1)-th time steps, respectively. Finally, the pressure can
be obtained by the EoS through the updated density. Practically, to ensure numerical sta-
bility, the predictor-corrector method or Roung–Kutta time integrations are often adopted
(see more details in Section 2.3).

2.1.2. Truly Incompressible Hypotheses

Conversely, the governing equations for the truly incompressible fluid become
∇ · v = 0 ,
Dv
Dt

= −1
ρ
∇p + ν∇2v + g .

(4)

To enforce incompressibility and solve the Pressure Poisson Equation (PPE), the pro-
cedure proposed by Cummins and Rudman [89] has been generally adopted in the SPH
community (see, e.g., [90–93]), which was inspired by Chorin’s projection method [94] with
an adapted form. This method consists of two steps, i.e., the prediction and correction steps.
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The prediction step is to calculate the intermediate velocity, v?, based on the viscosity and
gravity forces via

v? − vn

∆t
= ν∇2v + g . (5)

Subsequently, the correction step can be implemented based on the pressure force via

vn+1 − v?

∆t
= −1

ρ
∇pn+1 . (6)

Finally, the intermediate velocity can be projected on the divergence-free space by
writing the divergence of Equation (6), which yields the following PPE

∇2 pn+1 =
ρ

∆t
∇ · v? , (7)

where ∇2 signifies the Laplacian operator. Once the pressure is obtained from PPE, the ve-
locity and position at the (n + 1)-th step can be updated via

vn+1 = v? −
(

1
ρ
∇pn+1

)
∆t , rn+1 = rn + vn+1∆t . (8)

2.1.3. Weakly Compressible or Truly Incompressible: The Best Choice towards OEDs
Simulations

Traditionally speaking, in the early years, SPH practitioners were in favor of using
ISPH rather than WCSPH for coastal and ocean engineering simulations owing to its
inherent noise-free characteristic. For example, in 2008, Lee et al. [91] carried out a detailed
investigation on the differences between WCSPH and ISPH. It was concluded that ISPH
can provide much smoother velocity and pressure fields than WCSPH in every case they
implemented; these were also proved and supported by other researchers (see, e.g., [95,96]).

To reduce the spurious numerical noise of WCSPH, several measures have been pro-
posed over the years. The related pioneering work can be traced back to Monaghan and
Gingold [97], where an artificial viscosity term based on a Neumann–Richtmeyer viscosity
was proposed to alleviate the oscillations induced by shock waves. The next breakthrough
corresponds to Colagrossi and Landrini [86], where a Mean Least Square (MLS) integral in-
terpretation was introduced to filter the oscillating density field. Although this scheme can
provide good results, it cannot be applied to long-term simulations because the hydrostatic
component of the fluid system is nonphysically filtered, leading to the non-conservation
of total fluid volume [98,99]. Further, Molteni and Colagrossi [100] proposed to use a nu-
merical diffusive term inside the continuity equation; this term can give good results
but fails also to produce the hydrostatic solution. Consequently, the authors deactivated
the diffusive term when the pressure is below the hydrostatic solution, which weakens
the effectiveness of the diffusive term. Fortunately, this issue was successfully resolved by
Antuono et al. [98] in 2010, resulting in the δ-SPH model that produces an excellent den-
sity/pressure solution in most cases; this work was further extended to violent free-surface
flows by Marrone et al. [101] in 2011. There is no doubt that after being proposed, the δ-SPH
model almost became the standard form for WCSPH; these works were also awarded with
the Monaghan Prize in 2018 by SPH Research and Engineering International Community
(SPHERIC)) for their outstanding contributions to the SPH community [102].

Although ISPH shows better performance in tackling incompressible flow problems,
three issues pose some limitations in simulating OEDs. Firstly, ISPH must solve PPE that is
implicit in time, which is not straightforward to code compared with WCSPH. Secondly,
ISPH demands the explicit detection of the free-surface to impose the dynamic free-surface
boundary condition that is implicitly fulfilled in WCSPH (see, e.g., [103]). Finally, the most
striking one is that ISPH is hard to be applied to a large-scale simulation accelerated by
the Graphics Processing Units (GPUs) parallelization, especially for the 3D simulations
towards realistic industrial applications (see, e.g., [104]). The root is that the required
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memory of ISPH will be largely occupied by storing the exponentially increasing elements
of the PPE matrix as the total particle number increased. In other words, the computational
capacity of ISPH could be far smaller than WCSPH when the GPU parallelization is
employed. Nonetheless, WCSPH is free from this issue because its required memory
grows linearly as the increase in total particle number due to the fully explicit property
in time. Therefore, only a few efforts have been dedicated to implementing ISPH on GPU
(see, e.g., [104–106]).

It should be kept in mind that the simulations of OEDs usually involve the FSI
process between water waves and complex structures (even an array of OEDs), which
usually requires (1) a huge computational domain to prevent possible nonphysical reflected
waves from borders and (2) sufficiently refined particle resolution to accurately capture
the spatiotemporal free-surface evolutions, meaning that the total particle number could
be substantial in such a type of SPH simulations. From this point of view, WCSPH is
now more feasible than ISPH considering the balance between numerical accuracy and
computational efficiency/capacity. This is why the present popular GPU-based open-source
SPH solvers (e.g., DualSPHysics [107] and GPUSPH [108]) have adopted WCSPH rather
than ISPH as their solver framework. Therefore, in the following discussions, attention is
particularly focused on WCSPH; for classical literature regarding ISPH, the readers can
refer to [89,90,92,93].

2.2. The Fundamental Concepts of SPH
2.2.1. Kernel and Particle Approximations

In the SPH method, the discrete governing equations can be constructed following
two steps, i.e., the kernel approximation and particle approximation (see, e.g., [75,78]).
The kernel approximation aims to evaluate field qualities and their spatial derivative
(i.e., gradient and divergence) via the kernel function as

〈 f (r)〉 =
∫

Ω
f
(

r′
)

W
(

r− r′, h
)

dr′ , (9)

〈∇ f (r)〉 =
∫

Ω
f
(

r′
)
∇W

(
r− r′, h

)
dr′ , (10)

〈∇ · f(r)〉 =
∫

Ω
f
(

r′
)
· ∇W

(
r− r′, h

)
dr′ , (11)

where f (·) and f(·) represent the generic scalar and vector functions, respectively. r and
r′ stand for the targeted position and its neighboring points, respectively. W(r − r′, h)
signifies the kernel function to approximate the reciprocal contribution between two points
of interest with h being the smoothing length. dr′ denotes the infinitesimal integral element.
Note that owing to the compact support property of the kernel function, the integrals of
Equations (9)–(11) vanish in those regions beyond the support domain denoted by Ω.

Considering the kernel property of∫
Ω
∇W

(
r− r′, h

)
dr′ = 0 . (12)

It is in favor of rewriting Equations (10) and (11) as

〈∇ f (r)〉 =
∫

Ω

[
f
(

r′
)
± f (r)

]
∇W

(
r− r′, h

)
dr′ , (13)

〈∇ · f(r)〉 =
∫

Ω

[
f
(

r′
)
± f(r)

]
· ∇W

(
r− r′, h

)
dr′ . (14)

Equations (13) and (14) are preferred by SPH practitioners since this formalism could
somewhat reduce the kernel truncation on boundaries. In order to transform the kernel
approximation into the particle approximation, the computational domain should be
discretized into several particles that carry all field quantities of the flow region. Note that
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a lumped volume defined as Vi = mi/ρi is imposed to each particle at every time step
with mi being the invariant particle mass of the i-th particle given at the initialization;
this means that these particles do not have a fixed volume (or shape) and therefore could
trigger the particle Lagrangian structures behaving as the particle clumping and clustering
phenomenon during an SPH simulation; this will be further discussed in Section 3.3.1.

Subsequently, by summing up the overall neighboring particles within the support
radius of the i-th particle, Equations (9), (13), and (14) can be rewritten from the continuous
form to the discrete form as

〈 f (ri)〉 = ∑
j

f
(

rj

)
WijVj , (15)

〈∇ f (ri)〉 = ∑
j

[
f (ri)± f

(
rj

)]
∇iWijVj , (16)

〈∇ · f(ri)〉 = ∑
j

[
f(ri)± f

(
rj

)]
· ∇iWijVj , (17)

respectively, where the subscripts i and j refer to the targeted particle and its neighboring
particles, respectively. The subscript i in ∇i denotes that the acted variable is evaluated
with respect to the i-th particle. Wij = W(ri − rj, h) is adopted hereafter for brevity.

2.2.2. Discrete Governing Equations: The WCSPH Model

According to Equations (15)–(17), system (1) can thereby be converted into the follow-
ing popular WCSPH formalism

Dρi
Dt

= −ρi ∑
j

(
vj − vi

)
· ∇iWijVj + T

(d)
i ,

Dvi
Dt

= − 1
ρi

∑
j

(
pi + pj

)
∇iWijVj + T

(v)
i + g ,

pi = c2
0
(
ρi − ρ0

)
, c0 ≥ 10 max

(
‖Umax‖,

√
pmax

ρ0

)
,

(18)

where T (d)
i and T (v)

i stand for the density diffusive term and the viscosity term, respectively.
Umax and Pmax denote the anticipated maximum velocity and pressure in the flow domain,
respectively. As discussed in Section 2.1.3, the most popular density diffusive term is
the δ-term given as [98]

T (d)
i = δc0h ∑

j
πij · ∇iWijVj ,

πij = 2
(

ρj − ρi

) rj − ri∥∥∥rj − ri

∥∥∥2 −
[
〈∇ρ〉Li + 〈∇ρ〉Lj

]
,

〈∇ρ〉Li = ∑
j

(
ρj − ρi

)
Li · ∇iWijVj ,

Li =

∑
j

(
rj − ri

)
⊗∇iWijVj

−1

,

(19)

where〈∇ρ〉L refers to the renomalized density gradient [109] that can recover the particle
consistency in the vicinity of boundaries. For more details regarding the δ-term, the readers
can refer to [98,101].

Regarding the viscosity term, as suggested by Monaghan and Gingold [97], when
an inviscid fluid assumption is adopted, an artificial viscosity term should be employed
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to improve the robustness of an SPH simulation. On the contrary, when considering
the physical viscosity (e.g., foil hydrodynamics), the artificial viscosity can be directly
converted into the physical one because the former is equivalent to a Neumann–Richtmeyer
viscosity [85,97]. T (v)

i can be written as

T (v)
i =


αc0hρ0

ρi
∑

j
Πij∇iWijVj , for artificial viscosity ,

Kνρ0

ρi
∑

j
Πij∇iWijVj , for physical viscosity ,

(20)

where K = 2(n + 2) with n being the dimension of the simulation. Πij is given as

Πij =

(
vj − vi

)
·
(

rj − ri

)
∥∥∥rj − ri

∥∥∥2
+ 0.01h2

, (21)

where 0.01h2 is expected to prevent a zero denominator.
In addition to the δ-SPH model, another popular WCSPH model is the Riemann-SPH

that employs a Riemann solver into the governing equations to stabilize the calculation and
alleviate the nonphysical pressure noise. The governing equations of the Riemann-SPH
model can be written as (see, e.g., [110])

Dρi
Dt

= 2ρi ∑
j

(
vi −U?

)
· ∇iWijVj ,

Dvi
Dt

= − 2
ρi

∑
j

P?∇iWijVj + g ,

pi = c2
0
(
ρi − ρ0

)
, c0 ≥ 10 max

‖Umax‖,
√

Pmax

ρ0

 ,

(22)

where U? and P? are the solutions of an inter-particle Riemann problem along with the vec-
tor pointing from the i-th particle to the j-th particle (see, e.g., [111,112]). The Riemann-SPH
solver can provide accurate pressure field comparable to the δ-SPH model; therefore,
in the present SPH community, both the δ-SPH and Riemann-SPH have been widely em-
ployed to solve engineering problems [113,114]. Typical examples are DualSPHysics with
δ-SPH [107], SPHinXsys [112] and Nextflow Software [115] with Riemann-SPH.

2.3. Time Integration

Regarding time integration, several schemes are available in the SPH literature such
as the Verlet or Symplectic schemes (see, e.g., [107,112]), the 4th-order-Runge–Kutta (RK4)
scheme (see, e.g., [99,116]), and the prediction-correction scheme (see, e.g., [117]). No mat-
ter which time-integration scheme is adopted, the time step, ∆t, should be determined by
the Courant–Friedrich–Levy (CFL) condition as (see, e.g., [112,118–120]).



∆tν = 0.125 min
i

h2
i

νi
,

∆ta = 0.25 min
i

√
hi

max(‖ai‖, ‖g‖)
,

∆tc = CFL min
i

hi
c0 + max

i
‖vi‖

,

∆t = min(∆tν, ∆ta, ∆tc) .

(23)
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where ν denotes the kinematic viscosity of the fluid. Note that the value of CFL can be up
to O(1) in RK4 because of its high-order accurate property, while in other second-order
accurate schemes, this value has been usually adopted as O(10−1) to stabilize the simula-
tion. For instance, in DualSPHysics the default value of CFL is 0.3 [107], and in SPHinXsys
the default values of CFL are 0.25 and 0.6 for the advection criterion and the acoustic crite-
rion [112], respectively, whereas in those simulations adopting RK4, the value of CFL has
been usually adopted as 1.0∼1.25 (see, e.g., [118,119]). From this point of view, although
RK4 requires more sub-steps for each time step, its computational costs would not increase
apparently due to the larger value of CFL.

2.4. Boundary Conditions
2.4.1. Free-Surface Boundary Condition

In the context of OEDs simulations using WCSPH, the most important two boundary
conditions are the (1) free-surface boundary and (2) wall boundary for most cases. In terms
of the free-surface boundary, it can be further categorized into the Kinematic and Dynamic
Free-surface Boundary Condition, i.e., KFSBC and DFSBC, respectively. Because the SPH
method is a purely Lagrangian numerical scheme, KFSBC is naturally satisfied without any
extra requirements. Furthermore, it has been demonstrated by Colagrossi et al. [103] that
in the WCSPH scenario, DFSBC can also be implicitly satisfied because p→ 0 and ρ→ 0
in the free-surface. However, the authors have also pointed out that the formalism of SPH
operators imposes significant effects on the convergence properties for simulating free-
surface problems (for more details, the readers can refer to [103]). Therefore, only the wall
boundary should be taken into account by SPH practitioners in WCSPH simulations.

2.4.2. Wall Boundary Condition

Generally speaking, in the SPH framework, the wall boundary condition can be en-
forced by two methods. One way is to distribute particles on wall surfaces to complete
the kernel support near the boundary, which is the most popular method in the present
SPH community. For example, the technique named Fixed Ghost Particle proposed
by Adami et al. [121] was adopted in SPHinXsys or Dynamic Boundary Condition by
Crespo et al. [122,123] in DualSPHysics. Another method is based on the normal-flux
method that discretizes physical walls into several segments, i.e., line elements in 2D
and triangle elements in 3D; this method was adopted by several commercial SPH pack-
ages, such as Nextflow Software [115] and Dive Solution [124]. It should be highlighted
here that which method is the best choice for simulating OEDs is still an open topic for
the SPH community because both of the two methods have their superiorities. In terms of
the normal-flux method, it could save a significant amount of time in the pre-process stage
because the only required file is just geometry data (e.g., STL-format file); this method facili-
tates accurately modeling arbitrarily complex 3D structures as proved by Chiron et al. [125].
On the contrary, the particle-based wall boundary is strongly limited by the particle gen-
eration because it is hard to obtain high-quality particles needed by SPH simulations,
whereas it facilitates the generality and extendibility of SPH codes because the solver can
be developed in a unified Lagrangian particle framework. Besides, a particle-based wall
boundary can be implemented without any extra requirements to tackle the fluid–structure
interfaces, improving the numerical accuracy and stability for SPH simulations.

There is no doubt that compared with generating high-quality particles on body
surfaces, creating grids for complex 3D structures is more easy-to-realize because there
have been substantial open-source (e.g., OpenFoam [126] and TetGen [127]) and commercial
(e.g., Altair Hypermesh and ANSYS ICEM) packages that can cope well with this. Therefore,
in this subsection, attention is particularly focused on several feasible methods to generate
body-fitted and uniformly distributed particles, which is the most important pre-process
technique for simulating OEDs when a unified particle framework is considered.

It is evident that creating body-fitted and uniformly distributed particles on body
surfaces is not trivial for SPH practitioners. The pioneering work for proposing a generic-
purpose particle-generating technique can be traced back to Colagrossi et al. [128], where
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the Particle-Packing Algorithm (PPA) was elaborated. As demonstrated by the authors,
PPA can be embedded without difficulty into whatever WCSPH or ISPH codes since the al-
gorithm is proposed directly based on some intrinsic features of the SPH method (see [128]
for more details). Nevertheless, to the best knowledge of the authors, there has been no
user-friendly open-source particle generator developed based on PPA. Another accessible
particle-generating technique is the CAD-BPG that has been proposed by Zhu et al. [129]
in 2021. In this technique, to achieve body-fitted and uniformly distributed particles on wall
surfaces, a physics-driven relaxation process governed by a transport-velocity is employed
to characterize the particle evolutions; this procedure is now integrated on the latest version
of SPHinXsys [112], showing excellent ability and user-friendly properties for creating
body-fitted particles for arbitrarily complex 3D structures. Figure 5 displays the general
procedure for creating body-fitted particles for a semi-submersible FWT using the CAD-
BPG solvers, while in Figure 6 several zoom-in views of the output FWT’s particles are
illustrated to demonstrate the high-quality particle distribution provided by the particle
generator. One can see that the solver is easy to use, and the resulting particles show a quite
homogeneous characteristic that facilitates the numerical accuracy and stability of SPH
simulations. Of course, the solver can also be applied to arbitrarily complex 2D structures;
a typical example for a 2D hydrofoil is shown in Figure 7. Note that for generating 2D par-
ticles, instead of using a 3D STL file, the required file is a dat file containing the coordinate
information of the border of the targeted 2D body (for more details, the readers can refer to
the tutorial documents of SPHinXsys).

Of course, to simulate OEDs, other boundary conditions such as the wavemaker
boundary for generating water waves and the inlet/outlet boundary for generating winds
and currents are also very important, which will be further discussed in Section 3.

Prepare the 

targeted 3D STL file 

by a CAD system

Create an user case 

in the source folder 

of SPHinXsys

Copy the STL file to 

the folder named 

data and input

Generate the build 

files by using the 

CMake compiler

Set the body border, 

particle spacing 

and Iterative step

Run the relaxation 

to output the 

desired VTU files

Delete internal 

particles beyond 

the support radius

Extract the position 

data from the VTU 

files using a script

Input geometry Output particles

Figure 5. The pipeline of CAD-BPG: an example for generating the body-fitted and uniformly
distributed particles of a semi-submersible FWT.
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Figure 6. The zoom-in view of the FWT’s particles. The color represents the x-axis position.

Figure 7. The body-fitted and uniformly distributed 2D particles generated by the CAD-BPG solver:
an example of a 2D hydrofoil. The color represents the x-axis position.

3. Numerical Fluid Tank Based on SPH for Simulating Hydrodynamic Problems
Related to OEDs

In the context of coastal and ocean engineering, establishing accurate and robust
numerical fluid tanks (NFTs) to generate targeted waves, currents, and winds is the most
significant prerequisite for FSIs simulations. As discussed in Section 1, traditional Eulerian
mesh-based NFTs, e.g., Finite Volume (FV) and Finite Difference (FD), are mature algorith-
mically, and this type of NFTs can be efficiently established by either using commercial
packages (e.g., Siemens STAR-CCM+ and ANSYS Fluent) or open-source codes (e.g., Open-
Foam [126]). Notwithstanding, because of their inherent Eulerian nature, mesh-based NFTs
usually suffer from some unwanted numerical issues, e.g., the non-conservation of total
fluid mass and the over-dissipation of multiphase interfaces. For example, the air–water
interfaces are prone to be violently blurred when the mesh resolution of the multiphase
interfaces is insufficient, although this could be partly prevented by implementing the Adap-
tive Mesh Refinement (AMR) technique that refines the mesh resolution in the proximity
of multiphase interfaces and consequently provides better sharpness of the phase borders.
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Nonetheless, as a truly meshless method, SPH is totally free from the aforementioned issues
thanks to its Lagrangian characteristic. In fact, Christian et al. [130] have already provided
a comprehensive review regarding the high-fidelity numerical wave tanks (NWTs) towards
WECs mainly focusing attention on various mesh methods. Differing from that work,
in this section, attention is particularly concentrated on how to accurately generate not only
water waves but also winds and currents by using the SPH method. Furthermore, several
feasible and effective strategies to remove some numerical issues are elaborated, including
the over-dissipation of wave energy, anisotropic particle distribution, and tensile instability.

3.1. Wave Tank
3.1.1. Wave Generation

In terms of OEDs, especially for WECs and FWTs, wave excitations are the most critical
environmental loads during working. Therefore, an accurate and robust NWT is the base
of any numerical method aiming at coastal and ocean engineering purposes. Generally
speaking, as outlined by Higuera et al. [131], the numerical wave-generation methods can
be categorized into three types, i.e., an internal method, a static-boundary method, and
a moving boundary method.

The internal method is also known as the internal wavemaker, which was proposed to
add an artificial source term into the continuity/momentum equations to mimic a wave-
maker. The superiority of the internal method is avoiding undesired wave reflections
from the wave-making boundary [132], whereas it could lead to extra computational costs
because of the need of extending the flow domain [67]. For the typical examples of this
method using SPH simulations, the readers can refer to [132,133].

In terms of the static boundary, its main idea is to straightforwardly implement
Dirichlet conditions for the wave-generation boundary. In this method, the wave-making
boundary is handled by different analytical wave theories, giving the anticipated velocity
and free-surface elevations to produce the targeted incoming waves [131]. It is evident
that this method is naturally suitable for Eulerian mesh-based solvers, whereas in the La-
grangian meshfree framework it is hard to be implemented because the particle position
evolves according to the governing equations as time integration. Therefore, scarce at-
tempts have been devoted to this method within the SPH framework, although it is widely
applied in mesh-based solvers such as the PF and RANS models.

As can be seen, the aforementioned methods are purely based on a numerical aspect
to generate water waves, while the final approach, i.e., the moving boundary method,
directly produces water waves via a realistic boundary motion just as the actual wave-
maker machines in laboratory experiments. This method, indeed, has been not so com-
mon for Eulerian mesh-based solvers since it requires large mesh deformation, which is
one of the striking weaknesses of Eulerian methods. However, in meshless approaches
such as the SPH method, the implementation of the moving boundary is straightforward
without any extra requirements [134]. Therefore, this method is strongly recommended
in the SPH simulation of the wave–structure interactions for OEDs; this method has also
been adopted by several open-source SPH solvers such as DualSPHysics [107,134] and
SPHinXsys [112,135]. Note that for the sake of brevity, in the following discussion, the term
of wavemaker especially denotes the moving-boundary method.

The earliest work to use the wavemaker for generating water waves within the SPH
framework could be traced back to Monaghan in 1994 [65], where a piston-type wave
paddle was employed to produce several water waves. After that, various numerical
techniques for producing different types of water waves were investigated, e.g., piston-
type [134] and plunger-type [136,137]. For example, Altomare et al. [134] conducted
a comprehensive investigation on regular and irregular water-waves generation using
a piston-type wavemaker. Sun et al. [138] produced the focusing waves (or freak waves) also
using a piston-type wavemaker to study the wave–structure interactions. He et al. [136]
realized the solitary-waves generation by employing a plunger-type wavemaker. For a brief
summary, the moving-boundary method is now mature for generating various types of
water waves, ranging from regular to irregular waves and from linear to nonlinear waves.
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Therefore, it is recommended for simulating OEDs on account of its higher applicability
and versatility compared with other wave-making methods.

3.1.2. Wave Absorption

The wave absorption also plays an important role in NWTs because NWTs are always
constructed with limited overall length and width to reduce computational costs, which
could trigger wave reflections from the wall boundaries or wave paddles and thereby could
largely reduce the quality of the generated water waves. Hence, numerical techniques are
needed to tackle the wave reflections.

Traditionally, passive absorbers are the most common techniques for wave absorption,
which can be implemented by two methods. One consists of placing a sloping bottom or
porous structures in front of the boundaries of interest where large wave reflections could
exist; this method is similar to those used in physical tests. However, this type of absorption
system is usually very sensitive to specific wave parameters, lacking versatility for different
types of water waves. Another method is more simple but effective, i.e., implementing
a damping zone into the computational domain. In this damping region, the particle
kinetic energy can be dissipated rapidly by different mechanisms, e.g., improving viscosity
or reducing velocity. For instance, in the SPH simulations conducted by Sun et al. [138],
a viscosity damping zone in front of the end boundary of the tank was built by increasing
the artificial viscosity coefficient of the zone. Another example is that Lind et al. [92]
employed a velocity damping zone to dissipate the wave energy at the end of a wave tank
by an exponentially decaying scheme.

Although passive absorbers show remarkable convenience and performance in prac-
tical applications due to their simplicity, it could be not enough when a long-term SPH
simulation of wave–structure interactions is performed. The main reason is that in such
a simulation, the water waves could be reflected towards the wave paddle and thereby
contaminate the SPH results. Consequently, another method, i.e., active absorbers was
proposed to tackle this issue. There are various techniques available for this method de-
pending on the feedback of specific field quantities, for example, the free-surface elevations
in front of the wavemaker or the force acting on the wavemaker. One typical attempt
corresponds to DualSPHysics [107], where the active absorbers have been implemented by
using the free-surface evolutions at the wavemaker position as the feedback [134].

On the whole, when a short-term SPH simulation involving water waves is performed,
both the passive and active absorbers can be employed. On the contrary, it is in favor of
implementing active absorbers to achieve the best quality of wave generation [134].

3.1.3. Wave Energy Attenuation

When an NWT is established by traditional SPH models, it could undergo some nu-
merical issues that strongly limit the applicability of the SPH method. One of the most
striking issues is the over-attenuation of wave energy. The wave energy attenuation, behav-
ing as the wave height decaying rapidly within a few wavelengths for progressive waves,
has been a serious numerical issue that has to be faced by SPH practitioners when the SPH
method is carried out for long-distance wave-propagation problems. The mechanism of
such a phenomenon was investigated comprehensively by Colagrossi et al. [139] in 2013,
where it was demonstrated that traditional WCSPH possesses the ability to accurately
predict the attenuation process of viscous standing waves. However, to realize that it
requires the number of neighbors per particle is sufficiently large, and this number should
be gradually increased to achieve convergence towards theoretical solutions. In addition,
it was also suggested that a higher number of neighbors is required for a larger Reynolds
number. Notwithstanding, in practical applications, the number of neighbors per particle
cannot be increased as desired because of the unbearable boosting computational costs.

Fortunately, this issue has been successfully resolved by Zago et al. [140] in 2021.
In that work, an improved Kernel Gradient Correction (KGC) was imposed to the momen-
tum equation to handle the dissipation issue. Compared with those traditional schemes
(see, e.g., [109,141–143]), the improved KGC overcomes the non-reciprocity of inter-particle
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interactions by a symmetrized correction that guarantees the momentum conservation.
As demonstrated by Zago et al. [140], the improved KGC shows excellent performance
to prevent the wave attenuation with bearable computational costs. This work is a break-
through corresponding to the industrial SPH applications towards realistic coastal and
ocean engineering because it significantly makes the long-term and long-distance water
waves simulations realizable.

3.2. Current and Wind Tunnels

In addition to the wave-generation and absorption techniques discussed above, it is
also significant to build accurate and robust current and wind tunnels within the SPH
framework to simulate the hydrodynamic performance of TCTs and FWTs, for which
the working turbines are always fully immersed in the air (i.e., FWTs) or water (i.e., TCTs),
respectively. However, because the SPH method is a purely Lagrangian meshless method,
it is not trivial to model the inlet/outlet boundary conditions that are very straightforward
to be implemented in mesh-based solvers. The main reason is that it is imperative to
maintain the flow consistency by avoiding that all the fluid particles move out of the flow
domain during simulations. To this end, various inlet/outlet boundary techniques have
been proposed during the past two decades. The pioneering work related to the velocity
inlet/outlet boundary conditions was conducted by Lastiwka et al. [144] and was further
extended by other SPH practitioners (see, e.g., [145–147]). Generally, the fundamental prin-
ciples of these approaches share the same characteristics with some special modifications
depending on specific problems.

In order to clearly state the generic mechanism of the inlet/outlet boundary conditions,
herein one of the most popular versions presented by Federico et al. [145] is illustrated.
Figure 8 shows the bird view of a typical current/wind tunnel. One can see that the flow do-
main is divided into three parts prior to the simulation. At the inlet domain, the anticipated
field quantities such as velocity and pressure are compulsorily assigned to the inlet parti-
cles. During time integration, these particles update their physical positions according to
the time integration of velocity and do not participate in the SPH calculation. When the in-
let particles are beyond the limit of the inlet domain (i.e., Border 1), they immediately
become common SPH particles and then participate in the SPH calculation at the following
time steps. Conversely, when the SPH particles run out of the limit of the SPH domain
(i.e., Border 2), they will be immediately converted into the outlet particles and thereby
free again from the SPH calculation. Finally, when a particle runs out of the outlet domain,
it will be removed from the computational domain and then supplied into the candidate
particle set that will be reused for creating inlet particles.
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3.3. Numerical Issues Existing in NFTs

The same as other CFD tools, the SPH method has also been bothered by several
numerical issues that could strongly limit its versatile applicability for different engineering
problems. Among them, the most serious issues are the anisotropic particle distribution and
tensile instability. The former could significantly reduce the particle consistency and thus
the accuracy and stability of SPH simulations (see, e.g., [78]), while the latter could lead to
numerical voids in those fluid domains characterized by strong negative pressures. In fact,
these two numerical issues are inherent deficiencies regarding the SPH method. This section
aims at providing the latest advanced SPH techniques to cope with them; these techniques
are imperative to build an accurate, robust, and versatile NFT for simulating OEDs.

3.3.1. Disordered Particle Distribution: Using Particle-Shifting Techniques

As a purely Lagrangian meshless method, traditional SPH models undergo the par-
ticle Lagrangian structures [148] that are characterized by serious particle clustering and
clumping. The root of the Lagrangian particle structures can be attributed to the fact
that the volume of each particle is simply obtained via the relation of Vi = mi/ρi during
the time integration, providing no information regarding their volume shapes. As a conse-
quence, whatever the initial distribution of particles, their volume shapes could be strongly
stretched or compressed during flow evolutions since each particle must move along with
the streamline they belong to; this results in the anisotropic deformations of the volumes
macroscopically behaving as the strongly disordered particle pattern (see Figure 9a–c).
As pointed out by Liu et al. [78], the regularity of a particle distribution significantly affects
the order of particle consistency and thus the numerical accuracy and stability (see also
the discussions provided by Antuono et al. [149]). Fortunately, this issue has been suc-
cessfully resolved by the numerical technique known as the Particle-Shifting Techniques
(PSTs) [92,150], which compulsorily shifts fluid particles from their streamlines to a new
position according to some principles and thereby offers a homogeneous particle pattern
as desired (see Figure 9d). Regarding the shifting principles, the most popular version is
to reposition fluid particles from high-concentration regions to low-concentration regions
on the basis of Fick’s diffusion law, which therefore forms the Fickian-based PST, which
was firstly proposed by Lind et al. in 2012 [92]. The main idea of Lind’s PST can be
mathematically written as

δri = −D∇Ci , (24)

where D is a diffusion coefficient that determines the magnitude of the shifting, which
should satisfy several stability conditions as pointed out by Lind et al. [92]. Note that as
reported by Sun et al. [118], in the WCSPH framework, the value ofD should be determined
with a weakly compressible consideration. Ci represents the particle concentration and
usually comes from the sum of the kernel function, i.e.

Ci = ∑
j

WijVj . (25)

After this pioneering work, PST has been further developed by the SPH community
and applied to diverse problems, forming various PST variants in both the weakly compress-
ible and truly incompressible senses (see e.g., [93,118,148,151–159]). It is undeniable that
PSTs can offer uniform particle distribution (i.e., better quality of particle distribution—see
also Figure 10) and thus improve the numerical accuracy and stability of SPH simulations.
Notwithstanding, it should be underlined that although the original version of PST and its
variants show remarkable ability to cope with several challenging problems, their physical
rationality could pose some limitations when being applied to realistic engineering prob-
lems. For instance, as reported by the extensive SPH literature (see, e.g., [155,157,158,160]),
several versions of PST (see, e.g., [118,156]) could trigger the volume-non-conservation
issue in simulating violent free-surface flows with long-term duration. This is caused by
the fact that in these PST variants, after being repositioned, the particle positions are still
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updated according to an unchanged velocity field (i.e., non-Lagrangian transport velocity),
which is nonphysical from a rigorous point of view. As a consequence, the accumulating
errors on the potential energy gradually lead to the over-expansion (or over-compression
when being subjected to negative pressures) of total fluid volume during simulations.

(a)

(b) (c) (d)

Figure 9. A uniform incoming flow crossing a square. The numerical results of panel (a,b) are
obtained using an FV solver, while that of panel (c,d) are simulated via an SPH solver without
and with PST, respectively. (a) FV result of the velocity field in the x-axis direction (Unit: m/s).
(b) Streamlines via an FV solver. (c) SPH result without PST. (d) SPH result with PST.

Therefore, the SPH community have been struggling for making PST more physical
in different ways, such as integrating the shifting velocity, δv, into the governing equations
(see, e.g., [155,158]) and using a fully Arbitrary-Lagrangian-Eulerian (ALE) framework
(see, e.g., [148,161]); these variants strongly improve the rationality and interpretability
of PSTs through rigorous mathematical considerations, although they require modifying
the existing codes to a large extent because of the more complex formalism of the governing
equations. In addition to that, there have been simpler measures such as locally deactivating
shifting when the fluid suffers from the volume-non-conservation issue [157] or introducing
a corrective cohesion force to adaptively compensate the over-expansion/compression [160].
On the whole, as a simple and powerful SPH technique, PSTs should be taken into account
for simulating OEDs to improve the accuracy and stability of the simulation. Notwithstand-
ing, which version of PSTs is the best choice for the concerning topic remains an open topic
that needs to be further investigated in the future.

It should be underlined here that in addition to adopting PST, another effective
measure to improve the numerical accuracy and robustness of SPH simulations is to
implement high-order corrected scheme (see, e.g., [109,141–143,162,163]), which is a con-
ventional method in the SPH community and can apparently recover the particle consis-
tency in the case with anisotropic particle pattern (even kernel truncation) [78]. For more
discussions corresponding to this topic, the readers can refer to [78,82].
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Figure 10. The quality of particle distribution with (top panel) and without (bottom panel) PST.
W‖∇C‖ is closer to zero when the particle distribution is more uniform. For more details regarding
the simulation configurations, the readers can refer to [119].

3.3.2. SPH Techniques to Prevent Tensile Instability

It is well known that when a body is subjected to current or wind excitations, the flow
field past the body could be characterized by negative pressures induced by the continuous
vortex shedding from the edge of the body. A typical example is flows passing a hydrofoil,
which is very common when simulating the hydrodynamic performance of the blades
installed on FWTs and TCTs. In this circumstance, vortex structures would be continuously
discharged from the leading edge of the hydrofoil. This phenomenon can be excellently
simulated using mesh methods that are inherently suitable for coping with such problems.
However, in the context of SPH, the Tensile Instability (TI) is one of the most critical nu-
merical issues that could destroy the SPH simulation in total when negative pressures are
involved. Macroscopically, when TI occurs, the SPH particles could clump/cluster together
and thereby trigger spurious flow voids in the flow field. On the contrary, from the micro-
scopical point of view, as pointed out very recently by Lyu et al. [119], the occurrence of TI
is indeed caused by the errors of the particle approximation of the kernel gradient. In other
words, TI is an inherent deficiency of SPH, and it cannot be removed even by refining
particle resolution (see [119] for more details). Therefore, special techniques are needed
to tackle the issue. At present, the most effective method to deal with TI is the technique
named Tensile Instability Control (TIC) proposed by Sun et al. in 2018 [164]. The principle
of TIC can be expressed as

〈∇p〉i =


∑

j

(
pj + pi

)
∇iWijVj , pi > 0∨ i ∈ ΩF ,

∑
j

(
pj − pi

)
∇iWijVj , pi < 0∧ i /∈ ΩF ,

(26)

where ΩF denotes the free-surface particles. The subscripts i and j refer to the targeted
particle and its neighboring particle within the support radius, respectively. As demon-
strated by Sun et al. [164], the incorporation with TIC can cope with several challenging
problems (see, e.g., Figure 11) that are almost impossible to be successfully simulated using
traditional SPH models (see, e.g., [164,165]).

It is worth noting that in addition to TIC, another effective measure is to add a back-
ground pressure (BP) for the whole computational domain; this measure is very popular
in the early years because of its easy-to-realize and effective properties. Nevertheless, this
measure cannot be directly implemented to those problems where a free-surface exists
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since in the WCSPH context DFSBC is implicitly fulfilled [103]. In fact, several SPH practi-
tioners have attempted to extend the BP technique to free-surface problems (see, e.g., [166]),
whereas it has been proved that TIC possesses better accuracy and stability than the BP
technique, at least for the hydrodynamic loads acting on body surfaces [119]. In the con-
text of simulating OEDs, the phenomena involving negative pressures are very common
(e.g., vortex shedding for hydrofoils and VIV and VIM problems), and therefore TIC should
be employed to prevent the numerical fluid voids that drastically reduce the accuracy and
stability of SPH simulations.

(a) (b)

Figure 11. Direct SPH simulation of viscous flow around a foil at Re = 10,000 without (a ) and with
(b) TIC. The flow void is induced when TIC is not used. For more details regarding the simulation
configurations, the readers can refer to [164].

4. Multibody Coupling and Mooring Hydrodynamics

Because most of OEDs exploit ocean energy via transmitting mechanical energy into
PTO systems, joints/sliders (hereafter referred to as Mechanical Constraint Structures,
MCSs) are very common and important in such a process for energy transmission. MCSs
can provide kinematic constraints between several objects, allowing that the transmission
system of OEDs can more flexibly transmit the mechanical energy of fluids into electricity.
For instance, Figure 12a shows the famous attenuator-type WEC named Pelamis [47,167],
which consists of four tubular sections connected by three hinged modules that can move
relatively to each other. Figure 12b displays another attenuator-type WEC called WaveS-
tar [168], which absorbs wave energy through several partially submerged buoys installed
on either longitudinal side of the device. In addition, various OEDs such as FWTs always
consist of a main-body module and a mooring system to stabilize the device motion just as
those conventional vessels and platforms. Figure 13 illustrates different mooring systems
of several types of FWTs, from left to right being the TLP type, the Spar type, and the semi-
submersible type, respectively. From the above-shown figures, it is clear that the multibody
coupling and mooring dynamics are very important for evaluating the power-generation
ability of OEDs. In the early years, although extensive efforts have been devoted to in-
vestigating different types of OEDs such as position-fixed WECs (see, e.g., [169,170]) or
moving/floating WECs (see, e.g., [171–173]), these investigations were conducted without
the multibody and mooring dynamics considerations. The SPH community has been
pursuing feasible and user-friendly solutions to cope with such complex problems.
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(a) (b)

Figure 12. Typical articulated systems installed on different WECs. (a) Pelamis WEC [47]. (b) WaveS-
tar WEC [168].

Figure 13. Typical mooring systems installed on different FWTs with TLP type (left), Spar type
(middle), and semi-submersible type (right).

Historically, several popular commercial solvers based on the BE approach such as
ANSYS AQWA and DNV SESAM have already provided corresponding modules (in-
cluding both MCSs and mooring solvers) to tackle such problems. Nevertheless, as dis-
cussed in Section 1, these packages are incapable of capturing the nonlinearity behaviors
of free-surface evolutions and are hard to be integrated into the SPH solver due to their
closed-source property (for more details regarding the BE applications in simulating OEDs,
the readers can refer to [174]). On the other hand, extensive efforts have been devoted
to coupling FSI solvers with mooring dynamics solvers through different strategies. For
instance, the open-source solver MoorDyn has been coupled with the WEC-Sim pack-
age (an open-source BE solver based on Matlab) as its mooring module [175]. Another
typical example is the OpenFoam solver, which has been further developed by several
researchers by integrating in-house mooring modules for the simulations of several tra-
ditional ocean engineering structures (see, e.g., [176–179]), and OEDs such as FWTs as
well (see, e.g., [180,181]). However, to the best knowledge of the authors, these existing
open-source solvers still lack the ability to cope with an arbitrary number of jointed objects.

At present, the SPH community has been also struggling for developing an “FSI +
MCSs + Mooring” coupling solver through different strategies, among which two break-
throughs, as shown in Table 1, have been achieved by DualSPHysics developers and
SPHinXsys developers via “DualSPHysics + Project Chrono + MoorDyn” and “SPHinXsys
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+ Simbody” strategies, respectively. Considering their easy accessibility, user-friendly
pipeline, good balance between accuracy and efficiency, and more importantly, high feasi-
bility towards simulating OEDs, in this section only these two combinations are involved.

Table 1. A comparison of the coupling strategies adopted by DualSPHysics and SPHinXsys.

Item DualSPHysics SPHinXsys

Fluid solver δ-SPH [107] Riemann-SPH [112]
Structure solver mDBC [123] Fixed ghost particle [121]

Mooring dynamics MoorDyn [182] Not yet officially provided
Multibody dynamics Project Chrono [183] Simbody [184]

4.1. DualSPHysics’ Solution: Incorporating with Project Chrono and MoorDyn

DualSPHysics is an open-source package devoted to solving the Navier–Stokes equa-
tion based on WCSPH, which was initially released in 2011 with the purpose of coping with
coastal engineering problems [107]. Thanks to its accuracy and robustness characteristics,
DualSPHysics has been significantly improved towards more complicated multi-physics
problems by the SPH practitioners and its developers during the past decade (for more
details regarding the latest developments of DualSPHysics, the readers can refer to [120]).
As pointed out by its developers, the successful coupling with other solvers has been
a milestone in the development of DualSPHysics [120]. Among them, the combination
of “DualSPHysics + Project Chrono + MoorDyn” is the most significant achievement,
which makes DualSPHysics the most powerful toolkit at present for simulating OEDs with
articulated and moored structures.

Project Chrono is an open-source multi-physics platform with excellent abilities to
simulate collisions and mechanical restrictions such as sliders, springs, and hinges. One of
the most striking superiorities of Project Chrono is that this solver can be coupled with
DualSPHysics within a unified meshfree framework to cope with complex articulated
systems. The flow chart of the coupling process between DualSPHysics and Project Chrono
is illustrated in Figure 14. Regarding the mooring dynamics, in fact, several efforts have
been dedicated to this topic within the DualSPHysics framework. For instance, inspired
by the quasi-static approach proposed by Faltinsen [60], in 2016, Barreiro et al. [185]
modeled the mooring system via continuous ropes and wires described by the catenary
function. This method was also adopted to simulate floating OWCs moored to the seabed
by Crespo et al. in 2017 [186]. However, in that model, only the tension of the mooring
lines can be properly solved with the hydrodynamics and the inertial and axial elasticity
of the mooring lines being neglected. Fortunately, in 2019, the MoorDyn solver has been
successfully coupled with DualSPHysics by Domínguez et al. [187], significantly improving
the abilities of DualSPHysics towards simulating moored structures. Since then, this strat-
egy has been widely applied to various mooring systems such as floating breakwaters and
WECs (see, e.g., [188,189]). The flow chart of the coupling process between DualSPHysics
and MoorDyn is illustrated in Figure 15.

Typical simulation results of DualSPHysics’ multi-solvers coupling strategy are il-
lustrated in Figure 16. In Figure 16a, the snapshot of a working Pelamis WEC solved by
“DualSPHysics + Project Chrono” strategy is shown. The PTO system of Pelamis consists
of several hinged cylinders connected to each other, which involves complex relative mo-
tion of different parts during working and thus needs a multibody dynamics solver to
cope with. In Figure 16b, a mooring semi-submersible FWT under regular wave excita-
tions is displayed, which is simulated through a “DualSPHysics + MoorDyn” strategy.
Of course, DualSPHysics can also be employed to investigate other types of OEDs such as
point absorbers (see, e.g., [190–192]) and OWSCs (see, e.g., [193]). From these discussions,
it is clear that the latest version of DualSPHysics (i.e., v5.0) has become a reliable and
powerful toolkit for simulating OEDs. It is worth noting that because DualSPHysics is
an open-source platform, it can be efficiently coupled with other solvers. For instance,
Cui et al. [194] have successfully coupled DualSPHysics with another open-source mooring
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solver Mooring Analysis Program (MAP++) provided by the National Renewable Energy
Laboratory (NREL). This coupling solver has been applied to investigate the hydrody-
namic performance of a new-type breakwater, and good numerical results were obtained
compared with experimental data.

DualSPHysics

Neighbour list

Particle interaction

System update

Compute fluid-

structure interactions
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velocity and density of 

the structure particles

end
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SPH
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Figure 14. The flow chart of the coupling process between DualSPHysics and Project Chrono (adapted
from [120]).
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Figure 15. The flow chart of the coupling process between DualSPHysics and MoorDyn (adapted
from [120]).

(a)

(b)

Figure 16. Typical simulation results of the coupling strategy of DualSPHysics [120]. (a) Pelamis by
“DualSPHysics + Project Chrono.” (b) Semi-submersible FWT by “DualSPHysics + MoorDyn.”

4.2. SPHinXsys’ Solution: Incorporating with Simbody

In addition to DualSPHysics, another alternative SPH toolkit to simulate OEDs is
SPHinXsys coupling with Simbody. Differing from DualSPHysics that aims at simulating
coastal engineering problems, SPHinXsys has been initially developed for the sake of
providing a generic C++ Application Programming Interface (API) with high flexibility
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for domain-specific problems, including fluid dynamics [135], solid mechanics [195], elec-
tromechanics, thermodynamics, and reaction–diffusion flows [112]. SPHinXsys is also
capable of simulating multibody dynamics problems via incorporating with Simbody.
Simbody, firstly released by Stanford University, is an open-source multibody mechanics
library towards mechanical, neuromuscular, prosthetic, and biomolecular simulations,
which has been intended as a free-access package that can be employed to incorporate
robust, high-efficiency multibody dynamics into a broad range of domain-specific end-user
applications [184]. Figure 17 displays the snapshot of a seabed-mounted bottom-hinged
OWSC subjected to regular wave excitations, which has been recently investigated and
reported by Zhang et al. [135] using the “SPHinXsys + Simbody” strategy. Despite this,
a mooring-dynamics module has not been officially provided by the solver’s developers,
while this can be efficiently realized by users, just as what was done by DualSPHysics’
developers, through incorporating with any open-source mooring dynamics solvers such
as MoorDyn and MAP++.

Figure 17. The snapshot of a working OWSC solved by the “SPHinXsys + Simbody” strategy.
Note that this snapshot is adapted from [135] with its author’s kind permission.

It is worth noting that owing to the merits of the Object Oriented Programming
(OOP) property, the aforementioned open-source solvers (i.e., Project Chrono, Simbody,
and MoorDyn) can be coupled easily with either other open-source SPH solvers or SPH
practitioners’ in-house solvers. For example, Wei et al. [196] have successfully coupled
the open-source SPH solver GPUSPH with Project Chrono to simulate the hydrodynamic
performance of an OWSC. Nevertheless, the strategies provided by DualSPHysics’ and
SPHinXsys’ developers are still strongly recommended because of their freely accessible
properties; at least, these two solutions are now the most user-friendly resolutions to
cope with such problems for those engineers who want to be an SPH user rather than
an SPH developer.

5. Hydroelastic Effects in Hydrodynamic Problems Related to OEDs
5.1. The Origin of the Flexibility of OEDs

As for those small-scale OEDs, the hydroelasticity is negligible, whereas it plays
an important role when considering the FSI process for a large-scale structure such as
IEHSs that has become more and more popular in recent years (see, e.g., [5]). The typical
characteristic length of IEHSs could be up to a few hundred meters, or even kilometers,
while conventional platforms are usually below ~150 m. In this circumstance, the flexibility
of the system cannot be neglected. Generally speaking, the flexibility of IEHSs appears
in two forms: (1) the flexibility of the connector components between different system
modules (see, e.g., [27] and Figure 18b) and (2) elastic deformations of the whole system
(see, e.g., [27] and Figure 18c). In terms of the former, more precisely speaking, when
an IEHS is linked by flexible connectors, the whole system cannot be regarded as a rigid
body just as a traditional vessel/platform (see Figure 18a) because there are relative motions
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between different parts of the system (see Figure 18b). In fact, such a type of flexibility is
always referred to as multibody dynamics, for which the readers can refer to Section 4 for
more details; this section will focus on another type of flexibility, i.e., hydroelasticity (see
Figure 18c).

Load

Buoyancy forces

Load

Buoyancy forces

Load

Buoyancy forces

(a) (b) (c)

Figure 18. Typical structure responses of ocean engineering structures with rigid body (a ), connected
body (b), and flexible body (c) (adapted from [6]). Panels (b,c) represent the flexible deformations
caused by the connectors and the structures themselves, respectively.

Hydroelasticity, one of the most challenging topics in ocean engineering, has at-
tracted long-lasting attention from both the scientific and industrial communities. In fact,
in the early years, little attention was paid to hydroelasticity because, at that time, the char-
acteristic length of almost all ocean engineering structures was below ~150 m. Nevertheless,
as the increasing demands of human activities, Very Large Floating Structures (VLFSs)
appeared, such as floating runways, floating cities, and of course IEHSs as well (see,
e.g., [197,198]). In this circumstance, the elastic deformations of IEHSs must be taken
into account when the characteristic length of the IEHSs exceeds the wavelength [198].
On the other hand, in the last decade, there has been growing attention towards flexible-
body WECs enabled by rubber-like elastomeric composite membrane materials [199], which
also introduces elasticity into the system. Therefore, an SPH solver handling the hydroelas-
tic FSI processes has been required to meet such demands. Recently, Gotoh et al. [77] have
offered a comprehensive review for the latest development of different types of a particle-
based hydroelastic FSI solver in ocean engineering; the readers can refer to that work for
more details. Differing from that study, this section is not to provide the advancements of
hydroelastic FSI solver within the SPH framework but to highlight the most challenging
problems in modeling the hydroelastic interactions regarding OEDs.

5.2. Coupling Methods between SPH and Other Structure Solvers

In the context of SPH, two mature coupling paradigms are widely adopted to simulate
the hydroelastic interactions. One typical method is to use the particle-mesh coupling
strategy where the SPH solver is usually adopted for the fluid portion, while the mesh
solver is adopted for the structure portion. Regarding this coupling measure, extensive
works can be found in the literature, such as SPH-FE (Finite Element) (see, e.g., [200–204]),
the Smoothed Point Interpolation Method (SPH-SPIM) (see, e.g., [205,206]), and MPS-FE
(see, e.g., [76,207–209]). Another method is totally based on Lagrangian particles either
for the fluid solver or the structure solver, e.g., SPH-TLSPH (Total Lagrangian SPH) (see,
e.g., [210–214]), the Reproducing Kernel Particle Method (SPH-RKPM) (see e.g., [215,216]),
and SPH-PD (Peridynamics) (see, e.g., [217–220]). In the context of simulating OEDs, which
coupling paradigm is the best choice for realistic engineering applications is still an open
topic that needs to be further investigated by the SPH community. As pointed out by Gotoh
et al. [77], an entirely Lagrangian meshfree framework would bring about several distinct
superiorities including higher flexibility, extendibility, generality, and reliability. Despite
these, it should be highlighted here that for the realistic engineering problems regarding
OEDs that usually involve complex 3D structures (both for external surface and internal
skeleton), generating body-fitted and uniformly distributed particles for that is quite
challenging even using the particle generator provided by SPHinXsys. On the contrary,
there have been various mature grid generators, e.g., ANSYS ICEM, Dassault ABAQUS,
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and Altair Hypermesh, that can be directly employed to create a set of high-quality body-
fitted grids even for very complex 3D structures. From this point of view, in the context
of simulating OEDs towards realistic engineering problems, the particle-mesh coupling
strategy seems a competitive method to cope with such problems. Notwithstanding,
because of the inherent discrepancies of the particle method and the mesh method, how
to accurately exchange field information between the fluid–structure interface is a quite
challenging problem; this drastically affects the accuracy and stability of a particle-mesh
coupling solver, whereas the entirely Lagrangian particle method is free from this issue
because both the fluid and structure portions can be solved in a unified framework.

Unfortunately, in the majority of the existing literature, each coupling strategy have
been only applied to simple benchmarks, for instance, dam-breaking flows impacting on
an elastic plate (see, e.g., [195,210,211,214,221]), sloshing flows bending an elastic baffle (see,
e.g., [214,222–224]) and the water entry problem for an elastic wedge (see, e.g., [222,223,225,226]).
Little attention has been focused on realistic engineering applications for complex 3D struc-
tures. Besides, as mentioned above, IEHSs are not only featured by elastic deformations
but also by the coupled multibody dynamics between different floating modules; in this
sense, a “hydroelasticity-multibody” coupling FSI solver is required for such problems.
On the whole, these remain challenging topics needed to be overcome by the SPH commu-
nity in the future.

6. Multiphase Effects in Hydrodynamic Problems Related to OEDs

Multiphase flows are common phenomena that widely exist in various engineering
problems. Different from other industries such as chemistry, and manufacturing where
multi-component fluids exist (always more than three components), for most cases re-
garding ocean engineering, the multiphase problems only involve air and water, which
are also the most common fluid media in the OEDs scenario. Note that cavitating flows
are not considered herein because there is no mature SPH model of cavitation until now,
although this phenomenon has been considerably investigated by mesh-based solvers
(see, e.g., [227–230]). It should be underlined here that this section is not to provide a com-
prehensive review of the last development of multiphase SPH models but to discuss those
multiphase problems regarding OEDs and the existing efforts provided by the SPH com-
munity.

In fact, compared with the interface-tracking techniques needed in Eulerian mesh-
based solvers (see, e.g., [231–233]), multiphase simulations can be more straightforwardly
realized in the SPH context, but some numerical issues should be tackled. The most striking
one is the density discontinuity at the air–water interface. Colagrossi and Landrini [86]
made the pioneering work for simulating air–water multiphase flows at realistic density
ratios by rewriting the differential operators of gradient and divergence to minimize
the errors caused by the significant density gradient at the interface. After that, several
advancements have been made by the SPH community in these years (see, e.g., [234–239]).
Despite these successes, in the context of simulating OEDs, several issues deserve our
attention and will be discussed in the following.

6.1. Multiphase Effects in the OWCs

One typical example corresponding to OEDs for multiphase flows is the Oscillating
Water Columns (OWCs). As shown in Figure 19, the main idea of an OWC is to drive an air
turbine by exploiting the oscillating air pressures from a periodically moving water level.
When a single-phase SPH model is applied to simulate such a problem, some numerical
techniques are required to reduce the errors caused by the ignorance of pneumatic effects.
One widely adopted method is to make the top of the OWC opening, which means that
the pressure of the pneumatic parts is equal to the atmospheric pressure (see, e.g., [240]).
As pointed out by Crespo et al. [186], this method makes the pneumatic effects of the prob-
lem negligible. Of course, the air chamber can be also closed when the total height of
the air chamber is greatly higher than the internal water level (see, e.g., [169]). Another
feasible and more accurate approach, as reported by Quartier et al. [241], is to place a cover
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floating on the top of the water level inside the OWC chamber, which can numerically
replace the PTO system by implementing appropriate external forces on the cover (i.e., en-
forcing artificial damping to the flow system). The results indicate that considering the “air
effects” possesses better accuracy than using single-phase SPH models as implemented
in [169,186]. Nevertheless, it should be highlighted that the “air-effects” considered by
Quartier et al. [241] is only a simplified model because the air pressures inside the OWC
chamber are obtained by theoretical formulas, and then it was converted just like equivalent
damping to the floating cover. Therefore, such a simplification is only a compromise to
achieve a balance between numerical accuracy and efficiency, which is, however, hard
to accurately reproduce the real working conditions of the whole OWC, especially for
the flow information of the air chamber. Hence, a multiphase SPH model is needed when
conducting a comprehensive simulation of OWCs.

PTO

system

Air chamber
Wave elevation

Mean water level Oscillating

Oscillating Water Columns
（OWCs）

Flow path

Figure 19. The schematic diagram of a well-type OWC.

6.2. Air-Cushioning Effects in the Wave Slamming on OEDs

In addition to that, another significant phenomenon associated with multiphase effects
is the air-cushioning/entrainment effects, which usually occur during a slamming process.
Slamming, characterized by strong nonlinear interactions between fluid and structure, has
been considerably investigated for a long time because of its tight relevance to the hydro-
dynamics of vessels, platforms, and OEDs as well. In terms of OEDs, it is worth noting
that these devices, especially for WECs, usually work in harsh sea environments because
it facilitates their abilities to energy harvesting. In other words, WECs are in favor of
possessing the largest motion responses possible to generate electricity, which is quite
different from conventional offshore structures that always require small motion responses
in different working conditions. Therefore, from this point of view, slamming could play
a more relevant role in the hydrodynamic performance of WECs than other types of ocean
engineering structures.

Generally speaking, slamming appears in two forms according to the type of inter-
action process, i.e., active slamming and passive slamming. The passive slamming can
be widely observed in ocean and coastal engineering such as water waves impacting on
fixed/floating offshore platforms (see, e.g., [28]) or a tsunami rushing seafront buildings
(see, e.g., [242]). In terms of the active slamming, typical cases are water entry/exit prob-
lems (e.g., bow flare and missile), seaplane ditching [83], and so on. It is clear that in terms
of OEDs, both active slamming and passive slamming exist. First, for all types of WECs and
FWTs, the water waves are prone to break on the site of these devices (i.e., passive slam-
ming); therefore, the wave loads induced by the water jets and droplets should be taken into
account in the pre-design stage. On the other hand, as highlighted by Sun et al. [138] where
freak waves impacting on a fixed offshore structure was investigated, the air pocket/bubble
plays a significant role in evaluating the slamming loads because it acts as a buffer between
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the water and structure surface, and thus excessive impulse peaks can be avoided. In other
words, when the air phase is neglected in simulating the wave–structure interactions,
the simulated impinging pressures could manifest large oscillation with significant peak
values due to the absence of the air-cushioning effects. In the OEDs scenario, both the water
jets/droplets and air-entrainment exist. One typical example is illustrated in Figure 20a,
in which the experimental snapshot of a flap-type WEC is depicted. As can be seen,
the device can drastically slam onto the free-surface in harsh sea environments (i.e., active
slamming), leading to the serious free-surface breaking and air-entrainment as highlighted
in the experimental snapshot; these strongly nonlinear phenomena could render consider-
able impulse loads acting on the devices (see, e.g., [45,46]). In this sense, a multiphase SPH
model is imperative for such problems.

(a)

(b)

Figure 20. Typical air-entrainment phenomena in ocean engineering. (a. ) OWSC slamming onto
free-surface (adapted from [46]). (b) Freak wave slamming on structures (adapted from [138]).

Although the SPH method has achieved significant improvement for modeling mul-
tiphase problems, the expensive computational costs are another obstacle that blocks
multiphase SPH models from being widely applied towards realistic industrial problems.
It is well known that the time step for a multiphase SPH simulation should be governed
by the relation of c2

aρ0a/γa = c2
wρ0w/γw (see, e.g., [86,236]), where the subscripts a and w

denotes the air and water phases, respectively. This indicates that the time step depends
on the square root of the density ratio ρ0w/ρ0a, which makes the computational cost un-
bearable for the multiphase SPH simulation involving a high density ratio (e.g., air-water
flows), especially for those large-scale 3D problems. In recent years, some efforts have been
devoted to alleviating this. For instance, Lyu et al. [87] have carried out an investigation
regarding the wedge-water-entry problems with different density ratios, demonstrating
that when the density ratio satisfies ρ0w/ρ0a ≥ 100, the hydrodynamic characteristics of
the wedge are almost the same as the case of the realistic density ratio (i.e., ρ0w/ρ0a = 1000),
which implies that reducing the density ratio down to 100 could be a feasible method to
accelerate the multiphase simulation for OEDs. Nevertheless, it should be underlined that
this conclusion is obtained based on the cavity dynamics of the wedge, and whether or not
it is suitable for simulating other FSI problems needs to be further investigated in the future.
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In addition to that, another important routine is to implement multi-resolution techniques
or parallel computing, which will be elaborated in the next section.

7. Techniques to Improve Numerical Efficiency in SPH Simulations of Hydrodynamic
Problems Related to OEDs

Although the SPH method possesses remarkable abilities to deal with multi-physics
problems, its computational costs are expensive compared with the mesh methods for
the same problem scale. In this subsection, several accelerating techniques for SPH simula-
tions are elaborated from both the algorithm and hardware aspects.

7.1. Multi-Particle-Resolution Techniques

Multi-resolution techniques are not a new topic in the SPH community, which is partic-
ularly important to improve the computational efficiency for SPH simulations when the size
of the flow domain is very large. During the past two decades, extensive efforts have been
devoted to developing various multi-resolution schemes. In these schemes, the regions
of interest can be refined with a more concentrated particle distribution. In recent years,
several adaptive refinement techniques have been proposed, e.g., Adaptive Particle Refine-
ment (APR) (see, e.g., [243,244]), Adaptive Spatial Refinement (ASR) (see, e.g., [245,246]),
Volume Adaptive Scheme (VAS) (see, e.g., [237,238]), and other variants (see, e.g., [247]).
As stated in Section 1, the hydrodynamic problems related to OEDs are particularly char-
acterized by moving boundaries and violent free-surface evolutions; therefore, in this
subsection, only two adaptive refinement techniques that are very suitable for the concern-
ing topic will be introduced, i.e., APR and ASR. The former is an ideal tool for the moving
boundaries problems where the refinement regions can move following the targeted bodies
(i.e., OEDs). In terms of the latter, it is very suitable for free-surface and multiphase interface
evolutions because these areas can be adaptively refined in this method.

7.1.1. Chiron’s APR Technique

This method was first proposed by Barcarolo et al. [243] and was further improved
by Chiron et al. [244] via numerical accuracy, efficiency, and robustness considerations.
The main idea of this method is illustrated by a 2D case as shown in Figure 21. As can
be seen, when a parent particle (blue color) is detected as the particle to be refined, four
children particles (red color) will be created (i.e., particle splitting) with the mass mc = mp/4
and volume Vc = Vp/4, where the subscripts c and p denote the children and parent
particles, respectively. Then, other physical quantities of the children particles such as
density, pressure, and velocity are directly inherited from the parent particle to avoid field
discontinuities. After splitting, the parent particle will be deactivated (gray color) and
thereby excluded from the SPH calculation in the following time integration. In order
to exchange flow information between different resolution levels, a transition region is
required. As can be observed, in the transition region, the status of the parent particles
and children particles is converse with respect to the refined level, i.e., the parent particles
remain active, whereas the children particles are deactivated in this area. During time
integration, the children particles in the transition region are free from the SPH calculation,
while the field quantities of them should be interpolated from their neighboring particles
via Shepard interpretation. Note that the only function of these deactivated children
particles is to avoid the kernel truncation of the active children particles. Besides, it is also
worth noting that although the deactivated particles are free from the SPH calculation, their
position should be updated according to their physical velocity at each time step.
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Figure 21. The schematic diagram of Chiron’s APR [244].

One can see that this method is very flexible to implement position-changing particle
refinement because the refinement region can be directly updated according to the motion
of OEDs, which is very suitable for obtaining the near-field flow information for OEDs
in different sea environments. Herein, we show two typical attempts related to the practical
application of APR towards ocean engineering problems. The first example is reported
by Sun et al. [248] where the wave–structure interactions were simulated by a single-
phase SPH model with APR (see Figure 22); the same procedure can be straightforwardly
extended to simulating OEDs without any obstacles. One can see from Figure 22 that
the pressure field between different resolution levels is excellently distributed without any
discontinuities. Another example is associated with the water-entry problem of a wedge
simulated by a multiphase SPH model with APR [87]. As shown in Figure 23a, the SPH
results are in good agreement with the experimental snapshots. Furthermore, one can
see from Figure 23b that both the Worthington jets and rising bubbles were accurately
captured without any disturbances/discontinuities even at the multi-resolution interfaces.
From the above discussions, it is clear that APR is an accurate and robust tool to model
the problems where the position of the objects of interest is dynamically changing.

Figure 22. Wave–structure interactions simulated via a single-phase SPH model with APR [248].
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(a) (b)

Figure 23. The water-entry process of a wedge simulated via a multiphase SPH model with APR,
where t

√
g/W is a nondimensional time variable. (a) The comparison between the experimental

snapshots [249] and SPH results [87]. (b) The local flow field of the rising bubbles and Worthington jet.

7.1.2. Yang’s ASR Technique

ASR was originally proposed by Yang et al. [245] in 2019 for simulating multiphase
flows and was further extended to free-surface flows in 2021 [246]. Differing from APR,
the main idea of ASR is to refine particle resolution according to the distance to the free-
surface through particle splitting and merging. In order to further elaborate the principle
of ASR, in Figure 24, a 2D scenario is displayed. One can see that in ASR, the computa-
tional domain is divided into several particle bands that are parallel to the free-surface
(see Figure 24a), where ∆S refers to the reference particle spacing and K is the ratio of
the kernel width to the particle spacing. With the purpose of determining whether
the mass of a targeted particle is larger than the threshold for splitting or smaller than
that for merging, a reference mass mr should be assigned for each particle as mr = ρr∆Sd,
where d stands for the dimension of the problem. Subsequently, the ratio of the mass
of a targeted particle to its reference mass is defined as χ = m/mr. When the value
of χ is larger than the critical value of splitting, i.e., χ > χs, the particle is split into
two smaller children particles (see Figure 24b). On the contrary, when the value of χ is
smaller than the critical value of merging, i.e., χ < χm, the particle is merged with its
nearest neighboring particle (see Figure 24c). Finally, for the sake of the mass and mo-
mentum conservation, the masses and velocities of the two split particles were computed
by mi1 = mi2 = mi/2 and vi1 = vi2 = vi, whereas for the merged particle, it reads
mj = mi + mk and vj = (mivi + mkvk)/(mi + mk).



Energies 2022, 15, 502 33 of 48

Particle band
Free-surface

0K S∆

1K S∆

kK S∆

•••

Splitting

(a)

(b)

Coalescing

(c)

k

k

i

i

k

j

1i

2i

1K S∆

Figure 24. The schematic diagram of Yang’s ASR [246]. (a) Several particle bands to characterize
the distance to the free-surface particles. (b) The principle of particle splitting. (c) The principle of
particle coalescing.

Figure 25 illustrates a typical application of ASR where a dam-break problem is
simulated [246]. It can be observed that the particle resolution is well refined with the free-
surface region being the finest and the inner area the coarsest. From the comparison with
the experimental snapshots, it can be concluded that ASR possesses satisfactory accuracy
in solving free-surface problems. It is apparent that in the OEDs scenario, the most ideal
strategy is to implement APR for the near-field around OEDs, while implementing ASR
for the whole computational domain to accurately capture the free-surface evolutions; this
can exploit both the advantage of APR and ASR and therefore achieves the best balance
between numerical accuracy and efficiency. However, to the best knowledge of the authors,
relevant efforts towards such a simulation remain absent and thereby need to be taken into
account in the future by the SPH practitioners concerning OEDs simulations.

Figure 25. Dam-breaking flows simulated via a single-phase SPH model with ASR [246].

7.2. SPH Coupling with Other Efficient Numerical Methods

As aforementioned, APR/ASR techniques shows obvious advantages to improve
the computational efficiency for SPH simulations because those regions characterized by
strong nonlinear behaviors can be locally refined without field discontinuities. Neverthe-
less, it should be underlined that the coarsest level of APR/ASR could be dominated by
other factors, implying that the particle resolution of the coarsest level cannot be tuned
arbitrarily without any restrictions. One typical case, for example, is that when simulat-
ing the wave–structure interactions of FWTs or WECs using APR techniques, in order
to improve the quality of generated water waves, the particle resolution of the coarsest
level should be at least 5~10 particles per wave height [134], which, however, significantly
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boosts the computational costs owing to the considerable total particle number. In other
words, although the technique of APR can improve the computational efficiency to some
extent, the computational costs could still be considerable because the particle resolution
in the far-field should be adequately fine to capture the incoming water waves. Another
typical case is that when simulating the hydrodynamic performance of TCTs, the inflow
and outflow particles far away from the device are “useless” because their only function
is to maintain the flow consistency of the computational domain. Therefore, it is possible
to improve the computational efficiency from another paradigm by replacing the far-field
topologies from Lagrangian particles with Eulerian meshes.

In fact, SPH-solver coupling with other methods has been defined as one of the grand
challenges for the SPH community by SPHERIC in 2020 [102]. To date, the SPH-DEM
solver for fluid-granule problems (see, e.g., [250–254]) and SPH-FE/TLSPH solvers (see,
e.g., [200–204,210–214]) for the fluid–solid problem are relatively mature, whereas for fluid
simulations, the “SPH+X” coupling solver is still an open topic that has been attracting more
and more attention from the SPH community. As discussed in Section 1, the potential-flow
theory and the RANS approach are two popular mesh-based methods for simulating OEDs;
it is thus naturally the best method to couple these two schemes with the SPH method.

For instance, Serván-Camas et al. [255] studied the coupled sloshing-seakeeping prob-
lems by using an SPH-FE solver, in which the far-field solution was solved by the diffraction–
radiation problem using FE. However, there are several challenging issues for this type
of coupling method. For example, exchanging flow information at the SPH-FE interface
is not straightforward because it requires reconciling the irrotational and inviscid solu-
tion as it transitions into the SPH region (vice versa). A feasible method to tackle this
issue is to implement a buffer to provide a smooth transition between the SPH and FE
results. Another more natural way is to solve the fully nonlinear Navier–Stokes equation
for the mesh portion. As a mature mesh method, FV has been successfully coupled with
SPH by Marrone et al. [256] in a 2D context. In their numerical scheme, as displayed
in Figure 26, the computational domain is divided into three sub-regions that are defined
as a “pure SPH forcing domain,” an “SPH-FV blending domain,” and a “pure FV forcing
domain,” respectively. In the pure SPH forcing domain, the fluid is totally computed by
the SPH algorithm so that any numerical issues regarding multiphase interface tracking
and mass conservation can be avoided. On the contrary, in the pure FV forcing domain
where the flow is almost constant or periodically evolving, the field information is totally
solved by the FV algorithm, and consequently, the computational efficiency can be appar-
ently improved. In terms of the SPH-FV blending domain, it works as a flow information
exchanger between SPH and FV in which the Lagrangian equations are modified to a new
formalism. In this transition domain, when a point approaches the pure SPH forcing
domain, the solution will gradually go back to the fully Lagrangian solution. Conversely,
when a point approaches the pure FV forcing domain, the SPH solution will recover to
the fully Eulerian solution. Therefore, the field quantities can be continuous at the SPH-FV
interfaces even when violent phenomena such as shock waves are involved. This work was
further improved by Chiron et al. [257] in 2018 by allowing net mass transferring between
the SPH and FV domain and free-surface crossing the overlapping domain, which makes
the coupling scheme more suitable for simulating wave–structure-interaction problems.
Note that in addition to FV, SPH-FD coupling is also a feasible strategy (see, e.g., [258,259]).
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Figure 26. The schematic diagram of the SPH-FV coupling strategy proposed by Marrone et al. [256].

In the OEDs scenario, the coupled SPH-FV framework is very suitable for the wave–
structure interactions because such a type of simulations is usually characterized by a huge
computational domain and violent free-surface evolutions in the vicinity of OEDs. In this
sense, it is possible to build a hybrid NWT where the flow information in the proximity of
OEDs is solved by the SPH solver incorporating with APR and the far-field by the FV solver
with multi-resolution meshes. This strategy has been successfully realized very recently by
Di Mascio et al. [260] in which the algorithms of Marrone et al. [256] and Chiron et al. [257]
have been further extended for solving multi-scale 3D free-surface flows; this work provides
an excellent reference for those SPH practitioners devoting to OEDs simulations.

7.3. High-Performance Parallel Computing

In the previous subsection, we offered a detailed review of several accelerating tech-
niques from the algorithm aspect. On the contrary, in this subsection, hardware-based
accelerating techniques are discussed.

7.3.1. Accelerating SPH Simulation with Central Processing Units (CPUs)

Generally speaking, CPU acceleration can be categorized into two types as their paral-
lelization paradigm, i.e., Shared Memory Systems (SMSs) and Distributed Memory Systems
(DMSs). One typical technique related to SMSs is Open Multi-Processing (OpenMP), which
can be implemented without difficulty by incorporating with the Single Instruction Multiple
Data (SIMD) style of modern CPUs. The SIMD style allows data parallelism by performing
the same instruction to all available threads of a processor simultaneously. It is reported
that the implementation of OpenMP-based parallelization is very straightforward and
only requires slight modifications of existing codes, which are adopted widely by the SPH
community (see, e.g., [119,261–263]). For instance, DualSPHysics adopted OpenMP as
the strategy of CPUs acceleration [107]. Nonetheless, the speedup of OpenMP could be lim-
ited caused by the increasing costs of the overhead of data communication from the shared
memory to threads (see, e.g., [262,264]). Another typical SMSs framework is Intel’s Thread
Building Blocks (TBB) that was developed by the C++ language for parallel programming
on multi-core processors. Compared with OpenMP, the most apparent superiority of TBB
is that it provides a better balance between the workload and available processing cores for
the sake of increasing core utilization (see, e.g., [265]). However, TBB requires cumbersome
reconstruction of existing codes so that this framework is more applicable to build a new
solver rather than to modify existing codes. To the best knowledge of authors, to date
among various open-source SPH packages, only SPHinXsys adopted TBB as the framework
of CPUs acceleration [112].

Although SMSs show apparent superiority in accelerating SPH simulations in prac-
tical applications, it only accesses their local memory during simulations [261]. In other
words, SMSs are preferred to be considered in small- or medium-scale problems because
the computational capacity of a single-node computer system is limited. When dealing
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with large-scale problems, for example, when the order of magnitude of the total particle
number reaches 106∼108 or even higher, another parallelization paradigm, i.e., DMSs, is
a more reasonable way to tackle such situations (see, e.g., [266]). At present, the most
popular DMSs framework is the Massage Passing Interface (MPI). Differing from OpenMP
where the data decomposition is used, in MPI, the key idea is to geometrically decompose
the whole computational domain into several sub-regions and then attribute them to a task
(processor). The computational efficiency of MPI is largely determined by whether or not
there is an identical workload on each employed processor in simulations. As pointed
out by Oger et al. [266], the best strategy to balance the workload is of course to measure
the actual CPU time of every processor used and to re-act on the sub-region size until
a homogeneous workload is achieved. Notwithstanding, this is hard to be realized when
the simulations are characterized by fluid fragmentation for which water droplets and jets
occur. In addition to the workload, another drawback of MPI is the expensive cost to build
a massive multi-processor cluster that is less accessible for ordinary SPH practitioners.
Despite this, the superiorities of MPI are evident; the most important one is that MPI can
realize large-scale SPH simulations by employing substantial processors up to thousands
and even tens of thousands as reported in [264,266,267].

7.3.2. Accelerating SPH Simulation with Graphics Processing Units (GPUs)

In the last decade, Compute Unified Device Architecture (CUDA) programming has
witnessed its prosperous developments in the scientific computing community owing
to its better ability for data parallelization than the conventional CPU-based paradigm.
The pioneering work of illustrating the superiorities of GPUs to SPH simulations can be
traced back to Harada et al. [268] in 2007 before the occurrence of CUDA. Since then, GPUs
have been widely adopted in the SPH community because the simulation process can be
now implemented in GPUs entirely and thus significantly reducing the cost regarding
data transfer between CPUs and GPUs (see, e.g., [269,270]). Compared with other SMSs
frameworks, CUDA possesses definite superiority in terms of computational efficiency
(the speedup of up to two orders of magnitude over using a single-node CPU [269]). More
importantly, GPUs are cheaper and more accessible than massive heterogeneous clusters
for ordinary SPH practitioners. A brief comparison of the superiorities and limitations
between different parallelization frameworks is outlined in Table 2.

Table 2. The superiority and limitation of different parallelization frameworks.

Framework Type Superiority Limitation

OpenMP SMSs Easy to code Speedup is limited
TBB SMSs Better balance for workload Need to reconstruct codes
GPU SMSs The fastest framework of SMSs Capacity is limited
MPI DMSs Applicable to large-scale problems Hard to balance workload

At present, multiple open-source codes using GPUs parallelization exist, such as Du-
alSPHysics (CUDA) [107,120], AQUAgpusph (OpenCL) [271], GPUSPH (CUDA) [108] and
PySPH (CUDA) [272] (see Table 3 for more details). These packages can be conveniently
coupled with other open-source code, providing powerful tools for the SPH community to
simulate OEDs. For example, Wei et al. [196] coupled Project Chrono with GPUSPH to in-
vestigate different types of WECs, demonstrating that the combination of GPUSPH + Project
Chrono is a reliable tool for modeling WECs in directional nonlinear sea states. As the most-
popular open-source package, DualSPHysics has been also widely employed to simulate
OEDs using GPU-accelerating, such as OWCs (see, e.g., [186]), OWSCs (see, e.g., [188,193]),
and point-absorbers (see, e.g., [190,191]), showing remarkable ability to cope with fluid–
mechanism interaction problems in a user-friendly form. Notwithstanding, GPU technol-
ogy has its deficiencies. When simulating the realistic large-scale engineering problems for
OEDs, the memory restricts the maximum total number of particles. To go beyond this limit,
the most-effective measure is to build a multi-GPU framework to extend the computational
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capacity (see, e.g., [273–276]). Overall, GPU computing is a milestone in the development of
the SPH method, and it will definitely be the most-important method to accelerate the SPH
simulations towards OEDs in the future.

Table 3. The parallelization framework for different open-source packages.

Packages Type Framework Language

DualSPHysics [107] CPU & GPU OpenMP & CUDA C++
GPUSPH [108] CPU & GPU MPI & CUDA C++

AQUAgpusph [271] CPU & GPU MPI & OpenCL C++
PySPH [272] CPU & GPU MPI & CUDA Python

SPHinXsys [112] CPU TBB C++

8. Conclusions and Prospects

This article presented the latest developments of SPH techniques for simulating OEDs.
Attention was particularly concentrated on three topics, i.e., (1) SPH-based numerical
fluid tanks, (2) multi-physics SPH techniques for simulating OEDs, and (3) computational
efficiency and capacity of SPH simulations for industrial applications.

It is concluded that at present, the existing SPH techniques can provide a reliable
framework for simulating OEDs from the pre-process phase for particle generation to
the calculation phase for coupling with multi-physics solvers until the post-process phase
using particle-to-mesh interpretation techniques (see, e.g., [214]). Notwithstanding, several
challenging problems, especially the considerable computational costs of 3D SPH simula-
tions and the relatively low convergence rate (usually between 1 and 2), are still needed to
be further tackled by the SPH community in the future studies, which are listed as follows.

• High-order accurate SPH models;
• Coupled hydroelasticity-multibody FSI solver;
• Multiphase SPH models of high fidelity and efficiency considering real compressibility;
• Accurate and robust multi-scale particle-mesh coupling solver;
• Turbulence and cavitation modeling in the SPH framework.
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Abbreviations
The following abbreviations are used in this manuscript:

SPH Smoothed Particle Hydrodynamics
CFD Computational Fluid Dynamics
PF Potential Flow
BE Boundary Element
RANS Reynolds Average Navier Stokes
SPHERIC SPH rEsearch and engineeRing International Community
KFSBC Kinematic Free-surface Boundary Condition
DFSBC Dynamic Free-surface Boundary Condition
FV Finite Volume
FD Finite Differece
TI Tensile Instability
PD Peridynamics
VLFS(s) Very Large Floating Structure(s)
MCS(s) Mechanical Constraint Structure(s)
AMR Adaptive Mesh Refinement
ALE Arbitrary Lagrangian Eulerian
KGC Kernel Gradient Correction
DBC Dynamic Boundary Condition
PPA Particle Packing Algorithm
NFT(s) Numerical Fluid Tank(s)
NWT(s) Numerical Wave Tank(s)
MCS(s) Mechanical Constraint Structure(s)
ISPH Incompressible Smoothed Particle Hydrodynamics
WCSPH Weakly Compressible Smoothed Particle Hydrodynamics
TLSPH Total Lagrangian Smoothed Particle Hydrodynamics
RKPM Reproducing Kernel Particle Method
SPIM Smoothed Point Interpolation Method
FSI(s) Fluid–structure Interaction(s)
PTO Power Take-Off
IEHSs(s) Integrated Energy Harvesting System(s)
OED(s) Ocean Energy Device(s)
FWT(s) Floating Wind Turbine(s)
WEC(s) Wave Energy Converter(s)
TCT(s) Tidal Current Turbine(s)
OWC(s) Oscillating Water Column(s)
OWSC(s) Oscillating Wave Surge Converter(s)
VLFS(s) Very Large Floating Structure(s)
SPH Smoothed Particle Hydrodynamics
PST(s) Particle Shifting Technique(s)
TIC Tensile Instability Control
TBB Thread Building Blocks
OpenMP Open Multi-Processing
MPI Massage Passing Interface
CUDA Compute Unified Device Architecture
APR Adaptive Particle Refinement
ASR Adaptive Spatial Refinement
VAS Volume Adaptive Scheme
CPU(s) Central Processing Unit(s)
GPU(s) Graphics Processing Unit(s)
SMS(s) Shared Memory System(s)
DMS(s) Distributed Memory System(s)
EoS Equation of State
VIV&VIM Vortex-Induced Vibration/Motion
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