
Citation: Liu, S.; Liu, O.; Chen, J. A

Review on Business Analytics:

Definitions, Techniques, Applications

and Challenges. Mathematics 2023, 11,

899. https://doi.org/10.3390/

math11040899

Academic Editor: Amir Mosavi

Received: 31 December 2022

Revised: 5 February 2023

Accepted: 7 February 2023

Published: 10 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Review

A Review on Business Analytics: Definitions, Techniques,
Applications and Challenges
Shiyu Liu 1 , Ou Liu 2,* and Junyang Chen 3

1 School of Economics and Management, Beihang University, Beijing 100191, China
2 Wenzhou Institute, University of Chinese Academy of Sciences, Wenzhou 325001, China
3 College of Computer Science and Software Engineering, Shenzhen University, Shenzhen 518060, China
* Correspondence: oliu@ucas.ac.cn

Abstract: Over the past few decades, business analytics has been widely used in various business
sectors and has been effective in increasing enterprise value. With the advancement of science and
technology in the Big Data era, business analytics techniques have been changing and evolving
rapidly. Therefore, this paper reviews the latest techniques and applications of business analytics
based on the existing literature. Meanwhile, many problems and challenges are inevitable in the
progress of business analytics. Therefore, this review also presents the current challenges faced by
business analytics and open research directions that need further consideration. All the research
papers were obtained from the Web of Science and Google Scholar databases and were filtered with
several selection rules. This paper will help to provide important insights for researchers in the field
of business analytics, as it presents the latest techniques, various applications and several directions
for future research.

Keywords: business analytics; descriptive analytics; predictive analytics; perspective analytics;
machine learning and artificial intelligence
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1. Introduction

In recent decades, data have been rapidly changing the world. Especially in the era of
Big Data, data are cheap and ubiquitous, but what makes datum a valuable asset is how
it is used to obtain useful information. Since there are many different types of business
objectives, different analytics techniques are needed to achieve them. These techniques
have many applications in the business area and “business analytics” enables the business
application of Big Data. Since the emergence of the term business analytics, it is growing
by leaps and bounds, reflecting the increasing importance of data in terms of volume,
variety and velocity [1]. Although there is no uniform definition of business analytics, the
existing definitions can be summarized into several dimensions, such as a movement, a
transformation process, a capacity set and so on [2].

Interest in analytics and data science is growing as business organizations are using
business analytics extensively to improve their business value. Business analytics has
evolved into an important part of the business decision-making process, using data to
drive decisions and support decision-makers in making strategic, operational and tactical
decisions [3]. Specifically, business analytics can help companies to leverage the value
of historical data by harnessing the power of statistical and mathematical models and
advanced techniques such as artificial intelligence algorithms. Through these models and
algorithms, enterprises can integrate disparate data sources for trend prediction, decision
optimization and more. As business analytics continues to evolve, its applications continue
to broaden. It is adapted in some functional departments within the enterprise and some
non-business areas.
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Judging from the volume of literature in the database, there are many kinds of literature
to study business analytics, including its techniques, impact, applications in some areas and
so on. Among them, several scholars have systematically summarized the many aspects of
business analytics. However, the techniques and applications of business analytics have
changed significantly as technology has evolved rapidly in recent years. Thus, in order
to organize the latest knowledge about business analytics, we present four main research
questions:

RQ1: What is business analytics?
RQ2: How to achieve business analytics?
RQ3: Where is business analytics used?
RQ4: What are the challenges for business analytics?
This article is structured as follows. Section 2 introduces the methodology used in this

review and conducts a simple bibliometric analysis of the literature. Section 3 concludes
the definitions of business analytics in four categories to answer RQ1. Techniques used in
business analytics are presented in Section 4 to answer RQ2. Section 5 describes applications
of business analytics in several business areas and industry sectors to answer RQ3. RQ4 is
responded to in Section 6 to reveal the challenges faced by business analytics. Finally,
Section 7 concludes this paper.

2. Methodology and Literature Analysis
2.1. Methodology

To understand the research trends in business analytics, we collected related academic
literature from Web of Science and Google Scholar databases since they are widely recog-
nized and cover a large number of high-quality publications in peer-reviewed journals [4].
Then, we conducted a bibliometric analysis of the existing literature regarding the number
of publications per year and their research directions in Section 2.2. Since there were plenty
of materials on the research of business analytics, we designed several selection rules to
filter the literature for further review. First, ‘business analytics’ should be contained in the
title or abstract of publications. Second, we only focused on English publications. Third,
we considered various publication types, including research articles, reviews and book
chapters. What is more, to consider both the newness and impact of the articles, at least ten
citations were required for the publications before 2020, while at least two citations were
required for those after 2020. Based on the selection rules, high-impact academic pieces of
literature were selected. Furthermore, it was feasible to read all the selected papers entirely.
We then read the abstract of each piece of literature to decide whether it fit the goal of our
further review.

Based on the methodology, we conducted the process of literature selection. Figure 1
shows the flowchart of the selection process. We researched on the Web of Science with
the keyword ‘business analytics’ in the title or abstract, and without other selection rules,
and the number of results was 821. After filtering language (English) and publication
types (research articles, reviews and book chapters), there were 365 papers left. Then, we
constrained the number of citations before and after 2020 and excluded 193 results. Finally,
we read the abstract of the selected papers to further filter for relevant articles and there
were 76 papers ready for in-depth review.
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Firstly, we conducted a quantitative analysis on business analytics literature in terms
of the publication number per year from 2012 to 2022, which is shown in Figure 2. From
2012 to 2017, the number of publications per year showed a significant upward trend and
peaked in 2017. After 2017, the number decreased slightly but still remained at a high level
compared to 2012, which means that the research on business analytics continues to attract
many scholars now.
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Secondly, we conducted an analysis of the top ten research directions of academic
literature on business analytics in Figure 3. It is clear that computer science is the most pop-
ular research direction among published literature about business analytics. It is because
computer science is an essential part of business analytics and drives the development of
business analytics applications. The second most popular research direction is engineering
which implies the application area of business analytics, whereas the third one is business
economics showing the value of business analytics on economics. The remaining research
directions also all reflect the techniques and applications of business analytics, respectively.
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3. Definitions of Business Analytics

At present, there is still no uniform definition of business analytics. Scholars in differ-
ent fields have defined the term business analytics from several perspectives. Holsapple
concluded 18 definitions of analytics in 6 dimensions [2]. Referring to the dimensions, this
article organizes recent definitions of business analytics into four categories in Table 1.

First, from the perspective of techniques, business analytics is considered an applica-
tion of any data analytics [5] or data science [6] in business fields, which uses tools and
techniques statistically and quantitatively to analyze a huge collection of data sources to
support decisions for business [7]. More specifically, business analytics can be viewed as ‘a
broad category of applications, technologies, and processes for gathering, storing, accessing,
and analyzing data to help business users make better decisions’ [8]. With the continuous
emergence of new technologies, business analytics can also be viewed as a combination of
operation research, artificial intelligence (machine learning) and information systems [1].

Second, from the process perspective, business analytics is an encapsulation of tools
to convert data into actionable insights through a scientific/mathematical/intelligent pro-
cess [9]. The Institute for Operations Research and the Management Sciences (INFORMS)
defined it as ‘a scientific process of transforming data into insight for making better deci-
sions’ [10].

Third, from the practice perspective, business analytics is defined as ‘an ability of firms
and organizations to collect, manage, and analyze data from a variety of sources to enhance
the understanding of business processes, operations, and systems’ [11]. Business analytics
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refers to ‘the extensive use of data, statistical and quantitative analysis, explanatory and
predictive models, and fact-based management to drive decisions and actions’ [12].

Finally, from the perspective of the management, business analytics is a qualitative
methodology to derive valuable meanings based on data [13] and is ‘a paradigm shifter of
models, technologies, opportunities, and capabilities used to scrutinize a corporation’s data
and performance to transpire data-driven decision-making analytics for the corporation’s
future direction and investment plans’ [3].

Overall, regardless of the perspective from which it is defined, we can conclude that
the implementers of business analytics are enterprises; the approaches to achieve business
analytics are various techniques; and the ultima goal of business analytics is to improve
enterprise values.

Table 1. Summary of definitions.

Category Definition Reference

Techniques

the general term for any data analytics in business problems [5]

data science in business [6]

a broad category of applications, technologies and processes for gathering, storing, accessing
and analyzing data to help business users make better decisions [8]

the intersection of OR, artificial intelligence (machine learning) and information systems [1]

Process

the encapsulation of all mechanisms that help convert data into actionable insight for better
and faster decision-making [9]

a scientific process of transforming data into insight for making better decisions [10]

Practice

an ability of firms and organizations to collect, manage and analyze data from a variety of
sources in order to enhance the understanding of business processes, operations and systems [11]

the extensive use of data, statistical and quantitative analysis, explanatory and predictive
models and fact-based management to drive decisions and actions [12]

Management

one of the qualitative methodologies to derive valuable meanings based on data [13]

a paradigm shifter of models, technologies, opportunities and capabilities used to scrutinize a
corporation’s data and performance to transpire data-driven decision-making analytics for
the corporation’s future direction and investment plans

[3]

4. Techniques of Business Analytics

Business analytics is generally identified into three types: descriptive analytics, pre-
dictive analytics and prescriptive analytics [9]. Descriptive analytics is used to provide
a summary of descriptive statistics as a straightforward presentation of facts. Predictive
analytics is used to discover what is likely to happen in the future based on current data.
Prescriptive analytics focuses on identifying optimal actions in the decision-making process.
In 2013, the famous Gartner Group added more diagnostic analytics into the process of
business analytics, which aims to answer why did it happen [14]. Since it is difficult to
distinguish descriptive analytics and diagnostic analytics, which are both used to deal with
historical data, we adopt the three-stages ideas used by [5,9] which consider descriptive an-
alytics, predictive analytics and prescriptive analytics as three stages of business analytics.
Figure 4 shows the summary of techniques mentioned in this section.
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4.1. Descriptive Analytics Techniques

Descriptive statistics is a process of characterizing historical data. There are two core
techniques of descriptive statistics: data visualization and data analysis. Data visualization
produces graphical images of data or concepts, which helps decision making [15]. Data
analysis consists of common statistical techniques, including mean, median, standard
deviation, range, stem, histogram and advanced data mining techniques used to describe
hidden patterns in the data.

4.1.1. Data Visualization

Over the years, many data visualization techniques have been developed to represent
large amounts of information and examine them. These methods include bar charts, box,
and whiskers, bubble charts, choropleth maps, dot distribution maps, histograms, line
graphs, pie charts, population pyramids, proportional symbol maps, scatter plots, stacked
bar charts and tree maps.

When working with data sets that include big data points, automation of the data
visualization process makes the process much easier. Therefore, a large variety of data visu-
alization tools are developed to create visual representations of large data sets, including
Tableau Software 2022.4 [16], Microsoft Power BI [17], Excel, FusionCharts, Sisense, etc. In
addition to the visualization tools as software, there are many online visualization tools
such as Infogram, RAWGraphs, Sovit, etc.

Data visualization is a necessity in any data-driven business. It transforms data into
visuals that are easier to understand, digest and make important business decisions from.
Data visualization creates actionable insights that we may have not discovered. With the
continuous development of technology, data visualization tools are gradually improving
and developing towards a user-friendly and easy-to-use interface.

4.1.2. Data Analysis

Data analysis is to analyze the collected data and derive various quantitative charac-
teristics reflecting objective phenomena. In addition to the traditional statistical methods of
data concentration trend analysis, data dispersion analysis and data frequency distribution
analysis, advanced data mining techniques probe more deeply into the underlying char-
acteristics of data. Association and cluster analysis are two typical data analysis methods
used in descriptive analytics.
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• Association analysis

Association analysis, also called association rule mining, is an unsupervised algorithm
that is used to mine potential association relationships from data. There are two classical
algorithms in association analysis: Apriori Algorithm and Frequent Pattern tree (FP-tree).
Apriori Algorithm uses an iterative method of searching the database level by level to find
the relationships of item sets to form rules. Its process consists of concatenation and pruning.
To improve the Apriori algorithm, many improvement methods are proposed including the
Direct Hashing and Pruning (DHP) algorithm [18], Dynamic Itemset Counting (DIC) [19],
Parallel Apriori algorithms based on various frameworks such as MapReduce [20–22],
Spark [23,24] and Flink [25] and adaptive Apriori algorithms [26]. Compared to the Apriori
algorithm, the FP-tree algorithm only requires two scans of the database when performing
frequent pattern mining and does not generate candidate item sets. There are various
improvement algorithms based on FP-tree, such as QFP-growth [27], fuzzy FP-tree [28],
PFP [29], balanced parallel FP-tree (BPFP) [30] and tree partition based parallel FP-tree [31].

• Cluster analysis

Cluster analysis is a multivariate statistical analysis method for classifying samples or
indicators. The clustering algorithms can be divided into five categories: partitioning-based,
hierarchical-based, density-based, grid-based and model-based.

Partitioning-based algorithms include K-means [32], Fuzzy C-means (FCM) [33],
K-medoids [34], CLARA (Clustering Large Applications) [34], K-modes [35], and CLARANS
(Clustering Large Applications based on a RANdomized Search) [36]. Hierarchical clus-
tering algorithms include BIRCH (Balanced Iterative Reducing and Clustering using Hi-
erarchies) [37], (CURE) [38], ROCK (Robust Clustering using Links) [39] and Chameleon
(clustering using interconnectivity) [40]. DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) is the first density-based clustering algorithm [41]. In addition,
DENCLU (DENsity-based CLUstEring) [42] and OPTICS (Ordering Points to Identify
the Clustering Structure) [43] are both widely used in cluster analysis. The typical gird-
based algorithms include STING (Statistical Information Grid) [44], CLIQU (Clustering
in Quest) [45] and WaveCluster [46]. There are usually two attempted ideas in the model-
based algorithm: statistical methods and neural network methods. Among them, statistical
methods are the COBWEB algorithm [47], GMM (Gaussian Mixture Model) [48] and the
neural network algorithm is the SOM (Self Organized Maps) algorithm [49].

In conclusion, description analysis shows the overall picture and characteristics of
the data and lays the foundation for subsequent analysis of business analytics. Descrip-
tive analysis is a well-researched field with many classical algorithms and visualization
tools available. With the advent of the big data era, there are greater challenges for the
processing speed and capacity of algorithms and visualization platforms, and based on the
continuous efforts of researchers, many effective improvements to classical algorithms and
new algorithms have been proposed.

4.2. Predictive Analytics Techniques

In general, predictive analytics techniques can be divided into statistical techniques
and machine learning techniques. Statistical methods to predict mainly refer to building
suitable forecasting models and estimating model parameters, listing forecasting formulas
and thus making extrapolated forecasts. In machine learning techniques, systems are
trained to use specialized algorithms to study, learn and make predictions and recommen-
dations based on large amounts of data.

4.2.1. Statistical Techniques

In statistical predictive techniques, statistical theories and methods are used for predic-
tion by building statistical models and fitting the model parameters with past data. There
are two groups of methods in statistical predictive techniques: regression models and time
series models.
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• Regression model

Regression model is one of the most famous statistical techniques used to predict.
The linear regression model is the basic model which is represented as an equation that
finds specific weights for the input variables, which in turn describe a straight line that
best fits the relationship between the input variables and the output variables [50]. When
the output variable is a categorical variable, a classification model such as the logistic
regression model [51] is needed. Meanwhile, polynomial regression models are used to fit
nonlinear relationships between variables.

• Time series model

Time series models can be divided into two groups: exponential smoothing models
and ARIMA series models [52]. The exponential smoothing model decomposes the time
series into components and uses an additive or multiplicative structure to reassemble
the smoothed components to predict future values [53]. Typical exponential smoothing
models include simple exponential smoothing, Holt’s exponential smoothing and Holt-
Winters’ seasonal exponential smoothing [54]. The ARIMA series model mainly includes
AR (AutoRegressive) model, MA (Moving Average) model, ARMA (AutoRegressive Mov-
ing Average) model, ARIMA (AutoRegressive Integrated Moving Average) model and
SARIMA (seasonal ARIMA) model [55].

4.2.2. Machine Learning and Artificial Intelligence Techniques

With the advent of the big data era, machine learning to guide predictive analytics
has become a widely used approach. There are many classic machine learning prediction
algorithms, such as support vector machine, nearest neighbor, decision tree, ensemble
learning and artificial neural network and more advanced deep learning techniques.

• Support vector machine

In machine learning, the support vector machine (SVM) is a supervised learning
model for analyzing data in classification and regression analysis with associated learning
algorithms [56]. Given a set of training instances, each labeled as belonging to one or the
other of two classes, the SVM training algorithm builds a model that assigns new instances
to one of the two classes. Thus, it is usually used to predict binary classification problems.

• Nearest neighbor

The k-nearest neighbor algorithm, known as KNN, is a non-parametric supervised
learning classifier [57]. It can be applied to classification problems or regression problems.
In a classification problem, the output is a member of a category, and in a regression
problem, the output is the value of an object’s attributes. The nearest neighbor is considered
the simplest type of machine learning algorithm [58].

• Decision tree

Decision tree is a non-parametric supervised learning algorithm for classification and
regression tasks. It is a hierarchical tree structure consisting of a root node, branches,
internal nodes and leaf nodes. There are three typical decision tree algorithms: ID3,
C4.5 and CART (Classification and Regression Tree). Iterative Dichotomiser 3 (ID3) uses
information entropy and information gain as metrics to evaluate candidate splitting [59].
C4.5 is an improved version of ID3, which does not use the information gain directly but
introduces the information gain ratio metric as the basis for feature selection [60]. The
CART algorithm uses the Gini coefficient instead of the information entropy model, which
can be used for classification and regression problems [61].

• Ensemble learning

The basic idea of the Ensemble Learning algorithm is combining multiple classifiers
to achieve an integrated classifier with better prediction. Ensemble learning includes the
bagging method, boosting method and stacking method.
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Bagging is a technique to reduce the generalization error by combining several models.
The main idea is to train several different models separately and then let all models vote on
the output of the test samples. Random Forests is a bagging algorithm using decision trees
as the base learner [62].

Boosting is a framework algorithm that mainly obtains a subset of samples by ma-
nipulating the sample set and then generates a series of base classifiers by training on the
sample subset with a weak classification algorithm [63]. Adaboost [64] and GBDT (Gradi-
ent Boosting Decision Tree) [65] are representative boosting algorithms. Based on GBDT,
XGBoost [66], LightGBM [67] and CatBoost [68] are proposed to improve and achieve
higher accuracy predictions.

Stacking approach is a hierarchical ensemble framework that takes the output of a
series of models and inputs them as new features into other models [69]. The base classifier
of stacking can be any predictive algorithm mentioned above.

Predictive analytics is an essential part of the business analytics process. It predicts the
future by analyzing past data, and the results of its predictions are an important foundation
for prescriptive analytics. Predictive analytics algorithms have evolved rapidly in recent
years, gradually expanding from traditional statistical predictive methods to machine
learning algorithms. In particular, among the machine learning algorithms, deep learning
prediction algorithms are currently a hotly researched and fast-developing area.

• Artificial Neural network

Artificial Neural network (ANN) is a model that mimics the structure and function of
biological neural networks, especially in the brain [70]. According to the connectionism of
networks, ANN can be divided into feed-forward neural networks and feedback neural
networks. Feedforward neural networks (FNN) divide each neuron into different groups
according to the order of receiving information, and each group can be considered as
a neural layer [71]. The neurons in each layer receive the output of the neurons in the
previous layer and output to the neurons in the next layer. FNN has two categories
depending on the number of layers: single-layer and multi-layer networks [72]. Single-
layer FNN is also known as fully connected feedforward neural networks (FC), and a
typical multi-layer network is the convolutional neural network (CNN). In feedback neural
networks, neurons can receive signals from other neurons and their own feedback signals.
Compared with feedforward neural networks, the neurons in feedback neural networks
have a memory function and have different states at different moments. Common feedback
neural networks include recurrent neural networks (RNN) [73], Hopfield networks [74]
and Boltzmann machines [75].

• Deep learning

The concept of deep learning originates from the study of artificial neural networks,
and a multilayer perceptron with multiple hidden layers is a deep learning structure.
Recently, deep learning has been widely used in predictive analytics, including RNN, CNN,
Transformer and Nbeats. LSTM is a well-known RNN algorithm used in prediction [76].
DeepAR employs a classical RNN model to solve the time series forecasting problem [77],
and Deep state space model is proposed to improve DeepAR limitations [78]. Since DeepAR
and Deep state space model are both one-horizon forecast models, MQRNN (multi-horizon
forecast model) is designed to simultaneously predict for multiple future time steps [79].
The CNN-LSTM algorithm, which combines CNN and LSTM, has been applied in many
predictive analyses [80–82]. Transformer model was first proposed by Google in 2017 [83]
and was improved to deal with time-series data prediction in 2019 [84]. Since then, there
have been various transformer-based algorithms proposed [85–87]. N-BEATS is a different
deep learning algorithm proposed in 2020 [88]. In N-BEATS, there is no RNN or CNN in
the internal structure, and the network is composed of all fully connected structures.
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4.3. Prescriptive Analytics

Prescriptive analytics is the final step of business analytics. Prescriptive analytics
mainly refers to the use of operations research methods such as mathematical programming
models and intelligent optimization algorithms to give recommendations on the optimal
actions that an enterprise should take. Compared to the traditional decision methods
which rely too much on human experience, perspective analytics gives more reliable
and reasonable decisions through scientific approaches including traditional optimization
algorithms and heuristic algorithms.

4.3.1. Traditional Optimization Algorithm

Based on the features of the objective function, constraints and decision variables,
mathematical programs can be divided into linear programming, nonlinear programming,
integer programming, stochastic programming, dynamic programming and so on [89]. In
order to solve these problems, many traditional optimization algorithms are proposed. For
constrained programming, Simplex algorithm is a well-known linear programming algo-
rithm [90], and penalty-series methods are proposed for nonlinear programming. Gradient
Descent Method [91], Quasi-Newton Method [92] and Conjugate gradient method [93] are
classical iteration algorithms for unconstrained optimizations.

4.3.2. Heuristic Algorithm

In the face of complex optimization problems, traditional optimization methods re-
quire traversing the entire search space, which cannot be completed in a short time. In-
spired by human intelligence, the social nature of biological groups, or the laws of natural
phenomena, many heuristic algorithms have been invented to solve these complex opti-
mization problems.

• Simple Heuristic Algorithms

Simple heuristic algorithms mainly contain greedy algorithms, local search algorithms
and hill-climbing algorithms. The greedy algorithm is an algorithm that takes the optimal
choice in the current state at each step of the selection process, thereby hopefully leading to
the best or optimal outcome [94]. The local search algorithm is based on the greedy idea of
starting with a candidate solution and continuously searching in its neighborhood until
there are no better solutions in the neighborhood [95]. The hill-climbing algorithm is a
simple greedy search algorithm that selects one optimal solution at a time as the current
solution from the proximity solution space of the current solution until a local optimal
solution is reached [96].

• Meta-heuristic algorithms

Meta-Heuristic algorithms are improvements of simple heuristic algorithms, usually
using randomized search techniques, and can be applied to a wide range of problems.
Meta-heuristic algorithms include Evolutionary Algorithms, Swarm Intelligence algorithms,
Simulated Annealing algorithms and Tabu Search algorithms. Evolutionary algorithms are
inspired by the evolutionary mechanisms of living organisms and simulate the evolutionary
processes to conduct evolutionary calculations on the candidate solutions of optimization
problems. Typical evolutionary algorithms are Genetic Algorithm (GA), Differential Evo-
lution (DE) and Immune Algorithm (IM). Swarm intelligence refers to the property of
unintelligent subjects to exhibit intelligent behavior through cooperation and is a compu-
tational technique based on the behavioral laws of biological groups. Two representative
swarm intelligence algorithms are Particle Swarm Optimization (PSO) [97] and ACO (ant
colony optimization) [98]. Simulated Annealing is an algorithm that solves the global
optimum by finding states with relatively small objective values in the neighborhood [99].
Tabu search algorithm searches for the optimal solution of the target by searching for a
better solution in the solution neighborhood and puts the search history into a Tabu List
during the search process to avoid duplicate searches [100].
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Furthermore, the artificial neural network is also used in the optimization field.
Google’s DeepMind used a neural network to solve mixed integer programs (MIP) [101].
The well-known Pointer Network (PN) solved some classical combinatorial optimization
problems, such as the Traveling Traders Problem (TSP) and Knapsack problem [102]. Graph
Neural Networks are also used to deal with combinatorial optimization problems [103].
Furthermore, deep reinforcement learning (DRL) algorithms have been widely applied in
solving optimization problems in recent years [104,105].

• Hyper-Heuristic algorithms

Hyper-Heuristic algorithms provide a high-level heuristic by managing or manipulat-
ing a set of Low-Level Heuristics (LLH) to generate new heuristics. These new heuristics
are used to solve various combinatorial optimization problems.

4.4. Summary of Techniques

The three types of data analytics mentioned above represent the process of business
analytics. Descriptive analytics is the first stage used to understand the relationship and
pattern of historical data. Then, predictive analytics is the next stage, which uses historical
data and predictive techniques to forecast future trends and events. The final stage is
perspective analytics, which uses optimization or machine learning methods to make the
best decisions and actions. The running of each stage is based on the precise analytics of the
previous stage. Following the three stages in order, it is easy to realize business analytics
and achieve the goal of improving enterprise value.

Furthermore, reviewing all the techniques in the three parts of business analytics, there
are two main categories: traditional statistical techniques and more advanced techniques
(e.g., machine learning). There is no doubt that statistical techniques are the most classical
and are the foundation of advanced techniques. However, the limitations of classical
techniques are unavoidable, especially when dealing with complex and big data problems.
Machine learning techniques are widely used in business analytics nowadays and still
improve and update at a rapid speed. Especially, the emergence of deep learning and
reinforcement learning brings a large shock to predictive analytics and perspective analytics
techniques. However, there are worries about the interpretability of machine learning
because machine learning models remain mostly as black boxes. Since the three steps
of business analysis have different purposes, we conduct an internal comparison of the
techniques involved in each stage and summarize the advantages and disadvantages of all
techniques in Table 2. Choosing the most suitable techniques is the key point to realizing
effective business analytics.

Table 2. Advantages and disadvantages of techniques.

Technique Advantages Disadvantages

Descriptive
analytics

techniques

Data
visualization

Traditional
method • Easy to use • Inability to uncover deep relationships

between data

Visualization
tools • Can deal with large data set • Inability to uncover deep relationships

between data

Data analysis

Association
analysis

• Mine potential association
relationships

• Support indirect data mining

• When the problem becomes larger, the
computational volume grows larger

Cluster
analysis

• Can handle big data
• Fast and identifiable noise points

• Poor clustering of high-dimensional
data features
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Table 2. Cont.

Technique Advantages Disadvantages

Predictive
analytics

techniques

Statistical
techniques

Regression
model • Easy to use and explain

• Cannot handle a large number of
multi-class features or variables well

• Prone to underfitting

Time series
model

• Low complexity
• Fast calculation speed • Low accuracy rate in complex scenes

Machine
learning and

artificial
intelligence
techniques

support
vector

machine

• Can map to higher
dimensional spaces

• Can solve the classification
of nonlinear

• Large-scale training samples are
difficult to implement

• Difficulties in solving
multi-classification problems

• Sensitive to missing data
• Sensitive to the choice of parameters

and kernel functions

Nearest
neighbor

• Simple and no need to
estimate parameters

• Can be used for
non-linear classification

• Short training time
• High accuracy and insensitivity

to outliers

• Huge computation
• Poor interpretability
• Low prediction accuracy for rare

categories when the sample
is unbalanced

• Poor fault tolerance for training data

Decision tree

• High interpretability
• Fast speed
• Insensitive to missing values
• Can handle both continuous and

discrete data
• Suitable for high-dimensional data

• No support for online learning
• Prone to overfitting

Ensemble
learning

• Preventing underfitting
• Preventing overfitting

• Insufficient amount of data will lead to
poor generalization of the trained
model

Artificial
Neural

Network

• Less formal statistical training
to develop

• Implicitly detect complex
nonlinear relationships between
independent and
dependent variables

• The ability to detect all possible
interactions between
predictor variables

• Being developed using multiple
different training algorithms

• Limited ability to explicitly identify
possible causal relationships

• Requirement of greater computational
resources

• Prone to overfitting

Deep
learning

• High learning ability
• Wide coverage and good

adaptability

• High computational volume and poor
portability

• High hardware requirements
• Complex model design
• Data-dependent and not highly

interpretable

Prescriptive
analytics

techniques

Traditional
optimization

algorithm

Simplex
algorithm

• No requirement for the analyticity
of the objective function

• Fast convergence speed

• Difficulties in dealing with large scale
high latitude problems

Gradient
Descent Method • Simple implementation • Easy to fall into local minima

• Prone to overfitting

Quasi-Newton
Method • Fast convergence speed

• Strict requirements for the objective
function

• Large computing and storage capacity

Heuristic algorithm • Able to give a better solution in an
acceptable amount of time

• Not guaranteed to be globally optimal
• Algorithm instability

5. Business Analytics Applications

In the course of the literature review, we found that business analytics has been
very comprehensively applied. Business analytics applications can be classified into two
dimensions: functional areas and industry sectors. From the perspective of functional areas,
applications include supply chain management, marketing management, risk management,
strategic management, management accounting and human resources management. From
the perspective of industry sectors, business analytics is mainly used in healthcare, circular
economy, retail, financial and professional sports organizations.
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5.1. Applications in Functional Areas

Supply chain management is a representative application of business analytics in the
business area. Business analytics has a strong impact on the supply chain performance in
the plan, source, make and deliver area [106–108]. For example, descriptive analysis helps
to identify demand patterns and predict analysis forecasts customer demand in the future
through statistical and machine learning algorithms. Based on the predictions, optimization
algorithms are used to make pricing and inventory management decisions to maximize
retailers’ profit.

In the area of marketing management, business analytics integrates market and
customer-related data and uses analysis algorithms to provide managers with a vari-
ety of relevant perspectives for better optimization decisions. Among the various areas
of marketing, customer relationship management (CRM) is a key area that uses business
analytics to analyze, integrate and utilize information resources and customer feedback to
support CRM technology, such as acquiring and retaining customers [109]. Furthermore,
recommending systems that suggest what products to buy based on personal preferences
and past behaviors is also an important application of business analytics in marketing,
especially in the e-commerce field [110].

Risk management is an essential area of company management, and business analytics
techniques are widely used in the process of risk management. Predict analysis techniques
such as artificial neural networks and support vector machines are applied to establish
the early warning system [111,112] and risk evaluation [113,114]. Optimization tools of
perspective analysis are used to make better risk-based decisions [115].

Strategic management plays an important role in the business area to create or sustain
competitive advantages of an enterprise, which consists of analyses, decisions and actions
undertaken. Business analytics helps firms to reveal their strengths and weaknesses by
identifying business units, activities and processes [116].

Business analytics can be helpful in various tasks of managerial accounting. Several
papers discuss the impact of business analytics on managerial accounting [117–119]. For fi-
nancial reporting, descriptive analytics helps summarize and describe the financial position
of an organization. In the tasks of performance measurement, management accountants
can utilize predictive analytics techniques such as machine learning algorithms with inputs
from descriptive analytics to forecast future performance. With the results of cost account-
ing and performance measurement, prescriptive analytics are incorporated into planning
and decision-making to provide decision-makers with information about optimal solutions.

The emergency of business analytics drives the development of data-driven human re-
sources (HR) management [120]. Human resources management is progressively increasing
its adoption of advanced data analytics, visualization models and techniques to strengthen
strategic decision-making and serve the needs of decision-makers. Descriptive analytics
uses internal and external organizational data and HR administrative information to gener-
ate ratios, metrics, dashboards and reports on HR. Predictive analytics can analyze process
data and make predictions. Based on predictive analytics and the large and diverse HR data
available, HR departments gain decision options to optimize performance and completely
reshape the decision-making process [121]. For example, Pape describes a framework for
prioritizing data items for business analytics and applying it to human resources [122].

5.2. Applications in Industry Sectors

Business analytics is widely used in the healthcare sector. Data visualization tools such
as dashboards and control charts are used to monitor outcomes and look for variations in
process [123]. Descriptive analytics techniques are used to mine genetic data to identify
the relationships between human genes, diseases, variants, proteins, cells and biological
pathways [124]. Predictive analytics methods help to forecast the emergency and develop-
ment of diseases [125]. The application of perspective algorithms can increase efficiency
and reduce costs in the healthcare industry [126].
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The circular economy is defined as ways to improve economic performance without
depleting resources at a rate that exceeds the Earth’s capacity [127]. Several researchers have
recognized the positive relationship between business analytics and the circular economy.
BA can connect the required material and information flow to help understand and enact
circular material flows, enhance and expand the use of products and components and recy-
cle waste materials [128]. Thus, business analytics capability can improve an enterprise’s
ability to operate a circular strategy and overall circle economy implementation [128–130].

The retail industry has various applications of business analytics. Retailers can collect
customer demographics and behavior data to analyze customer preferences and shopping
features through business analytics. The classical one is the market basket analysis using
data mining methods to examine large transaction databases and determine which items
are most frequently purchased [131,132]. Customer visit segments can be mined by data
mining rules [133]. Business analytics techniques are also used in the establishment of
recommend systems, especially in the electric-commerce fields [134,135].

Except for the industry sector mentioned above, business analytics is also applied
to the financial industry and professional sports organizations. Business analytics helps
the financial industry to build effective corporate financial distress prediction models to
measure and manage financial sustainability [136]. In the management of professional
sports organizations, business analytics can be used to drive improvements in ticket pricing,
customer retention, lead scoring, sponsorship, premium sales, digital marketing, food and
beverage, merchandising and fan/game experience [137].

6. Challenges in Business Analytics

Business analytics is rapidly evolving and has been used across a wide range of
industrial sectors and business areas, and there is a large body of research that demonstrates
the effectiveness of business analytics in increasing enterprise value. However, there are
still some challenges and opportunities in business analytics, such as the research for data
quality, data security and privacy problems.

6.1. Data Quality

With the advent of the Big Data era, the accessibility of data and the volume of data
available have increased significantly compared to the past. However, the problem that
arises is how to select useful and accurate data for analytics from the vast amount of
information. Machine learning plays an important role in business analytics, which relies
on data. Thus, business analytics can be considered a data-driven analytics process; so,
data quality is very important for subsequent analysis and guidance. In business analytics,
data quality challenges mainly include data completeness, consistency and accuracy.

Data completeness refers to the presence or absence of missing data information.
Missing data can be the absence of an entire data record or the absence of a record of a field
of information in the data. The value that can be drawn from incomplete data is greatly
reduced. For raw data containing missing data, we can choose to fill them with specific
values or just delete them. If deleted, a part of the sample information will be lost. If the
padding is inappropriate, it will add noise to the sample. Thus, efficient missing value
handling approaches are a challenge for business analytics.

Data consistency refers to whether the data follows a uniform structure. It is a vital
factor in business analytics as is heterogeneity of data. Heterogeneity of data means that
raw data contain structured, semi-structured and unstructured data, such as text data,
graph data and time-series data [138]. There are two types of efforts to address these
challenges. The first type is the transfer of unstructured data to a structured format. Then,
all the classical methods can be used for the transferred data. The second type is to develop
new methods to deal with unstructured data, such as unsupervised learning algorithms.

Data accuracy refers to anomalies or errors in the information recorded in the data.
Common data accuracy errors include garbled data and abnormally large or small data.
There are various outlier detection algorithms, each with its advantages, disadvantages
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and scope of application, and it is difficult to directly determine which one is the best.
In practical applications, an appropriate outlier detection algorithm is selected according
to the characteristics of business operations, such as the requirements for computational
volume and tolerance for outliers.

6.2. Data Security and Privacy

The emergency of Big Data has made data analysis and application more complex
and difficult to manage. The increase in data makes data security and privacy protection
increasingly important.

There is no completely secure data infrastructure unless it is isolated and disconnected
from all other networks. However, this is impossible for business analytics, especially when
cloud computing emerges [9]. Throughout the data lifecycle, enterprises need to comply
with stricter security standards and confidentiality regulations; therefore, the security
requirements for data storage and use are increasingly high. Traditional data protection
methods often cannot meet the new changes in the network and digital life. As a result,
there are more criminal means that cannot be easily traced and prevented, while the existing
laws and regulations and technical means can hardly overcome such problems.

Meanwhile, the security needs of data are changing, and a new complete chain has
been formed from data collection, data integration, data refinement, data mining, security
analysis, security posture determination and security detection to threat discovery. In this
chain, data may be lost, leaked, accessed by unauthorized access, tampered with, or even
involved in user privacy and corporate secrets. Therefore, data security protection in the
big data environment is a significant challenge for business analytics. From the perspective
of customers, there are concerns about the privacy of individuals. The use of the personal
data of customers, even within the limits of the law, should be avoided or scrutinized to
prevent the organization from adverse effects and public condemnation.

7. Conclusions

This review summarizes the existing literature on business analytics in terms of
definitions, techniques, applications and challenges to answer the four questions proposed
in Section 1. For RQ1, in terms of definition, business analytics has been defined in four
main types: as an integration of technology, as a process of transforming data to results, as
a capability of an enterprise or people and as a paradigm of management. Although there
is no agreed definition of business analytics, there is a basic agreement that the purpose of
business analytics is to improve the accuracy and efficiency of decision-making. As for RQ2,
business analytics can be divided into three steps: descriptive analytics, predictive analytics
and perspective analytics. For each step, there are various techniques concluded in this
paper. According to the latest literature, artificial intelligence techniques are gradually
becoming a trend for the future development of business analytics, especially in the era of
big data. Compared to traditional statistical methods, artificial intelligence algorithms can
process data and produce results more efficiently.

For RQ3, based on various techniques, business analytics has been applied in a large
number of business areas and industry sectors. It can help supply chain management,
marketing management, risk management, strategic management, management accounting
and human resources management and is widely used in healthcare, circular economy, retail
and professional sports organizations. With regard to RQ4, although business analytics
has been studied for several years, some challenges still need to be solved. Since business
analytics is a data-driven process, data quality plays an important role in the success of
decision-making. Meanwhile, the issue of data security and privacy is a big challenge for
both enterprises and customers in the usage of business analytics.

In conclusion, business analytics is a common approach for enterprises to use historical
data to drive optimal decisions and to create large business value. We believe that business
analytics has a great future ahead, especially with the rapid development of technology,
enabling more dimensional data analytics to support final decision making. However, the
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challenges it faces will limit the further development of business analytics to a certain
extent or even have a negative impact if they are not effectively addressed. Therefore, we
believe that there are still many elements and opportunities worth exploring in the field
of business analytics in the future, such as new methods to deal with data completeness,
data consistency and data accuracy, or new techniques to preserve privacy in the use and
integration of data.
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