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Abstract

Fake news has become an industry on its own, where users paid to write fake news and create clickbait content to allure the
audience. Apparently, the detection of fake news is a crucial problem and several studies have proposed machine-learning-based
techniques to combat fake news. Existing surveys present the review of proposed solutions, while this survey presents several
aspects that are required to be considered before designing an effective solution. To this aim, we provide a comprehensive
overview of false news detection. The survey presents (1) a clarity to problem definition by explaining different types of
false information (like fake news, rumor, clickbait, satire, and hoax) with real-life examples, (2) a list of actors involved in
spreading false information, (3) actions taken by service providers, (4) a list of publicly available datasets for fake news in
three different formats, i.e., texts, images, and videos, (5) a novel three-phase detection model based on the time of detection,
(6) four different taxonomies to classify research based on new-fangled viewpoints in order to provide a succinct roadmap for
future, and (7) key bibliometric indicators. In a nutshell, the survey focuses on three key aspects represented as the three T’s:
Typology of false information, Time of detection, and Taxonomies to classify research. Finally, by reviewing and summarizing

several studies on fake news, we outline some potential research directions.

Keywords Fake news - Typology - Methodology - Survey - Satire - Datasets

1 Introduction

Today, the web, social media, and other forums have become
the primary source of information over traditional media [9].
The freedom of expression, spontaneous and real-time infor-
mation provided by social media platforms make it a popular
topic of interest, especially among the younger generation.
Consumers use these platforms worldwide to access news
related to everything from celebrities to politics and often
take for granted whether the news is authentic or not [128].
Essentially, the motive of social media platforms is to get
users engaged to earn business revenues rather than provid-
ing factual information. The problem of false information
was best emphasized during the US presidential election in
2016, which remains under investigation. Also, the covid-
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19 pandemic has shown various instances of fake news [163]
like political propaganda, health-threatening false news, hate
speech, etc. Fake information is spreading faster than the
virus itself, which led to the introduction of a new term,
‘infodemic.’ Identification of fake news is a complex problem
because it is swiftly becoming an industry on its own, where
users paid to write conspiracy theories and create clickbait
content to allure the audience. Thus, fake news detection has
become an emerging research area and several studies have
been done to provide solutions for identifying fake informa-
tion.

Due to the explosion of information on social media, the
manual fact-checking of each post is impossible. Manual
fact-checking by humans is time-consuming and subject to
human bias. The alternative approach is to leverage machine
learning algorithms in order to automate the process of fake
news detection. However, machine learning-based solutions
impose a few limitations, such as obtaining a large training
dataset and selecting suitable features which can best capture
the deception. The strong literature exists to present differ-
ent proposed solutions based on machine-learning algorithms
for the detection of false information [2]. Nonetheless, this
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survey provides different aspects required to be considered
before designing an effective solution. This survey highlights
this research gap to understand these aspects of the problem
before designing the methodology. Therefore, the goal of
this study is multipronged and covers important elements
required to be considered before designing the methodology
for fake news detection. The paper also provides a bibliomet-
ric analysis to find potential areas of research in fake news.
The elements are not sole accountable for the identification
of false information, but rather one of many indicators.

Thus, the survey has been done with two broad objectives.
The first objective is to provide a comprehensive overview
of current studies in this area by highlighting multiple direc-
tions valuable before designing the machine-learning-based
methodology. Based on our explication, we introduced a
typology of false information, a three-phase model based on
time of detection, four taxonomies on different indicators,
existing datasets, actors involved in spreading false infor-
mation, and actions taken by service providers. Supervised
machine learning approaches are dependent on externally
supplied data [71], and therefore, these identified elements
(or directions) play an important role in improving the per-
formance of such algorithms. The second objective presents
a bibliometric analysis that will help the readers to find out
the top organizations, funding agencies, journals, keywords
in articles, etc. in this research area. The demographic spread
may also assist in interdisciplinary research. Since the topic
of fake news, detection is timely and has a lot of scope
in research; thus, this article will help new researchers to
develop an interest by understanding various perspectives
and follow a road path for their future work. To the best of
our knowledge, no existing survey covers these directions
which are important especially for new researchers to obtain
a comprehensive overview of the domain.

To summarize, we shed light on the following research
questions: (1) What are the different types of false informa-
tion? The paper presents a clear problem characterization
with apt definitions and examples of each concept related
to fake news. (2) Who are the actors that spread false infor-
mation? (3) What actions have been taken by the service
providers to mitigate fake news? (4) What are the available
datasets for text, image, and video data formats? (5) How
time is an important factor in the detection of fake news?
(6) What are the novel viewpoints of classifying research
in this domain in order to provide a useful future roadmap?
(7) What are the foremost journals and organizations in this
research area? The literature shows several survey articles
as explained in Sect. 1.1; however, this survey aims to out-
line comprehensive research on fake news detection with a
number of contributions highlighted in Sect. 1.2.
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1.1 Survey archetypes

The literature contains a variety of survey papers on the detec-
tion of fake news and related terms. We have segregated
different recent survey papers into four categories depending
on the type of research design. This section aims to show-
case the existing surveys’ style to differentiate our proposed
survey from the existing surveys in this research domain.
According to the method of reviewing existing studies, four
types of surveys are:

(a) Type I. Misinformation, Disinformation, and Mal-
information
Some surveys focused on three main categories of
information disorder: misinformation, disinformation,
and mal-information. Misinformation and disinforma-
tion have been used interchangeably in much of the
discourse on fake news. However, the two categories
differ in terms of the degree of falseness and intent
to harm. Misinformation is unverified news, but the
source/spreader is unaware, and the intention is not to
harm the public, while disinformation is unauthentic
news to mislead the audience and the source/spreader
knows it is false. The third category, mal-information is
the deliberate dissemination of news (which is real) in
order to harm a person, specific organization, or coun-
try, e.g., leaking private information, or disclosing one’s
sexual orientation without public interest justification.
Therefore, mal-information is not fake information but
unethical. Figure 1 has been popularly used by the liter-
ature.

(b) Type II: False information typology: Fake news, satire,
rumor, clickbait, hoax
In the literature, there exist survey papers highlighting
unclarity in the problem definition. There are different
definitions of fake news given by researchers and psy-
chologists. Fake news is the most popular information
disorder, but it is different from other types. For example,
Satire news is for entertainment and hides some humor
inside. Studies consider fake news and satirical news in
the same boat; however, the whole purpose of both types
is completely different. In a similar way, rumors, click-
bait, and hoaxes have different agendas and influences
on the audience. Section 2 contains the detailed eyeshot
of this problem.

(c) Typelll: Research Approach for fake information detec-
tion:
Majorly, surveys generally classify research based on
the methodology. The generic methodological frame-
work is shown in Fig. 2, which shows a roadmap of
existing solutions in the literature. In particular, studies
have focused on three foremost steps: (1) data collection,
(2) feature extraction, and (3) Classification technique.
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The novelty in research works exists in these steps. Data
collection is a challenging task, and researchers have pre-
sented different ways to extract data as well as publicly
available datasets. Due to the absence of a benchmark
dataset for fake news detection, researchers are required
to apply different classification models to find the best
one suitable for the given dataset. The generic method-
ology presents different step-by-step paths that have
been proposed in the literature. The classification tech-
niques are coarsely grouped into two categories, machine
learning [103] and deep learning-based methods [104]
[102] [98]. Machine learning has shown the promis-
ing results in this application area of classification.
The traditional machine learning approaches are based
on handcrafted feature extraction. The generic method-
ology has shown some handcrafted features, such as
linguistic features and propagation patterns, which are
prominent in the literature. However, diagnosing rel-
evant features to best capture the deception imposes
another challenge. It is time-consuming and may result
in biased features, especially in such domains, as fake
news detection. Therefore, deep learning approaches
have gained popularity in solving such critical problems.
Deep learning models can learn hidden representations
using neural networks, so the extraction of handcrafted
features is not required here. Thus, the focus is trans-
ferred from modeling relevant features to modeling a
network itself. This methodology also highlights differ-
ent machine learning and deep learning algorithms with
their categorization. The methodology has been designed
to give readers an overview of the existing steps followed
by the researchers in order to understand and implement
further solutions. Each path presents a research direction
or approach to solve the problem of fake news clas-
sification. Furthermore, several studies have employed
additional approaches such as the Hawkes process and
anomaly detection. In a nutshell, several surveys have
been proposed based on the research approaches fol-
lowed by the researchers to identify fake news.
(d) Type I'V: Perspectives

Several surveys reviewed the research based on perspec-
tives. There are four perspectives given the literature for
automatic detection of fake news: the unfactual knowl-
edge it conveys, its style of writing or content-based, its
propagation patterns or social, and the credibility of its
source. Figure 3 shows the four perspectives with the
features used in each. Several research works have been
studied in order to describe these perspectives and cor-
responding features diagrammatically [196] [149].

Table 1 highlights several archetypes of survey papers. The
existing survey papers present extensive insights into the
research area. However, we present this survey paper to high-

FALSENESS INTENT TO HARM

Malinformation

Deliberate publication of
private information for
personal or corporate

rather than public inter-

est, such as revenge porn.
Deliberate change of
Context, date or time of
Genuine content.

Disinformation

Fabricated and deliberately
manipulated audio/visual
content. Intentionally
created conspiracy theo-
ries or rumours.

Misinformation
Unintentional mistakes
such as inaccurate
photo captions, dates,

statistics, translations, or
when satire is taken
seriously.

Fig. 1 Venn diagram for misinformation, disinformation, and mal-
information Source: Wardle et al. [179]

light some innovative aspects: (1) The survey provides simple
and clear definitions of fake news and related concepts with
the help of real-life examples. We have deeply analyzed var-
ious real-life instances to define fake and related concepts.
Also, it explains approaches used in the state of the art for
each type. This will help the readers to define boundaries
between different types of false information. (2) This survey
groups actors involved in spreading misinformation. Sev-
eral instances of fake news spread on digital sources have
been analyzed to understand the role of the user posting it in
order to group them into different categories. (3) Most people
use social media platforms to access news; thus, these plat-
forms also take appropriate actions to mitigate fake news.
Our survey presents some recent actions taken by social
media platforms. (4) Related survey papers review existing
datasets but our survey reviews datasets in this domain based
on the content type, i.e., text, image, and video. (5) Our sur-
vey segregates recent surveys into four types; thus, it will
help readers compare and analyze related surveys. (6) Our
survey presents taxonomies based on domain, data type, and
platform. (7) Our survey presents a novel approach to seg-
regating research based on detection time. (8) To end, this
survey provides a bibliometric analysis. To the best of our
knowledge, no survey includes these aspects.

1.2 Organization of the paper and key contributions

We have presented the typology in information disorder in
Sect. 2 by explaining scholarly studies on fake news and
related false information types. The major source of false
information is social media platforms; thus, we have provided
statistics of popular social media platforms which had fake
news history with the actions taken by the service providers
to control fake news (Sect. 3.2). Section 4 provides the details
of publicly available datasets considering three data formats
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Fig.3 Four Perspectives of Fake news detection

such as text, images, and videos. Section 5 gives a novel
‘three-phase model’ for the detection of fake news depend-
ing on the time of detection. The paper presented several
taxonomies based on domain, features per misinformation
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type, misinformation data type, and platform (Sect. 6). Fur-
thermore, Sect. 7 delivers the statistical analysis of several
studies and also presents the journal ranking and visualiza-
tion of bibliometric analysis based on ‘InCites’(website for
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Table 1 Detailed comparison of existing surveys

Ref. QI Q2 Q3 Q4 Q5 Q6 Q7 Q8
[179] v’

[12] v’ I

[100] v’ v Vv I

[187] v Vv Il

[188] v v

[196] v’ v

[134] v’ Il

[20] v’ v~ ILIIL

[78] v v Vv ILIII

[3] v’ v

[149] v’ v IV

[167] v Vv v’

[170] v’ v

Proposed Survey v v Vv Vv - v v Vv

Q1: Define Fake News and related concepts? Q2: If and how they group
actors of fake news? Q3: If they investigate social media platforms? Q4:
If they review existing datasets? Q5: What is the type of survey? Q6: If
it covers news domains, multimodal research, multiplatform, etc. Q7: If
it covers timeline of news for detection Q8: If it provides bibliometric
analysis

ranking Science citation index (SCI) articles). In Sect. 8, we
discuss open issues in fake news detection to facilitate effi-
cient research in this domain. Finally, we conclude in Sect.
9. The key contributions of the work are as under:

1. Puts forward the veracity and variety of false information
by providing a clear definition of different types such as
fake news, hoax, rumor, clickbait, and satire. A real-life
example has been provided for each type to provide clarity
in problem definition. Also, our survey classifies various
studies in the literature focusing on a particular type.

2. Although recent studies highlighted various approaches
proposed by researchers to detect fake news, we provide a
statistic of measures taken by service providers to combat
and mitigate fake news.

3. Publicly available datasets are outlined considering data
formats, i.e., text, images, and videos.

4. Current surveys have mostly reviewed research with four
designs described in Sect. 1.1. Our survey presents a novel
way to look over the problem, i.e., the time of detection.
The existing studies are based on the assumption that they
have all the lifecycle data. But it depends on the time
when the news was spread. The survey gives a ‘three-
phase model’ for early, mid-, and late detection of false
information.

5. Our survey also provides four different taxonomies in
order to offer a succinct roadmap for future work. First, the
taxonomy classifies research into five different domains
along with the articles based on a cross-domain approach.
Second, the taxonomy presents a 2D view to identifying
prominent features in the literature as per the type of false
information. Third, the taxonomy classifies studies based
on data format under consideration as well as research on
multimodal data. Fourth, the taxonomy classifies research
based on the platform such as social media, Wikipedia,
and fact-checking websites, including multi-platform. To
the best of our knowledge, no survey has classified the
research in these ways.

6. The study also presents some key bibliometric indicators
like highly cited papers, publication trends of more than
a decade, journal citations, etc.

7. The state of the art and research gap specified in the paper
help in deciding the future path to combat this rampant
problem of fake news.

2 Typology of information disorder

This section explains the veracity and variety of misinfor-
mation and gives a proper definition with real-life examples
to differentiate the types as summarized in Table 2. There
is an overlay in the types of false information, i.e., one type
of false news may fall into multiple sorts. For instance, a
rumor may use clickbait approaches to allure the readers and
increase its reach. The reason behind this overlay is that the
creators are also evolving their style or pattern of writing
false information; thus, obtaining clear boundaries between
these types is complex. But we need to comprehend the
term fake news and differentiate it from other concepts, like
satire, rumor, clickbait, hoaxes, etc. Several research studies
have presented definitions of the concepts associated with
‘fake news.” Our survey simplifies the problem of differen-
tiating these terms by providing a typology with real-life
examples for each type. Figure 4 outlines different illustra-
tions for each false information type. To this end, Table 3
illustrates the overall categorizations of the state of the art
in order to learn the variances in detecting different types
of false information in terms of input data type, research
technique, dataset technique, results, and limitations of the
research. This comparison of fake news and related concepts
based on the existing work in the literature shows the use
of machine learning approaches to automate the detection
of false information. This, in turn, is useful for the readers
to design an effective machine learning-based methodology
based on the given type of false information. For example,
satirical news is less harmful than fake news, thus requires a
different approach for detection. To further support this, we
have also presented the prominent features in the literature
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Table 2 Misinformation

Typology Type Definition Example
Fake news Completely false stories Hillary Clinton adopted an
alien baby
Propaganda Special instance of BlackLivesMatter, Syria

'HILLARY
'CLINTON

R4 7 7 Bt sl vt @

ADOPTS s b s
5 2 3 avq Feomd @ sraear wf e

AI'IE" wwatan 2 G davTd AR
i whareft ¥ gz s
iRARv \ - ot ol A9 PAua wrd ..

HOSTED BY MEP With represeatatives trom viragqof srgtoreft €3 €3

MARIETJE SCHAAKE

(ALDE/D66) furopesa Commission

Facebook
THE FUTURE Oe Carrospentent
OF NEWS Curopean Publishers

PH
12301500

Registor at
marketjoschaake ow/cvonts

(a

Gosgle Dipptal News Initiative
Reuters Institute of Josrnalism

Conspiracy theories

fabricated stories that aim
to harm a particular party

Stories that try to explain an
event by invoking
conspiracy without proof

airstrikes 2018

Pizzagate theory, Seth Rich

Hoaxes Half-truth or humor False death of celebrities,
April fools’ day events
Biased An alt-right echo chamber 4chan’s/pol/board
Rumors Whose truthfulness is Chennai Floods, 2013
ambiguous or never Boston Marathon
confirmed Bombings
Clickbait Misleading headlines and is Yellow journalism

Satire news

least severe types

Irony + humor

Sites that post satire news:
TheOnion and SatireWire

Tweet

Fated 10 bond Tweet

Rt

@mwo
~ rre.

ol

(b)

Man Tries to Hug a Wild Lion, You
Won't Believe What Happens Next!

(d)

Q.;F Sural Mishra

kanr

TAP TO RETRY

Chennai going down in horrible flood
adding more to trouble crocodile has entered residence
complex

()

Stunned by India’s aerial strikes Pak dismantles all
terror camps, terrorists will henceforth be trained

on PUBG
000000

(e)

Fig. 4 Illustrations of different types of information disorders a Fake
news spread on Twitter during 2016 US presidential election b One of
the hoaxes related to Sonali Bendre’s death spread over social media
(Indian Politician Mr. Ram Kadam posted this tweet in Marathi and then

deleted it after backlash on Twitter) ¢ Rumors spread during Chennai
Floods d Popular Clickbait on social media e Satire news related to IAF
Balakot airstrike
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for each type of information required by machine-learning
classifiers in Sect. 6.2.

2.1 Fake news

Fake news is fabricated news that is completely unreal. There
is no truth behind the fake news, and it is verifiably false
[196]. This kind of information disorder is indigenous and
exists from the time of world wars and earlier. It is difficult to
create fake news which cannot be deciphered easily. There-
fore, creators reform the existing fake news, which makes it
look like genuine news. Figueira et al. [45] highlighted the
current state of fake news and created a fact-checking algo-
rithm including three W’s: ‘who, where, when.” Recently,
Vishwakarma et al. [171] proposed a model to analyze the
veracity of information present on social media platforms in
the form of an image. Essentially, the study used text extrac-
tion from image technique to classify news with an image
as fake or real. The paper has given a good set of exam-
ples of fake and real images. Perez et al. [120] presented
a twofold approach in order to detect fake news. First, two
novel datasets were constructed based on several domains
and, second, conducted a set of learning experiments to
build an automatic fake news detector with an accuracy of
76%. Primarily, researchers have been using different fea-
tures to detect fake news. Furthermore, Reis et al. [130]
explored the existing features in the literature and also pre-
sented some novel features to accurately detect fake news.
The five features proposed are bias, credibility, domain loca-
tion, engagement, and temporal patterns. The features are
not only generated from the content present in the news
rather some features can also be mined too. Olivieri et al.
[116] proposed a methodology to create task-generic fea-
tures using metadata obtained from Google custom-search
API. The features created are statement domain scores and
similarities for titles and snippets by collecting metadata cor-
responding to the top 20 results of Google search. Similarly,
Ahmed et al. [2] investigated two different feature extraction
techniques, namely term frequency (TF) and term frequency—
inverted document frequency (TF-IDF) over n-gram analysis
and machine learning models. They found 92% accuracy with
linear support vector machine (LSVM) using TF-IDF.

2.2 Hoax

Hoaxes are half-truths, different from fake news, which is a
full-blown lie. The fake news menace is more than a hoax
because fake news affects the public and is like an epidemic
disease, while hoaxes are made for fun and get exhausted after
one step. Examples of hoaxes generally include the sudden
death of a celebrity. The literature on hoaxes is not as wide as
fake news, and the reason may be the aftereffects are not com-
parably less serious. Researchers of Lancaster University,

UK, examined the practical jokes shared on 1 April, which is
known as April fools’ day, and observed that this data could
be used as a hoax dataset [33]. Also, to construct a set of
features mainly, linguistic features from the past research to
detect deception, humor, and fake news. They observed that
the hoax dataset could be used to detect fake news based on a
similar feature set. Fauzi et al. [43] highlighted a few features
to detect news that has a tendency toward hoaxes. Sentiment
analysis and Tweets containing provocation, feud, and anx-
iety words are identified, followed by the ‘SVM’ machine
learning model to detect hoax possibilities. In another work,
Situngkir et al. [158] reported the propagation of hoaxes on
the social media platform Twitter. In this paper, the case study
of the death of a public figure in Indonesia has been used to
examine the epidemy of hoaxes over social media. Tacchini
et al. [160] presented a list of Facebook pages divided into
two categories: scientific news sources and conspiracy news
sources to collect datasets for non-hoaxes and hoaxes posts,
respectively. Furthermore, several classification experiments
have been done to find different useful observations. For-
merly, Vukovic et al. [174] stated that generally, hoaxes are
harmless, but they may harm someone’s image by deceiv-
ing the readers. The dataset is constructed using real email
messages and real email hoaxes. A hoax detection system
proposed by the researchers is successful to some extent.
Also, the same system can be used to detect SMS hoaxes.
Essentially, literature considers different sources to collect
hoax datasets. Similarly, Kumar et al. [79] highlighted the
role of Wikipedia to spread hoaxes. Wikipedia, being an open
crowdsourced platform, has the power to attract false infor-
mation propagation. The study used already flagged articles
by Wikipedia editors as a Hoax dataset for future predictions
by exploiting the similar feature pattern shared by hoaxes.

2.3 Rumor

Rumors are ambiguous stories whose truthfulness never gets
confirmed or it gets confirmed after a long period of time
till that damage gets already been done. The strong litera-
ture exists in this domain primarily on the basis of different
platforms used to spread rumors. Rumors exist in two forms
breaking news rumors and long-lasting rumors. Alkhodair et
al. [7] worked on detecting real-time Twitter stream of break-
ing news rumors related to emerging topics. The authors
used the publicly accessible dataset ‘PHEME’ and trained
the model using deep learning and machine learning. Recur-
rent neural network—long short-term memory (RNN-LSTM)
has been used along with word embeddings. Also, compare
this model with non-sequential classifiers by considering two
feature sets, namely, content-based and social-based features.
Moreover, the authors demonstrated the performance of their
model on a real-time Twitter stream of breaking news. Rumor
detection in the English language is a flowing research area,
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Fig. 5 Actors involved in spreading misinformation: a Terrorist organizations, b Bots, ¢ Government, d State-sponsored trolls, e journalists, f

Conspiracy theorists ‘true believers’

but there is a need to explore other languages in this field.
Alzanin et al. [10] extracted 271000 rumor and non-rumor
tweets using Twitter API, and rumor topics were obtained
from anti-rumors authority. After preprocessing, content and
user-based features have been extracted, and finally, semi-
supervised expectation-maximization (E-M) compared with
supervised Gaussian NB. Rumors are popular in the health-
related domain also. Sicilia et al. [151] presented a novel
approach including new features, namely influence potential
and network characteristics. Furthermore, different feature
selection methods were explored using a few classification
methods for rumor detection and finally validated the sys-
tem as well as these features on a real Twitter dataset by
achieving 90% of accuracy. Rumor detection systems can be
used to compare different social media platforms. Priya et al.
[123] compared Reddit and Twitter using different features
based on content and social influence. It was found that Red-
dit is better for a conceptual overview, while Twitter is better
for evolutionary analysis because of the size constraint and
longer span of time of Twitter microblogs.

2.4 Clickbait

Clickbait is misleading headlines that make the audience
crave the story. Essentially, these are attractive headlines,
but the story behind these headlines is completely differ-
ent. On social media platforms like Facebook, Twitter, etc.
Daoud et al. [31] proposed an effective approach for clickbait

detection based on supervised machine learning techniques.
Some important features for detecting clickbait are similar-
ity between text and title, the formality of the language used,
readability, and the bag of words. Since the number of fea-
tures is large, recursive feature elimination was used on the
SVM classifier to obtain an accuracy of 79%. The litera-
ture in clickbait detection focuses on exploring new features.
According to Biyani et al. [18], common features for fake
news or spam detection like link structure, blacklists of URLs
hosts, and IPs are not advantageous for clickbait detection.
Clickbait detection requires feature engineering based on
content, similarity, and informality kind of parameters. Click-
bait detection is gaining attention in research, but the methods
majorly require aggressive feature engineering. Zheng et al.
[190] found that a convolutional neural network performs
better than traditional machine learning models considering
the word-sequence information and learning word meanings
from the whole dataset. Apart from microblogging platforms
like Twitter, online video sharing platforms like YouTube are
also getting popular. Clickbait video, whose content is not
related to the title, is an emerging research area. Shang et al.
[147] proposed a novel content-free approach named Online
Video Clickbait Protector (OVCP) to effectively detect click-
bait videos by analyzing the comments shared on the video
by the audience.

@ Springer
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Fig.6 Most popular social networks worldwide as of January 2021, ranked by number of active users (in millions)

2.5 Satire

Satirical news is created and published for entertainment pur-
poses. In general, there should be a separate room for satirical
news and should not be mixed with fake news. Satirical news
is different from other false information types in the sense that
itintentionally signals its deceptiveness, while other types try
to develop a false sense of truth in the mind of the audience
[127]. Therefore, any average knowledgeable person can eas-
ily distinguish between satire and fake news. The problem
persists when readers start taking satire news as legitimate
news. The literature emphasize how the approaches to detect
satire are different from other deceptive news. Rubin et al.
[135] developed a feature set (absurdity, grammar, and punc-

@ Springer

tuation) that can best capture the deception in satire news.
The dataset was obtained from satirical sites and legitimate
sites, and multiple experiments were performed to identify
this best performing feature set with an accuracy of 82%.
The important observations were satire news is longer than
legitimate, satire news is commonly grammatical incorrect,
and use more punctuations. Data collection is a problem in
any detection of any misinformation, but this work only con-
sidered the direct satire sources and legitimate sources to
build the corpus. However, satire news is more popular on
Twitter nowadays, which was missing in their work. Ahuja
et al. [4] proposed a simple approach for data collection
from Twitter. Tweets with direct positive and negative senti-
ments were crawled using keywords #cheerful, #happy and
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#sorrow, #angry, respectively. While collecting satire data,
keywords like #sarcasm #sarcastic were used. Moreover, the
authors checked twelve classifiers on different feature sets
obtained and compared them in terms of accuracy. Thu et al.
[161] used alexicon-based approach to extract different emo-
tional features. Three lexicons, namely EmoLex, VADER,
and SentiNet, were exploited to extract emotional features,
and finally, data are classified into two categories, satire, and
non-satire using random forest and SVM distributed over
different emotions like anger, trust, and many more. Horne
et al. [59] compared real, fake, and satire news with respect
to stylistic, complexity, and psychological features on three
standard datasets. Authors found that fake news, in most
cases, is more similar to satire than real news. Also, titles
of fake news use notably fewer stop-words and nouns while
using more proper nouns and verb phrases.

3 Actors and actions
3.1 Actors involved in spreading false information

False information is hard to fight, in part because it circulates
for all kinds of reasons. Sometimes its bad actors churning
out fake news in a quest for internet clicks and advertising
revenues, there are ‘troll farms’ that create misleading sto-
ries, and other times, the recipients of false information are
driving its propagation. Thus, it is important to highlight the
actors that are involved in the circulation of false information.
We have identified a few actors in Fig. 5. The popular actors
involved in false information are terrorist organizations (e.g.,
ISIS), bots (autonomous software to repost false data) [40],
governments (historical instances of the Russian government
in US elections), trolls (posts provoking content), journalists
(modify/exaggerate a narrative to make it attractive), and true
believers. (They strongly believe the false story is true and
spread it.) Similar to false information typology, the inter-
section may also occur in actors.

3.2 Actions taken by service providers

People use social media platforms not only to get connected
with friends and family but also to access news. Users on
social media platforms post an enormous amount of data
every day. Globally, over 3.6 billion people use social media,
the statistics of users per platform is shown in Fig. 6 . These
platforms provide freedom of expression to the users in a
democracy. However, the main motive of these platforms is
to getusers engaged to earn business revenues rather than pro-
viding them with factual information. Also, recommendation

1 https://www.statista.com/

system algorithms are running behind social media plat-
forms due to which users see their point of interest without
dwelling into facts. Since the majority of youngsters nowa-
days follow these social media platforms to access news,
they get trapped in propaganda rather than following authen-
tic news. Government authorities of different nations have
been asking these platforms to take necessary actions to con-
trol the dissemination of fake news. For instance, Twitter
has recently suspended accounts of Donald Trump (former
US president) and Kangana Ranaut (Indian celebrity) due
to their hate and provoking posts. Facebook also flags false
information. Crawford et al. have described the working of
flag (an annotation to offensive or problematic content) in
different social media platforms [28]. However, state of the
art shows that data are extracted using digital source API and
then annotated manually by domain experts for training on
machine learning models. Table 4 2 3 # provides the statis-
tics of popular social media platforms which had fake news
history along with their primary features, measures taken by
these platforms to stop fake news and how the corresponding
annotations can be used by researchers.

This information is useful to the researchers to modify
their methodology with the amendments done by the service
providers.

4 Existing datasets and tools

Dataset creation is a challenging task, and researchers have
explored various online information sources to extract use-
ful data given in Table 5. Due to privacy restrictions on
extracting data from online information sites, obtaining a
dataset for academic research is not a straightforward task.
One way to overcome this issue is to purchase data from
these platforms or other crowdsourcing websites. Another
way is to use existing datasets in the literature that satis-
fies one’s research requirements. Table 7 lists the details of
various datasets widely used in the literature. The compar-
ison of existing datasets has been done based on language,
label (binary, multi-class, or numeric), class distribution (bal-
anced or imbalanced), and annotation method (expert-based
or crowdsourcing-based). Such information can significantly
help researchers select proper datasets for their research,
which can be multilingual or focus on low-resource lan-
guages. It can also help to select evaluation metrics and
evaluate the annotation quality. We have analyzed various
papers which have used these datasets and included the high-
est accuracy reported so far for the respective datasets in the

2 https://www.statista.com/
3 https://www.adobe.com/express/learn/blog/top-social-media-sites

4 Times: https:/timesofindia.indiatimes.com/ Tribune: https:/www.
tribuneindia.com
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Table 5 Online information sources for data collection

Twitter, Facebook,
Instagram, Reddit, 4chan,
8chan, Sina Weibo,
WhatsApp, YouTube

Wall Street Journal, The
Economist, BBC, NPR,
ABC, CBS, India Today,
The Guardian, News18,
Times of India

Ending the fed, True Pundit,
abcnews.com.co, DC
Gazette, Liberty
writersnews, Before its
News, Infowars, Real
News Right Now

Faking News, The UnReal
Times, Farzinews,
Newsthatmattersnot, The
Onion, Huff Post Satire,
Borowitz Report, The
Beaverton, Satire Wire

Social media platforms

Popular news sources

Fake sources

Satire sources

Fact-checking sources Snopes, Politifact, Altnews,
Boom, SMHoaxSlayer,

Factly, Facthunt

table. Moreover, there are various fact-checkers tools avail-
able online to determine the credibility of digital news. Table
6 outlines few popular tools for fact-checking covering dif-
ferent grounds such as NLP-based, bot detection, gamified
version, and blockchain-based.

5 The time of detection is important

The four perspectives for the detection of fake news, such as
knowledge, style, propagation, and source-based, are inde-
pendent. The literature shows a rich set of features under
each perspective that works best for the designed environ-
ment. However, as per the no free lunch theorem, a general
methodology is impossible for every scenario. Therefore,
recent advancements show various studies based on different
perspectives to detect fake news. Whereas, this paper gives a
novel way to look over the problem, i.e., first analyze the time
of detection. The existing studies are based on the assump-
tion that they have all the lifecycle data. But it depends on
the time when the news was spread. Fake news has shown
adverse effects in a very short time period of dissemination on
social media. To avoid this, it is required to detect fake news
at an early stage which lacks a sufficient amount of infor-
mation about the news. Therefore, it is important to analyze
the time when the news was disseminated. This paper gives
a ‘three-phase model’ for the detection of fake news: early,
middle, and late. Figure 7 graphically represents the varia-
tion of fake news detection techniques with time. Table 8

@ Springer

summarizes the three phases of fake news detection in terms
of perspective, dataset source, and approach preferred in the
literature.

5.1 Early detection

When fake news is published on a news outlet but not
yet published on social media. There is a strong need to
develop a model to detect fake news early to minimize its
social harm. Also, early actions for fake news mitigation
and intervention can be taken. It is difficult to control the
propagation of fake news once it gets published on social
media due to echo chambers and filter bubbles of social
media. The methods for early detection focus solely on news
content because other social or propagation-based features
are unavailable. Zhou et al. proposed a theory-driven fake
news detection model by investigating news content at var-
ious levels: lexicon-level, syntax-level, semantic-level, and
discourse-level [193]. The features have been extracted using
standard social and psychological theories and, finally, tested
over a supervised machine learning framework. Escalante et
al. proposed a novel approach for early detection of threats
on social media using profile-based representations (PBRs)
[39]. PBR utilizes two tasks, viz., sexual predator detection
and aggressive text identification, and conducted experi-
ments using traditional machine learning classifiers. Gereme
et al. also introduced a generic model to detect fake news
before it flies high by focusing on the content [49]. The exper-
iments conducted showed that deep learning (LSTM-RNN
and CNN) models outperformed traditional machine learn-
ing classifiers. Essentially, many studies claim that machine
learning approaches are incapable of early detection of fake
news because they require certain amounts of data to reach
decent effectiveness, which takes time to accumulate. How-
ever, early detection approaches lead to multiple challenges
due to limited information. First, newly appeared events often
generate unforeseen knowledge graphs. Second, the content-
based models are domain-dependent thus, not generic for all
domains. Third, the performance of machine learning clas-
sifiers gets deteriorated due to limited available information.
Recent research studies provide various ways of dealing with
the aforementioned challenges.

5.2 Mid-stage (immediate after posting, before gets
viral)

This stage focuses on the content-based features with lim-
ited social information to detect fake news immediately after
publishing on social media while not yet viral. This is a sound
research area currently in this domain. Zhao et al. found that
fake news propagates differently from real news at the early
stages of disseminating [189]. They explored three features,
namely the ratio of layer sizes, the characteristic distance,
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Table 6 Popular tools for Fact-checking

Tool Founded Product type Description

The Factual 2016 Mobile app and browser extension Ranks digital news on a 0-100 scale to
evaluate the quality based on source
diversity, author expertise, language
used.

Logically 2017 Mobile app and browser extension Automated search assistant feature to
assess veracity of information relies on
human fact-checkers.

ClaimBuster 2017 Web-based live tool and App Check factual information relies on NLP
and supervised learning.

Grover 2019 Al model Detect Al generated fake news

Bot sentinel 2018 Platform for Twitter Categorise Twitter accounts into
trustworthy and untrustworthy, and also
detect bots.

Sensity Al 2018 Online tool Identifies the severity of visual threats and
useful in deepfakes

Factitious 2017 Gameified format tool Users (or players) decide on a news
whether real or fake and earn points
accordingly.

DIRT protocol 2017 Platform Blockchain verification tool which

provides economic incentives to users
for improving data accuracy.

Information

Social and other

Content-based information-based

v

Early Late

Timeseries

Fig.7 Variation of fake news detection techniques with time

and the heterogeneity parameter, and tested on support vector
machine (SVM) classifier. Since the information available to
train a supervised machine learning model is inadequate thus,
lead to less accuracy. This limitation has been exploited by
Yang Liu et al. by proposing a novel early detection approach.
The developed time series approach used propagation paths
with convolution, and recurrent neural networks for classifi-
cation [90]. Yang et al. further proposed a novel FNED model
for early detection using text features and users’ responses in

combination [91]. Compared with existing early fake news
detection models, FNED is better because it is content inde-
pendent, based on less and only relevant features which are
required for early detection in the real world. Furthermore,
Shu et al. proposed a tri-relationship fake news detection
framework (TriFN) by exploring correlations of publisher
bias, news stance, and relevant user engagements simulta-
neously [150]. They observed model performance varying
delay time in hours, and the best F1 score was obtained
within 48 hours. Nonetheless, the collection of handcrafted
features requires rigorous manual efforts. Therefore, Chen et
al. proposed a deep attention model using RNN to automat-
ically learn hidden temporal features. It has been observed
that users’ comments on different contents in different peri-
ods of information diffusion [25]. Clearly, the user-oriented
features are of great use to early detection of fake news.

5.3 Late detection

The literature shows rich research studies on the detection of
fake news after its deep propagation on social media. How-
ever, late detection approaches are less helpful for fake news
mitigation and intervention as compared to early-stage detec-
tion techniques. But research on late detection has given
accurate models due to the surplus amount of information
available. Early-stage detection models only allow using
recent posts within a specific deadline (in hours) since the
advent of a particular event, whereas late detection models
can use all the available users’ posts in the complete time

@ Springer
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span of given datasets. Early or mid-stage detection models
heavily rely on news content whereas, late detection mod-
els additionally can explore network-based cues. Zhou et al.
proposed aimed to exploit social network patterns of fake
news, which refer to the news content, spreaders of the news,
and associations among the spreaders [195]. Nikiforos et al.
defined a well-defined fake news detection framework that
uses both linguistic and network features [114]. The liter-
ature aims to extract novel features to further improve the
effectiveness of the existing models. Liao et al. exploited
user comments on social posts, which is crucial information
but not well studied for fake news detection. They proposed a
heterogeneous graph neural network and explainable model
to outperform the baseline models [89]. Similarly, Jang et
al. proposed a neural network-based fake news classification
model using conventional tweet features with an additional
new feature, Quote Retweet (Quote RT), introduced by Twit-
ter in 2015. The Quote RT enables users to add a comment
while retweeting an existing tweet which leads to tracking
the depth of propagation [63].

6 Taxonomies
6.1 Taxonomy based on domain

Fake news has become a substantial social problem with the
speedy progression of social media. The dissemination of
fake information is not limited to one domain but is present
across multiple domains. Fake news is pervasive and has
effects across different domains like politics, healthcare,
entertainment, terrorism, tourism, and natural catastrophes.
Numerous studies have worked on automating fake news
detection, which is trained and evaluated using datasets that
are limited to a single domain such as politics, entertainment,
and healthcare. The majority of the studies have examined
political fake news; however, health-related false informa-
tion is more threatening. Table 9 lists domain-specific studies
for the detection of fake news. The techniques proposed
in the state of the art have been focused on one domain
because the performance of such techniques (machine learn-
ing) generally drops if unseen data from different domains
appear during training. Features, especially style-based fea-
tures, are domain variants; thus, features are required to
be selected mindfully in order to distinguish fake and true
news considering the domain under investigation. State of
the art has highlighted this research gap to consider multi-
ple domains. Thus, it is required to develop comprehensive
cross-domain approaches for the detection of fake news,
although quite a few preceding works have attempted to per-
form fake news detection using cross-domain datasets (also
mentioned few in Table 9). Han et al. proposed a contin-
ual learning approach to handle domain agnostic fake news

detection. Their approach adopted a graph neural network,
which learns different domains sequentially. Nevertheless, it
has two limitations: (1) it assumes that the other domain will
arrive sequentially, and (2) the other domain is also known,
which does not happen in real-world streams. In contrast, the
approach proposed by Silva et al. preserved the knowledge
about the different domains. They applied the robust, opti-
mized BERT model to decide on informative instances for
manual annotation from a large unlabeled corpus. Therefore,
existing studies have tried to incorporate datasets from mul-
tiple domains to develop a cross-domain fake news detection
model. Forinstance, Castelo et al. [23] have trained the model
using the Celebrity dataset (details are given in Table 10) and
tested it using the US-Election2016 dataset to evaluate the
generalizability of their approach.

6.2 Taxonomy based on features per misinformation
type

Particularly, we have described the different types of false
information that can be found in OSNs in Sect. 4. In this sec-
tion, the taxonomy of features per false information type is
provided based on the existing literature. Figure 8 presents a
two-dimensional view to highlight features per false informa-
tion by deeply studying different research papers mentioned
in Sect. 2. The 2D characterization presents three layers: The
innermost layer gives the types of false information, the mid-
layer gives the features required for the identification of each
type, outermost layer highlights the field per type in which
significant work has been done. These identified features per
type are required by machine learning algorithms to classify
fake news from other types of false information. Though the
stated features are not exhaustive and required to be further
fine-tuned, however, the features identified per type in this
paper can be used as a reference by the new researchers trying
to explore this research field. Each stated feature consists of
a set of sub-features; for example, the propagation network
consists of the number of shares, likes, etc. Also, this figure
shows the domain in which the specific misinformation type
has been majorly explored in the literature °.. The promi-
nent features in the state of the art for each false information
type have been segregated and analyzed in order to offer a
succinct roadmap for future work. For instance, click-baits
are attractive headlines with unrelated stories. Thus, similar-
ity analysis is a useful feature to detect clickbait. Similarly,
rumors spread differently to reach out maximum audience.
Therefore, propagation pattern is an important feature to dis-
tinguish rumors from other false information types. Satire
contains humorous content; thus, sentiment as a stylistic fea-
ture has been used most popularly in the literature. To identify

9 Web of Science https://www.webofknowledge.com, https:/mijl.
clarivate.com/home
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Table 8 Attributes of the three phases of fake news detection based on literature survey

Three Phases

Time of detection Perspective Dataset source

Preferred approach

Early detection

Middle stage detection

Not yet published on social Content-based News
media

Immediate after posting and Content-based (primarily) + Social media

Deep learning

Deep learning

before gets viral on social  limited social-based
media features

Late detection After deep propagation of  Social-based features Social media Deep learning/ Machine
news on social media (primarily) learning

Table 9 Domain-specific
distribution of literature

Politics

Healthcare
Terrorism
Natural disasters

Tourism and marketing

Cross-domain

Asubiaro et al. [11], Fairbanks et al. [41], Ribeiro et al. [131], Ajao et al. [5],
Shao et al. [148], Patwari et al. [119], Lee et al. [83], Faustini et al. [42],
Karimi et al. [68]

Dai et al. [30], Vincent et al. [169], Dhoju et al. [35], Abbasi et al. [1], Hou et
al. [60], Kinsora et al. [73]

De et al. [32], Sanchez et al. [142], Cristani et al. [29], Hamdi et al. [54],
Kostakos et al. [74], Last et al. [81]

Wang et al. [175], Gupta et al. [53], Allen et al. [8], Rajdev et al. [126],
Krishnan et al. [76], KP et al. [75], Mondal et al. [108]

Kauffmann et al. [69], Cardoso et al. [22], Lee et al. [82], Yoo et al. [184],
Chuang et al. [27], Chowdhary et al. [26], Lu et al. [93], Luca et al. [94],
Fedeli et al. [44], Fontanarava et al. [46], Juuti et al. [66], Schuckert et al.
[143], Banerjee et al. [14], Lappas et al. [80], Mkono et al. [107], Banerjee
etal. [13]

Castelo et al. [23], Perez et al. [120], Saikh et al. [141], Han et al. [55], Silva
et al. [153], Gautam et al. [48], Rubin et al. [135], Wang et al. [176]

Table 10 Cross-domain studies

Han et al. [55]
Silva et al. [153]
Castelo et al. [23]
Wang et al. [176]

Politifact + Gossipcop
Politifact + Gossipcop + CoAID
Celebrity + US-Election2016

News + Speeches/tweets

Vb

Hoaxes, content-based features, as well as sentiment-based
features, have been employed [166]. Fake news detection has
a wide range of features as per the literature, such as context
knowledge and social features [163]. Moreover, fake videos
and profiles have also been considered in this domain using
user engagement features [164]. To end, features should be
selected depending on the type of misinformation.

6.3 Taxonomy based on misinformation data-type

The diffusion of fake news in various formats such as text,
image, audio, video, and links on online information plat-
forms is a fast-growing problem. The multimedia content,
including images and videos, allure users more than text. So
far, most of the ongoing research has focused on one data
modality, and limited work has been done considering both
textual and multimedia content on social media. Thus, one

@ Springer

of the key research challenges in fake news detection is mul-
timodal data verification. This taxonomy provides details of
existing studies based on the type of data.

1. Textual data: Textual content generally studies linguis-
tics cues. A rich literature exists to develop fake news
detection models considering only text data using tex-
tual and user metadata features. The majority of existing
studies done at the text level have exploited style of writ-
ing as a prominent feature because style-based features
capture authenticity as well as intention. Popular style-
based features like linguistic features such as n-grams [2],
psycholinguistic features using LIWC, number of punc-
tuations, stopwords, readability scores (e.g., number of
complex words, long words, syllables, characters) [120],
syntax and dictionary-based features [121]. Psychological
features such as sentiment, emotion are strong differen-
tiating factors between fake and real content [59] [4].
Siering et al. proposed a framework based on the verbal
cues of the content (e.g., average sentence length, subjec-
tivity, PoS) to know the deception process, the psychology
of fake spreaders, and type of cues [152]. Apart from tex-
tual handcrafted features, the literature highlights various
studies based on latent features for news text embed-
ding. Such embeddings are processed at the word level,
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Fig.8 2D characterization
feature sets per false
information type

Literature

Twitter
specific

Similarity
analysis

sentence level or document level [105] to obtain vectors
representing text which can further be given to machine
learning [50] [71] or deep learning classifiers [67] [157].
. Image: Image is a part of multimedia content; however,
it has a standalone medium to be a news source. Image
forensics has been long used to evaluate the authenticity
of images by checking whether a digital image has been
manipulated. Image modification using image-to-image
translation techniques such as generative adversarial net-
works (GANS5) is done realistically. Marra et al. studied
and compared the performance of various image forgery
detectors [99]. Also, Hsu et al. employed GANSs to pro-
duce fake-real image pairs and then proposed a deep
learning approach to detect fake images using contrastive
loss [61]. On the other hand, Vishwakarma et al. devel-
oped a reverse algorithm to check the veracity of image
text by searching it on the web and evaluating the credi-
bility of content using reality parameter Rp [171]. Some
of the existing studies have considered different formats
of data in an integrated form. Dun Li et al. integrated text,
image, propagation, and user-based features to improve
the performance of the fake news detection model [84].

Stylistic
features

Stylistic features

Linguistic features

Psychologistic

Satire

Linguistic

Misinformation

Networking
features

Lexical
feature

Syntactic
feature

Content-
based

Yang et al. identified explicit and latent features of both
text and images and proposed a model named TI-CNN
(Text and Image information based Convolutional Neural
Network) [183]. Boididou et al. also used textual features
along with image forensic to check the authenticity of
multimedia content on Twitter [19].

. Video: A rich related literature focuses on tampering

detection and image/video forensics algorithms. The same
methods cannot be used for image and video detection due
to the deterioration of the frame data after video com-
pression. Papadopoulou et al. [118] presented a corpus of
real and fake user-generated videos and a classification
model based on video metadata features. They observed
that fake videos are of shorter duration, fake videos tend
to be posted by younger Twitter accounts, and the text that
accompanies fake videos have distinctive linguistic qual-
ities. Clickbait is a type of false content as described in
Sect. 2.4. For this, Varshney et al. [168] proposed a click-
bait video detector (CVD) scheme based on three latent
features sets, namely video content (e.g., title-video sim-
ilarity), user profile (e.g., registration age), and human
consensus (e.g., user comments). Video content features

@ Springer



198

S.Rastogi, D. Bansal

have been extracted by mining audio from the videos
and, later on, transformed into text data to further extract
text-based features. Finally, all the features have been inte-
grated and given to the classification model. Recently,
due to the admirable generation capability of genera-
tive adversarial networks (GANSs), it has been used for
image generation and video predictions. Dong et al. [38]
used the idea of GANs for video anomaly detection and
executed few experiments to prove the efficacy of their
approach. Furthermore, GANs have led to the genera-
tion of synthetic videos that closely resemble real videos
known as deepfakes. Deepfakes is a novel form of fake
content originated by combining deep learning and fake
content. Deepfakes are extremely realistic, thus, hard to
detect. Vizoso et al. [172] disclosed the effect of this new
form of fake news (i.e., deepfakes) on different popular
news media and social media platforms. Several studies
to detect deepfakes have been presented in state-of-the-art
but still limited in terms of setting a benchmark for validat-
ing different detection methods. One of the reasons is the
absence of a gold standard dataset in this domain. Deep-
fakes detection methods are based on two approaches,
namely temporal features across video frames and visual
artefacts within the video frame. Temporal feature-based
methods have mostly used deep recurrent network meth-
ods for deepfake videos detection. Sabir et al. [137]
extracted spatiotemporal features of videos, while [133]
proposed a facial manipulation detection method and
tested it on FaceForensics++ data set. On the other hand,
methods based on visual artefacts break the video into
frames and extract features for the individual frame to
distinguish between fake and real videos. Generally, deep-
fake videos are of low resolution; hence, CNN models
such as VGGs and ResNets [87] can be used to detect
the resolution inconsistencies. Yang et al. [182] proposed
an SVM classifier using 68 facial landmark features to
classify deepfakes and real images or videos. Despite the
strong ongoing research and several forensic tools, there
is still a need for new and timely solutions in multimedia
forensics.

4. Multimodal: However, the aforementioned uni-modal
techniques have offered promising results, but the uncere-
monious behavior of online social media data has always
been a hurdle in data extraction. Thus, several studies have
been working with multiple modalities, e.g., text, images,
and videos. Wang et al. [178] developed an end-to-end
model named Event adversarial neural network (EANN)
for multimodal fake news detection. Two different tech-
niques followed for text and image, i.e., word embeddings
using CNN and VGG-19 on ImageNet, respectively, and
finally, both fused into a neural network classifier. On
the other hand, Zhou et al. [194] developed a multimodal
termed SAFE to find the relationship between textual and

@ Springer

visual features. They observed that fake content creators
use irrelevant features to allure users. Further, Khattar et
al. developed a model inspired by [178] and called it mul-
timodal variational autoencoder for fake news detection
(MVAE). A bidirectional LSTM was used to learn text
vectors, while the same VGG-19 was used to learn image
features. Meel et al. also used VGG-19 and Bi-LSTM to
analyze veracity in multimodal data [101]. For simplicity
and generalizability of the systems, Singhal et al. [156]
developed SpotFake, a multimodal fake news detection
model using the BERT language model to extract text
features, and image features were again extracted using
VGG-19 pre-trained on ImageNet dataset.

6.4 Taxonomy based on platform

Table 11 categorizes the research papers according to the plat-
forms they study. This is an important categorization because
data collection and features are two vital steps in machine
learning algorithms and these are platform-specific. The
table also shows few studies which have extracted data from
multiple platforms and then merged them to develop a multi-
platform dataset. Furthermore, there are limited research
works which have proposed frameworks to fetch data from
multiple platforms [162] [165] [144].

To end, the performance of a supervised machine learn-
ing algorithm depends on features, domain, data format, and
platform. Thus, these taxonomies are useful to make sense
of the existing work in different categories.

7 Bibliometric analysis

This section visualizes the bibliometric analysis for this study
based on ‘Incites’ (https://incites.clarivate.com). It is the
second major contribution of the paper apart from the com-
prehensive overview of the literature in multiple directions.
The figures and analysis presented in this section are use-
ful to get complete knowledge about this research area, such
as funding agencies and top organizations working in this
area, the geographic areas essentially publishing papers in
this domain, foremost journals, as per the Web of Science
records. Moreover, this rigorous bibliometric analysis of sci-
entific data will help established and emerging researchers
to uncover journal trends and impact, co-words networks to
understand the thematic structure, etc. Therefore, this section
is useful to gain a comprehensive one-stop overview of the
work done in this domain.

7.1 Statistics according to quartile

Based on Impact Factor (IF) data, the Journal Citation
Reports published by Thomson Reuters (https:/incites.
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Table 11 Taxonomy based on

platform Social Platforms

Research Papers

Twitter

Monti et al. [109], Ajao et al. [5], Bessi et al. [16], Gupta et al. [53], Jin et al.

[65], Kim et al. [72],Helmstetter et al. [57], Nied et al. [113], Ruchansky et
al. [136]

Facebook

Review platforms

Preston et al. [122], Tachhini et al. [160], Del et al. [34], Silverman et al. [154]
Akoglu et al. [6], Hooi et al. [58], Kumar et al. [77], Barbado et al. [15],

Mukherjee et al. [110], Shan et al. [146]

Sina Weibo

Guo et al. [52], Kim et al. [72], Zhou et al. [192], Ruchansky et al. [136], Wu

et al. [180]

Multi-platform

Twitter+Sina Weibo+News articles: Faustini et al. [42],

Reddit+Twitter+4chan: Zannettou et al. [186]

Fake news articles
Wikipedia
Fact checking websites

Crowdsourcing

Horne et al. [59], Silverman et al. [154], Rubin et al. [135], Perez et al. [120]
Kumar et al. [79], Saez et al. [138], Solorio et al. [159]

Shu et al. [150], Shahi et al. [145]

Perez et al. [120]

clarivate.com) provide yearly rankings of science and social
science journals, in the subject categories relevant for the
journal (in fact, there may be more than one). Quartile rank-
ings are therefore derived for each journal in each of its
subject categories according to which quartile of the IF
distribution the journal occupies for that subject category.
Q1 denotes the top 25% of the IF distribution, Q2 for the
middle-high position (between top 50% and top 25%), Q3
middle-low position (top 75% to top 50%), and Q4 the lowest
position (bottom 25% of the IF distribution). In this anal-
ysis, the articles have been explored using keywords like
Fake news + Misinformation + Rumors + Hoax + Satire +
Clickbait. A total of 8016 articles have been extracted with
different subject categories, and the maximum cited articles
fall in the subject category, Oncology. However, the articles
under Oncology are not of much relevance as far as this
review analysis is concerned. Since the research on misinfor-
mation was highlighted during the United States Presidential
election in 2016. Therefore, communication, as shown in Fig.
9, became a hot research area for the past decade for the key-
words, and maximum papers were published in 2019. Figure
10 shows the temporal trends of the Journals in this domain.

Table 12 and Table 13 provide the journal names and their
quartiles. Impact factors of different quartile journals are pro-
vided in Fig. 11.

7.2 Statistics based on different geographic
locations

A total of 293 journals were obtained using keywords
described in Sect. 7.1, covering areas like communication,
computer science—artificial intelligence, interdisciplinary
applications, and many other related research areas. Since
the topic of this review is not limited to a particular domain
and became active after 2016 specifically, a total of 252 rel-

evant Journals have been analyzed. It has been observed that
most of the Web of science documents are from the USA,
as shown in Fig. 12. Furthermore, the location of researchers
who have published a high number of papers in this domain is
also the USA. Table 14 shows the top collaborating organiza-
tions have been working most actively in this area. Moreover,
most frequent collaborating academic organizations have
also been analyzed for refined view in Fig. 13. Figure 14
shows the most active funding agencies based on the number
of documents in Web of science in this domain worldwide.
For extended analysis, network visualization map and den-
sity visualization map has been produced using ‘VOSviewer’
(https://www.vosviewer.com/). Network Visualization con-
sists of items (circles and labels) and links (relation between
the items). Items are grouped into clusters specified by the
different colors assigned to the items. Figure 15 shows the
network visualization of keywords of the reviewed articles,
and the link between them shows their co-occurrences. Figure
15 shows the keyword ‘fake news’ has the highest occur-
rences, and it is highly co-occurred with ‘misinformation,’
‘social media,” and ‘twitter.” Figure 16 shows the network
visualization of the terms taken from the abstract and title
of the reviewed articles; links indicate the number of articles
in which two terms occur together. In this, the term ‘rumor’
has the highest occurrences, and it strongly co-occurred with
‘network,” ‘model,” and ‘time.’

8 Potential future directions

The literature highlights several studies on false information,
but the problem is still unresolved and still a hot topic in
research. We have outlined some key areas required to be
addressed in the future.
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Table 12 Journal name and ranking for quartiles Q1 & Q2

EQl mQ2 mQ3 nQ4

Ql

Q2

Digital journalism

MIS quarterly

New media & society

Communications of the acm

Internet research

Political communication

Journal of the american medical informatics association
Journal of network and computer applications

Social media + society

Information communication & society

Acm computing surveys

Information processing & Management

Ieee communications surveys and tutorials

Ieee access

European journal of communication

Ieee transactions on knowledge and data engineering
Organization studies

Bioinformatics

Information sciences

Information systems frontiers

Mass communication quarterly

Social science computer review

International journal of medical informatics

Journal of documentation

Media culture & society

Mass communication and society

Acm transactions on intelligent systems and technology
Data mining and knowledge discovery

Acm transactions on information systems
Proceedings of the vldb endowment

plos one

Ieee transactions on information theory

Computer networks

Journalism studies

Science communication

Health communication

Ieee transactions on parallel and distributed systems

Journal of parallel and distributed computing

Proceedings of the national academy of sciences of the united states of americaSoft computing

Expert systems with applications
Ieee transactions on dependable and secure computing

Ieee transactions on systems man cybernetics-systems

Future generation computer systems-the international journal of escience

Ieee transactions on multimedia

Journal of computer-mediated communication

Ieee transactions on information forensics and security
Computers environment and urban systems

Communication research

International journal of systems science
Peer-to-peer networking and applications

Swarm intelligence

Cluster computing-the journal of networks software tools and applications

Studies in informatics and control

Central european journal of operations research
Symmetry-basel

European journal of innovation management

Applied intelligence
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Table 13 Journal name and ranking for quartiles Q3 & Q4

Q3

Q4

European management journal

Profesional de la informacion

Acm transactions on knowledge discovery from data
Acm sigcomm computer communication review
Online information review

Journal of the ACM

Journal of nursing management

Communication culture & critique

Kybernetes

Journal of intelligent & fuzzy systems

Journal of real-time image processing

Concurrency and computation-practice & experience
International journal of human-computer interaction
Journal of contingencies and crisis management
Critical discourse studies

International Journal of Information Security

Journal of experimental & theoretical artificial intelligence
Baltic Journal of Management

International journal on semantic web and information systems
Information and computation

Personal and ubiquitous computing

Expert systems

Scandinavian journal of management

Iet biometrics

Journalism practice

Media and communication

Computational and mathematical organization theory
Cognitive systems research

Mathematical and computer modelling of dynamical systems

Discrete event dynamic systems-theory and applications
International journal of communication

Information processing letters

Javnost-the public

Asian journal of communication

Journal of combinatorial optimization

Acm transactions on the web

European management review

Journal of organizational computing and electronic commerce
African journalism studies

Acm transactions on algorithms

International journal of distributed sensor networks

Applied stochastic models in business and industry

Iet information security

International journal of sensor networks

International journal of uncertainty fuzziness and knowledge-based systems
Ieee Latin America transactions

International journal of foundations of computer science
Science technology and society

Sigmod record

Intelligent data analysis

Intelligent automation and soft computing
Simulation-transactions of the society for modelling and simulation international
Applied artificial intelligence

Journal of information science and engineering

Computing and informatics

Ksii transactions on internet and information systems

Journal of web engineering

Turkish journal of electrical engineering and computer sciences

Lack of gold standard dataset. A comprehensive fake
news dataset demands a cross-domain, cross-language,
or cross-topic analysis, but it has been less explored in the
current literature. Such datasets could empower detection
similar to real-time research.

Mostly, studies address authenticity as a measure to eval-
uate false news, and very few studies focus on the intent
of false information. Expert data annotation is one way to
capture the intention behind a piece of news. Moreover,
mindfully selecting features considering well-established
theories of social sciences is another approach to reflect
the intention.

Detection of newly emerging fake news using historical
data is a need of the hour, i.e., early prediction of fake
news.

In addition to supervised learning, semi-supervised and
unsupervised learning can also play an important role.

@ Springer

e Not sufficient research has been done on designing news
feed algorithms robust to fake news propagation. Thus,
there is a need to eliminate echo chambers and biased
search engines in order to combat fake news.

e A lot of work has been done to detect false information
on online sources. Nevertheless, mitigation of false infor-
mation is still not covered yet.

9 Analysis and conclusion

The identification of false information is an emerging area
due to the rise of social media. To automate the process of
identification, researchers have proposed several machine-
learning-based solutions. However, machine-learning tech-
niques require a large training dataset, a relevant set of
features, and the selection of an appropriate classifier based
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InCites dataset updated Jul 10, 2020. Includes Web of Science content indexed through May 31, 2020.Export Date: Jul 13, 2020.

Fig. 12 Number of Web of Science documents based on geographic locations

on the given data [103]. Therefore, this survey covers
different aspects that affect the performance of the machine-
learning technique. The survey is done in two segments. The
first segment offers a comprehensive overview of false infor-
mation detection, and in the second segment, bibliometric
analysis is provided.

The first segment of the survey has mainly focused on dif-
ferent elements required to be considered before designing
a methodology. We presented the typology of false informa-
tion with clear definitions and real-life examples. The idea is
to compare the existing work based on the type of false infor-
mation. Hence, the researchers can design their methodology
based on the type of information in order to understand the
harmfulness of the news and obtain relevant features for its
classification. Another important element is to check the time
of detection. Current studies are based on an assumption that
they have all the lifecycle data. But it depends on the time
when the news was spread. The content and network-based
features vary with the time at which news was spread and
the time of detection. Our survey highlights this gap by pre-

senting a novel three-phase model with early, mid-, and late
stages.

A combined element of four taxonomies has also been
presented in the paper. The dissemination of fake infor-
mation is not limited to one domain but is present across
multiple domains. The effect of fake news varies in domains
like politics, healthcare, entertainment, terrorism, tourism,
and natural catastrophes. For example, fake news related to
tourism is less harmful than terrorism. Political fake news
spreads faster than other fake news [173]; thus, the prop-
agation features for the political domain are stronger as
compared to fake news in other domains. Also, the perfor-
mance of a supervised machine learning algorithm degrades
when the model is trained on one domain and tested on
an unseen domain. Thus, the paper presents a taxonomy
of existing studies based on a particular domain and also
cross-domain scenarios. This will help the researchers to
select appropriate features and algorithms according to the
given domain. Moreover, fake news is spread in different data
formats, i.e., textual as well as multimedia. We have segre-
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Table 14 Top collaborating

. . Organization
academic organizations

No. of papers in related areas

Harvard University 37,971
University of California system 15,816
Broad Institute 12,911
United States department of energy (DOE) 11,208
Massachusetts general hospital 10,449
Brigham and women’s hospital 6968
Centre national de la recherche scientific 6801
Lincoln Laboratory 5836
University of California Berkeley 5812
Harvard medical school 5660
Helmholtz association 5298
California institute of technology 5297
Howard Hughes medical institute 5229
Stanford University 5221
University of Chicago 5199
Boston University 5176
University of Texas system 4969
Princeton University 4939
University of California Los Angeles 4745
University of California San Diego 4721

gated the current studies based on unimodal and multimodal
research. The survey presents another taxonomy based on
platforms such as Twitter, Facebook, and WhatsApp. It is
useful to understand how fake news spread on different plat-
forms. The data collection, features, algorithms, and even the
impact of fake news, etc., vary with the platform on which
the fake news is spreading.

The second segment of our survey provides a bibliometric
analysis. This will be useful to the readers in finding the fore-
most journals, publication houses, organizations, funding
agencies, and keywords related to this area. The demographic
spread may also assist in interdisciplinary research. Readers
require to know such information to comprehend the domain
completely apart from the literature review.

In addition, the survey presents a list of actors involved in
spreading fake news and actions taken by service providers.
This is useful to understand the destructiveness of the content
in order to take appropriate actions. An extensive compari-
son of available datasets based on language, format, labels,
annotation technique, etc. Such information can significantly
contribute to selecting proper datasets for their research,
which can be multilingual or focus on low-resource lan-
guages. It can also help to select evaluation metrics and
evaluate the annotation quality.

Therefore, the survey aims to provide multiple directions
required to be considered for designing an effective machine-
learning-based solution. The elements presented are not

@ Springer

solely accountable for the detection of false information, but
are an important aspect to plan a coherent methodology.

In future, more research is needed to specify how fake
news spread across different social media platforms. Find-
ing and categorizing social media will also be an important
step before an upcoming network visualization that could
possibly point toward representing the outcomes visually.
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