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ABSTRACT Computer applications have considerably shifted from single data processing to machine 

learning in recent years due to the accessibility and availability of massive volumes of data obtained 

through the internet and various sources. Machine learning is automating human assistance by training an 

algorithm on relevant data. Supervised, Unsupervised, and Reinforcement Learning are the three 

fundamental categories of machine learning techniques. In this paper, we have discussed the different 

learning styles used in the field of Computer vision, Deep Learning, Neural networks, and machine 

learning. Some of the most recent applications of machine learning in computer vision include object 

identification, object classification, and extracting usable information from images, graphic documents, and 

videos. Some machine learning techniques frequently include zero-shot learning, active learning, 

contrastive learning, self-supervised learning, life-long learning, semi-supervised learning, ensemble 

learning, sequential learning, and multi-view learning used in computer vision until now. There is a lack of 

systematic reviews about all learning styles. This paper presents literature analysis of how different 

machine learning styles evolved in the field of Artificial Intelligence (AI) for computer vision. This 

research examines and evaluates machine learning applications in computer vision and future forecasting. 

This paper will be helpful for researchers working with learning styles as it gives a deep insight into future 

directions.   

INDEX TERMS Machine learning techniques, Computer vision, Supervised learning, Multi-task learning, Object detection, 

Artificial Intelligence, Image categorization, Zero-shot learning. 
 
I. INTRODUCTION 

Machine learning is a type of artificial intelligence (AI) 

that trains computers to think like humans by learning 

from and expanding upon previous experiences. It 

employs minimal human intervention to analyze data and 

spot trends. Machine learning has a wide range of effects 

on society, including production lines, healthcare, 

education, transportation, and food.[1]. Machine learning 

is transforming our lives and industries in housing and 

apps, cars, retail, the food industry, etc. 

The goal of machine learning and computer vision is to 

impart to computers the ability to gather data, understand 

it, and make decisions based on previous and present 

results. Computer vision is important for the Internet of 

Things, Industrial Internet of Things, and human 

cognitive interfaces. Computer vision and machine 

learning techniques are used to identify and track 

complex human actions in multimedia streams. For the 

prediction and analysis task of data, there are three types 

of learning: supervised, unsupervised, and semi-

supervised. [2]. 

The ability of computers to gather data, interpret it and 

make decisions based on past and present results is the 

aim of machine learning and computer vision. Computer 

vision is essential for the Internet of Things, Industrial  
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FIGURE 1.Segmentation, Classification & Object Detection 

Internet of Things, and human cognitive interfaces. 

Computer vision and machine learning techniques are 

used to identify and track complex human actions in 

multimedia streams. The image segmentation, localization 

& classification, and object detection are shown in the 

figure1. The authors have outlined the application areas of 

computer vision in the figure2. They have listed which 

machine learning techniques and Python Libraries have 

been employed in each field. 
An essential method of image processing that examines 

the contents of the image is segmentation. Image 

segmentation can be used for pattern recognition, feature 

extraction, content-based image retrieval, etc. Image 

segmentation is an important process in most medical 

image analysis. K-means is a widely used clustering 

algorithm to partition data into k clusters. The K-means 

and fuzzy K-means clustering algorithms can be used to 

identify tumor cells in MR images that may show the 

characteristics of the tumor's severity, facilitating the 

necessary diagnosis and therapy. There are numbers of 
well-established algorithms for prediction and analysis 

such as supervised learning, un-supervised learning, and 

semi supervised learning. These methods use the machine 

learning algorithms such as support vector machine, KNN 

etc. Scipy, Scikit, OpenCV, Matplotlib and Keas are the 

popular are libraries used for image segmentation. 

For object detection previously sliding window, selective 

search and Kadane’s algorithms were used but now most 

of the application areas uses deep learning algorithms like 

RCNN,YOLO,SSD for object detection in CV. The 

software libraries utilized in object detection for computer 

vision are Tensor Flow, ImageAI, GluonCV and 
YOLOv3. Convolution neural networks, recurrent neural 

networks, long short-term memories, gated recurrent 

units, and Bayesian networks are all used in traffic 

detection models. Sensors in intelligent settings collect 

data that is later analyzed and forecasted. One of the tasks 

the convolution neural network (CNN) successfully 

completes for successful object detection is feature 

extraction. With a big collection of face photos, a deep 

convolution neural network can recognize faces through 

supervised learning. Data annotation and labeling is the 

only problem in computer vision and machine learning 
applications. The support vector machines, neural 

networks, KNN and probabilistic graphical models 

machine learning paradigms for computer vision. A 

common classification technique is support vector 

machines (SVMs), a subfield of supervised machine 

learning techniques. Layered networks of connected 

processing nodes make up a neural network. A class of 

neural networks called convolution neural networks 
(CNNs) is utilized for image recognition and 

categorization. It has neurons that are wide, large, and 

deep. Due to widely available datasets, GPUs, and 

regularization approaches, CNN has become more and 

more popular in recent years. 

The paper looks at a variety of machine learning 

applications in computer vision. For instance, biological 

sciences include segmentation, feature extraction, pattern 

matching, visual model optimization, form representation, 

surface reconstruction, and modeling. Computer vision 

uses machine learning to evaluate data from images that 

detect cars and pedestrians, using images to analyze 

remote sensing data for geographic information systems, 

diagnose faults in railroad ties automatically, identify 

different varieties of mango fruit based on size attributes, 

and extract graphical and textual information from 

document images.[2]. Detecting curb ramps in Google 

Street View, automatically detecting and identifying 

faces, machine vision, handwriting recognition, enhanced 

driving assistance systems, and behavioral measures are 

some of the other techniques. Computer vision and 

machine learning are also used in the medical field, 

especially in nuclear medicine, endoscopy, angiography, 

magnetic resonance, ultrasound, and microscopy, 

according to studies in this field. Engineering, health, 

agriculture, astronomy, sports, and education are among 

the many fields where machine learning and computer 

vision are used[3]. To summarize, this study provides the 

following important contributions: 

1)This research aims at how different machine learning 

styles are used in computer vision, analyses its uses, and 

predicts future trends.  

2)Evolution and literature review of different machine 

learning styles used in various domains of computer 

vision. 

3)The study discovered brief overview of architecture, 

working, CV applications, datasets used, advantages and 

limitations of primary ,hybrid and advanced ML styles. 

4)Recent research gaps identified and highlight the future 

directions. 

The rest of this article is organized as follows: Section 2 

gives background knowledge in terms of Evolution of all 

ML styles. Section 3describes literature review in terms 

of  past eight year’s publication count of papers in Scopus 

of each learning style and existing survey status of each 

ML style. Section 4 describes the introduction, 

framework, computer vision applications, datasets and 

techniques used with accuracy achieved of all machine 

learning styles. The comparative analysis of different ML 

styles, research gaps identified with future directions 

discussed in Section 5.Section 6 gives the conclusion of 

this study. 
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Figure 2. AI in Computer Vision 
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II. Background Study 

A. Evolution of Machine Learning Styles- 

In Oct 1946, Denny M.R published the first paper on 

reinforcement learning in which learning with 50% 

reinforcement & 100% reinforcement was compared in 

control groups[4]. Then in 1958, the study of the transfer 

of training &considered their implications for the study of 

perceptual learning recognition was explained by James 

M[5]. After this, in Oct 1964, the advantage of the 

developed system under unsupervised learning in pattern 

recognition problems was discussed by Pu K.S & Chen 

C.H[6].In the same year, the first paper on Active 

Learning was published. By stacking multiple images 

onto a board of various colors, the subject of this single 

experiment was required to understand the link between 

color pictures. Everyone of any age can benefit from this 

type of active learning. Chen & Chi-Hau published the 

first work on supervised learning in 1966[7]. 

In July 1970, an initial investigation was done to test 

whether a perceptual learning process learns the visual 

symbols & transfer procedure was used with deaf first-

grade children. This experimental study's authors found 

evidence for distinctive feature learning [8]. Based on 

Vygotsky's theories, Sir James Britton and others in 

England developed Collaborative Learning(Co-Learning) 

in the 1970s as an active learning method. According to 

Britton, a student's learning comes from a community of 

learners composed of other students[9]. Then, A 

theoretical rationale elaborates upon the concepts of meta 

goals. Meta-learning was provided in April 1975. In 

1979, Seltzer Donald S. explained how robots could learn 

from different methods. This author explained how 

sensory information is used for improved Robot learning. 

Then, in 1980, scientists presented an adaptive model for 

self-supervised learning that uses a single pattern training 

technique to recognize vowel sounds on a computer[10]. 

In 1987 Littlestone Nick published his first paper on 

online learning. In this, online learning of various classes 

of boolean functions from examples is studied. Board 

later rediscovered semi-supervised learning in 1989. With 

the learning algorithm only having access to incomplete 

information, several unrelated concepts were learned at 

once. In 1990, Suddarth & Kergosien developed multi-

task learning, the main concept of which is sharing what 

is known by various tasks while activities are trained 

concurrently. Then in the same year Transduction term 

was coined by Vladimir Vapnik. After this, in July 1994, 

the first paper on Co-learning on recursive functions was 

published. In the same year, Macoun & Richard 

developed a constructivist learning model helpful for 

ethics education. 

The first study on ensemble learning, which discussed a 

decorrelation network training technique for enhancing 

the efficacy of regression learning with ensemble neural 

networks, was published in 1996. Then, on June 24, 1999, 

the authors published a study on association rule learning. 

They claimed that induced rules were not primarily 

designed for categorization and that the new measures 

employed for association rule learning were support and 

confidence. After that, the first papers on multi-view and 

multi-instance learning were published in 2003. Then in 

2006 CELEBRATE project developed and demonstrated 

a federated learning object brokerage system architecture 

by Massart & David. Later in Dec 2013, Marcus& Ebert 

published the first paper on few-shot learning when 

datasets with few labels are available. 

 In 2021, the research will be directed towards all these 

newly introduced machine learning styles integrating 

computer vision applications in various domains using 

large pre-trained models.  

 
III. Literature Review 

 

The Scopus publication count per year is examined in 

exploratory data analysis. A total of eight years are 

considered for publishing years between 2015 and 2022. 

We can see the year-by-year publishing of each machine 

learning style by analyzing the data. In 2018, these 

advanced machine learning styles area has drawn the 

attention of numerous researchers. As compared to 

traditional machine learning styles, Transfer learning and 

Multi-task learning styles of advanced machine 

learning have gradually increased yearly shown in figure 

3. With 338 publications collected from Scopus in 2021, 

the publication count shows a strong increase. 

A. Motivation: 

There is no systematic literature review (SLR) for 

machine learning styles used in computer vision focuses 

on methodology, datasets, application areas, comparative 

analysis, and future directions. The existing literature 

lacks a comprehensive survey focused on evolution of 

each ML style with its architecture, CV applications, 

research gaps and future directions.  

The table 1 and figure 4 shows how few papers have dealt 

with datasets. The same datasets are available; however, 

each one only has a specific amount of data. Different 

machine learning styles are used in almost every 

application, such as Cyber security, Object detection, 

Spam detection, Health Care sector, Agriculture, etc. So, 

based on the above literature, we suggested when and 

where to use a particular machine learning style. The 

main goal of this review is to highlight current strategies, 

datasets that are accessible, applications, difficulties, and 

potential future directions of various machine learning 

approaches used in computer vision. In the last section 

this survey describes the current research gaps with the 

possible ML styles as solution and the future directions in 

the field of computer vision. 
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Figure 3. 2015-2022 year-wise publication count of learning styles

 

B. Contribution of Work 

The contributions of this comprehensive literature 

review are as follows: 

• The authors comprehensively review the literature 

on ML styles in computer vision, emphasizing 

methodology, datasets, applications, associated 

problems, and potential future directions. 

• The authors discuss and investigate the ML 

approaches and methodologies used and how they 

revive the computer vision field. 

 

 

 

 

 

• The authors also give a summary of various 

publicly accessible datasets that are used to support 

this field of study. 

• In addition, the authors examine distinct application 

domains while assessing machine learning 
techniques' function. 

• Authors outline difficulties with various machine 

learning approaches, such as datasets, the 

accuracy of existing systems, and processing high-

quality data. 
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Figure 4. Evolution of Machine learning styles-A brief history of Machine learning styles 
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TABLE I 

SUMMARY OF EXISTING SURVEYS RELATED TO MACHINE LEARNING IN COMPUTER VISION 

 

 

Type of  
Survey 

 

Applications 
 

Data 
Set used 

Pre-
processing 
Techniques 

Feature 
Extraction 

(Segmentation, 
Classification& Object 

Detection) 
 

Machine 
Learning 

Styles 
 
 

Performance 
Metrics 

Challenges 
discussed in the survey 

paper 

Overview 

 

 

 

 

 

Future Directions 
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c
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o
n
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Literature 

Review[11] × × √ √ × × √ √ × √ 

This survey examines the 
theories, overall strategies, 
forward-looking strategies, 
datasets employed, performances, 
and flaws in the contemporary 
learning styles. 

 

Meta-learning, Lifelong 
Learning, and evolutionary 
approaches are a few more learning 
paradigms that get their inspiration 
from human thought and 
abstraction, and they may offer 
fascinating study opportunities. 

Literature 

Review[12] √ √ √ √ × √ √ × × √ 

In this, image labeling for 
computer vision applications is 
surveyed. It covers key points, 
approaches, algorithms, datasets, 
and preferred deep learning 
models for image labeling in CV. 

 

Other learning paradigms, such 
as active or reinforcement learning, 
may reduce the amount of manual 
labeling in the long term. 

Literature 

Review[13] √ × √ √ × × √ × × √ 

It focuses on network threats and 
zero-day attacks using computer 
vision techniques. It presents 
learning styles, features, merits, 
and demerits for detecting 
network threats. 

 

It's critical to create far more 
extensive and recent security 
datasets to create benchmarks and 
compare alternative solutions. 

Literature 

Review[14] × √ × √ × √ × √ × √ 

When working with 
heterogeneous data, this review 
focuses on the similarities 
between inter-and intra-modal 
learning and explores the 
application and future 
perspectives. 

A different fusion strategy, ranging 
from classical to deep learning 
techniques, is required for each 
multimodal issue. For accuracy and 
efficiency, the appropriate fusion 
strategies are needed. 
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Literature 

Survey[15] × × × × × √ √ √ √ √ 
It thoroughly analyzes deep 
learning models for medical 
diagnosis, including technical 
contributions and shortcomings. 

 
In this survey author suggested 
with more machine learning 
styles, the performance can be 
further improved 

Literature 

Survey[16] √ √ √ √ × × × √ √ × 

It examines frameworks for 
multimodal affect analysis and 
affective computing. It generally 
uses text, visual, and audio data 
while researching multimodal 
data fusion approaches. 

- 

Review[17] × √ √ × × × × √ √ √ 
It surveys deep learning 
techniques on some datasets and 
discusses future directions for 
Cyber security. 

 
The author suggested that larger 
datasets and other learning styles 
can be applied to improve 
performance. 

Literature 

Survey[18] × × √ √ × × √ √ √ × 

It reviews different methods 
employed in deep learning for 
computer vision and suggests the 
application to which we can apply 
the same. 

- 

Literature 

Survey[19] √ √ √ √ × √ × √ √ √ 

It reviews different approaches 
for object detection and found 
many challenges, so they 
suggested the technique of how 
that challenges can be solved 
using machine learning styles. 

 
In this survey author suggested 
the different machine learning 
styles to resolve the various 
challenges of object detection 

Proposed 

Paper Survey  √ √ √ √ √ √ √ √ √ √ 
In this survey, we have 
summarized each learning style's 
challenges and provided solutions 
to those challenges.  

 
We outlined which learning style 
is used to perform which CV task 
in brief. 
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IV. Machine Learning Styles 

Many learning techniques depend on the way 

algorithms use many layers to extract progressively 

higher-level information from the raw input. Figure 1 

illustrates several learning methods. In computer 

vision applications, including image segmentation, 
object detection, text recognition from an image, and 

association rule, these learning techniques are 

evolving into cutting-edge trends. 

Figure 6 depicts the various machine learning styles. 

Primary learning styles include Supervised, 

Unsupervised, and Reinforcement learning. Multi-

instance, Transductive, Active, Meta, and Multi-task 

learning are the styles of supervised learning where 

the input data is labeled. 

Classification, Regression, and prediction are the 

everyday tasks performed with these styles. 

Unsupervised learning includes self-supervised 
Learning, Constructive Learning, and Association 

Rule types. Association rule mining, clustering 

analysis, data summary visualization, and time series 

analysis are the essential tasks performed using 

Unsupervised Learning. Reinforcement learning is 

used mainly for sentiment analysis, robotics, and 

gaming. It is based on the decision taken to achieve 

the reward. 

Other machine learning styles are becoming popular 

in various applications using AI. Those popular styles 

are Transfer learning, Federated learning, Self-taught 
Learning, Multi-view Learning, Online Learning, Co-

learning, Few-shot learning, etc. 

 

 

 

A. Primary Styles- 

Supervised, Unsupervised, Reinforcement learning, 

hybrid, and other learning styles are the basic 

categories into which machine learning styles in 

computer vision are divided. 

1. Supervised Learning 

A machine learning task called supervised learning 

converts every input item to the required class label 

value. An object is mapped by the computer with the 

intended output after training. It includes a broad 
selection of algorithms for various supervised 

learning issues. Over time, applications in computer 

vision and machine learning have increased 

dramatically, with society as the only gainer. 

Supervised learning is broadly divided into two 

categories, i.e., Classification and Regression. 

Objects will be categorized based on recognized class 

categories in classification to solve various real-

world challenges. In Regression, however, the 

correlation between dependent and independent 

variables is calculated and displayed using scatter 

plots.[3] 
 

Figure 5 depicts the Supervised Learning process 

flow, where the input is labeled data from which 

features are extracted, and the model is trained. The 

trained model will be applied to the test dataset to 

forecast the result. The performance accuracy will be 

calculated by comparing the predicted and actual 

output. 

 

 

Figure 5.Framework of Supervised Learning 
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Figure 6. Taxonomy of Machine Learning styles Classification

TABLE II 

SUPERVISED LEARNING APPLICATIONS 

 

Ref. Application Area Dataset used Technique used Accuracy 

[20] Breast cancer diagnosis 1. Wisconsin Breast 

Cancer (WBC)  

2. Wisconsin Diagnostic 

Breast Cancer 

(WDBC) 

 SVM with six kernel 

functions is utilized 

        96.31% 

 

        96.67% 

[21] Spam email detection 1. Email dataset  Naïve Bayes 

 decision tree 

     88.12% 

[22] Brain Tumor Classification 1. Magnetic resonance 

imaging (MRI) 
 Neural Network 

algorithms are used. 

99.25% 
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[23] Hand Gesture Recognition 1. Two centroid distance 

datasets 
 Gesture Learning 

Module Architecture 

(GeLMA) 

99 % 

[24] Snake Species 

Identification 

         iNaturalist, HerpMapper  CNN 79% 

[25] Inspecting Buildings Using 

Drones 

Crack dataset  CNN 93% 

 

Advantages of Supervised Learning- 

• It gives more accurate results of classification 

than Unsupervised learning. 

• It is simple to train and test the model with 

labeled dataset. 

Disadvantages of Supervised Learning- 

• Lack of training data;  

• Poor data quality;  

• Underfitting or overfitting of training data; 

• The process of machine learning is complicated; 

1.1 Multiple Instance Learning (MIL)  

 

 

 

 

MIL is a form of poorly supervised learning in which 

training examples are collected into bags and given  

labels for the whole bag rather than for the specific 

cases. It enables the use of poorly labeled  

data, which is common in many business challenges 

due to the high cost of labeling data[26]. Figure 7 

shows the framework for MIL training Phase. In this, 

we give training images as input. In training bags, 

image segmentation and feature extraction are 
performed, based on the size of dictionary bag 

features computed and finally applied, a classifier; 

the model predicts the result[27]. 

 

 

Figure 7. Framework of Multiple instance learning 

TABLE III 

MULTIPLE INSTANCE LEARNING 

 
Ref. Application Area Dataset                Technique used Accuracy 

[28] Classification MUSK1 

MUSK2 
 Bagging-APR 

 10 Fold cross-validation 

92.3% 

93.1% 

[29] 

Content-based image 

retrieval and 

Classification 

 

Benchmark 
 MIL methods with 10 fold cross 

validation 

88% 

[28] Classification MUSK1 

MUSK2 
 SVM 

 10 fold cross validation 

87.4% 

83.6% 

[30] Medical Image Benchmark  Semi-supervised, multiple instances, and 89% 
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Analysis transfer learning for diagnosis and 

segmentation tasks in medical imaging. 

[28] Classification MUSK1 

MUSK2 
 Bayesian-KNN 

 10 Fold cross-validation 

90.2% 

82.4% 

[27] Biology and 

Chemistry 

Benchmark and 

Musk 
 CNN  78% 

 

The majority of tasks using computer vision in 

medicine are either: 

1) Image classification for diagnosis or  

2) Segmentation to detect and separate lesions.  
Most contemporary MIL approaches presume that 

positive and negative cases from a positive and 

negative distribution are sampled separately. Due to 

the co-occurrence of several relationships, this is 

frequently not the case: 

Similarities within the bag: 

Similarities exist between examples from the same 

bag that does not exist between instances from other 

bags. In computer vision applications, all segments 

are likely to have certain commonalities in capture 

conditions (e.g., illumination). Overlapping patches 
in an extraction process is another possibility. 

 

Co-occurrence of Instances: 

When instances share a semantic link, they co-occur 

in bags. Or when particular objects are frequently 

discovered together, or it is more likely to be kept in 

one place, this form of correlation occurs. 

Table III gives experimental results of the 

classification problem using KNN, SVM & Bagging-

APR algorithms on MUSK1 & MUSK2 datasets[28]. 

In table III: MUSK1 and MUSK2 are benchmark 

datasets [3] consisting of 92, 102 bags, 5.17, 64.69 
instances, and 47, 39 positive bags, respectively. 

 

Advantages of Multiple Instance learning- 

• Multiple instances learning deep neural 

networks are able to learn the features that 

optimally represent the given training data. 

• It works with worse classification performance. 

Disadvantages of Multiple Instance learning - 

• Pooling functions are predefined and non 

trainable. 

• Hyper parameter r is global, thus, it is not 

adaptive to new instances. 

1.2 Active learning:   

In order to quickly train an algorithm, 

Active Learning (AL) tries to simplify data 
collection by automatically identifying which 

instances an annotator should categorize. The 

premise of active learning is that unlabeled data is 

readily available but costly to label. Given this, 

active learning aims to extensively use unlabeled  

 

data without incurring the expense of labeling it. 

Active learning has been a popular study area in 

many machine learning applications. Active 

learning has recently been the subject of ongoing 

research and hypotheses that it can outperform 

typical supervised learning algorithms in some 

situations, such as when there is a lot of unlabeled 
data, and manual labeling is expensive.[31], have  

defined the Active Learning in Object Detection 

application. Weak supervision techniques with 

active learning, such as: using other forms of 

inadequate supervision with active learning, 

expressing the problem of integrating weak and 

strong supervision as an optimization problem under 

budget restrictions, and merging active learning 

techniques with data programming-based weak 

supervision approaches, are just a few examples. 

 

 
 

Figure 8. Framework of Active Learning 

Given a set of items called "I" and a machine learning 

algorithm called "M," AL seeks to provide a method 
for gradually selecting items from "I" to obtain actual 

labels so that "M" can be taught with a reduced 

dataset for random item sampling. The essential 

premise is that obtaining training data is expensive, 

hence it is very advantageous to reduce the amount of 

such a dataset for certain target accuracy. [32]. 

Applications of Active Learning-               

• Both in-person and online classes can 

incorporate active learning. 

• When there is too much data to classify, or 

intelligent labeling of the data needs to take 
precedence over other tasks, active learning 

might be used. 
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• By adaptively choosing which samples to 

classify for prediction, active learning produces 

highly accurate predictive models at a low cost. 

To apply active learning to an unlabeled data 
collection, follow these steps- 

1. A small subset of this data must be manually 

labeled as the first step. 

2. The model needs to be trained after a small 

amount of labeled data has been gathered. The 

model won't be perfect, of course, but it will 

help us choose which areas of the parameter 

space to label first to improve it. 

3. Each remaining unlabeled data item's class is 

predicted using the model after it has been 

trained. 
4. Depending on the prediction made by the 

model, a score is given to each unlabeled data 

point.      

Once the appropriate strategy for prioritizing the 

labeling has been identified, a new model can be 

trained on a new labeled data set that has been 

labeled based on the priority score. After the new 
model has been trained on the subset of data, it can 

analyze the unlabeled data points to update the 

prioritizing scores and continue labeling [33]. In this 

manner, as the models advance, the labeling method 

may be continually improved. 

Advantages of Active Learning- 

• To minimize the need for labeling issues such as 

image annotation, recognition, object detection, 

segmentation, and posture estimation. 

• Active learning (AL) aims to maximize the 

performance increase of a model. 
Disadvantages of Active Learning- 

• It is time consuming 

•  Sometimes memorization is necessary 

•  Not all outcomes are predictable 

 
 

TABLE IV 

APPLICATION AREA OF ACTIVE LEARNING 

 

Ref. Application 

Area 

Dataset Technique Used Accuracy 

[33] Image Classification MNIST and 

CIFAR-10 
 CNN 90% 

[34] Object Detection PASCAL 2007 

2012 datasets 
  CNN 96.5% 

81.9% 

[35] Gaussian Processes for Object 

Categorization 

Caltech-4  

Caltech-101  
 Support vector machine(SVM) 

 Pyramid Match Kernel 

Gaussian Processes techniques 

are used. 

85% 

[36] Facial Action Unit Detection AM-FED  SVM classifiers: 

                  using a linear kernel, 

                  RBF kernel and 

                  approximated RBF kernel 

87% to  

94% 

[37] Classification of Labeled 

&Unlabeled data, semantic 

segmentation 

CIFAR10  Task-aware variation 

adversarial Active Learning 

(TA-VAAL) 

75% 
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1.3 Meta-learning. 

Meta-learning is the process of studying itself. The most 

frequent examples of meta-learning are machine 

learning algorithms that learn from other machine 

learning algorithms. Usually refers to the use of 
machine learning algorithms capable of combining 

predictions from different machine learning algorithms 

in the most effective way possible. Multi-task learning 

algorithms capable of learning across several related 

prediction tasks are also referred to as meta-learning. 

There is meta-learning within the framework of 

supervised learning[38].  

 

There are two perspectives on meta-learning. 

1) Mechanistic view: 

• Deep neural network model that can scan a 
complete dataset and generate predictions for fresh 

data points  

• This network is trained using a meta-data set, 

which comprises numerous datasets for a 

particular task. 

• This viewpoint simplifies the implementation of 

meta-learning algorithms. 

2) Probabilistic View: 

• To effectively learn new tasks from a probabilistic 

perspective, extract prior knowledge from a set of 

(meta-training) tasks. 

• This last and (limited) training set is used to 
predict the most likely posterior parameters when 

learning a new task. 

• This viewpoint simplifies the comprehension of 

meta-learning algorithms. 

 

Meta-learning techniques take notes on other data-

driven machine learning algorithms' outputs. Meta-

learning, then, necessitates the presence of different 

learning algorithms that have been trained on data[39]. 

For classification and regression problems, supervised 

meta-learning algorithms, for example, learn how to 
translate output instances from other learning 

algorithms (such as projected numbers or class labels) 

onto examples of target values. On the other hand, 

meta-learning algorithms forecast a number or a class 

label by using the output of current machine learning 

algorithms as input. Meta-learning, also known as meta-

machine learning, learns how to use predictions 

provided by machine learning algorithms in the same 

way machine learning learns how to use data to produce 

forecasts. 

 
 

 

 

 

 

 

 

 

Meta-learning algorithms 

• Non-parametric techniques,  

• optimization-based inference,  

• and black-box adaptation 
• Bayesian meta-learning 

 

The table no. V shows a brief about meta-learning. This 

author used two small Datasets, i.e., AwA (Animals 

with Attributes) has about 30,000 photos of about 50 

distinct animal classes. There are 218 occurrences, 1000 

visible categories, and 360 unseen categories in CUB-
200-2011 Birds (CUB). Based on the ILSVRC2012 and 

ILSVRC2010 datasets, ImNet-2 offers 1000 classes for 

visible courses and 360 classes for unseen classes. The 

authors use of semantic auto-encoder allows them to 

choose the best function for mapping semantic space 

and feature space so that it also functions for classes and 

semantic space that aren't visible. 

 
Advantages of Meta Learning- 

• It improves the speed and adaptability of AI systems 

to environmental changes. 

•  The key artifact for comprehending and learning the 

entire system. 

•  To improve their predictions, meta learning 

algorithms can learn to incorporate the best results 

from machine learning algorithms. 

Disadvantage of Meta Learning- 

•  The natural restrictions of measuring the true 

performance of the dataset may make performance 

estimation incorrect. 
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Figure 9. Meta-Learning Framework 

 

TABLE V 

APPLICATIONS OF META-LEARNING 

 

Ref. Application 

Area 

Dataset Technique used Accuracy 

[40] 

 

 

Parameter 

Tuning 

AwA 

 

CUB 

 Semantic Auto-Encoder technique (SAE). 84.7% 

 

61.4% 

[41] 

Clustering 

problem 

AwA 

 

CUB 

 Semantic Auto-Encoder with tuning technique. 

 SAE + Zero-shot Learning 

 

84.0% 

 

60.9% 

[42] 

Optimization Mini-

ImageNet 
 Used LSTM technique. 

 Meta Learning + Few shot Learning with  95% 

confidence intervals 

1shot - 77% 

 

5-shot – 71% 

[43] 

Memory 

Augmented 

Neural Networks 

Omniglot 

ImageNet 
 One-shot learning is much easier 

 Matching Networks 

93.8%  

 

88.0% 

[44] For object 

recognition 

CUB-200-

2011 
 Meta Learning + Few shot Learning 71% 
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1.4 Multitask Learning-  

Multi-task learning describes a training paradigm in 

which a single training model learns multiple tasks 

concurrently. This Learning style enables the usage of 

beneficial connections found in related jobs. Compared 

to separately trained models, they increase 

generalization across all functions, increasing prediction 

accuracy for specific tasks. 

As shown in Figure, MTL takes input data from text, 

images, or numbers. For shared layers, an encoder or 
auto-encoder is used to train the model, which will 

solve the task-specific problems simultaneously to solve 

multiple similar issues.  

Multiple machine learning applications, including 

natural language processing, speech recognition, 

computer vision, and drug discovery, have exploited 

multi-task learning. Many predictions from training 

models, such as semantic segmentation and picture 

classification, can be made on a single sample.  

Two MTL methods for Deep Learning- 

1) Hard Parameter Sharing-It is typically implemented 
by preserving several distinct output layers to each task 

while sharing the hidden levels across all tasks. 

2) Soft Parameter sharing-The second approach to MTL 

is soft parameter sharing, where the shared layers learn 

their parameters independently.  

 

 

 

 

 

 

Advantages of Multi-task Learning- 
• By utilizing MTL, the data model can better 

develop a valuable representation of the data, 

minimizing data overfitting and boosting 

generalization. 

• It saves model training time as single training 

model learns multiple tasks concurrently. 

Disadvantages of Multi-task Learning- 

• Multi-task learning does not necessarily work 

better with fewer input data. It can be the 

limitation of MTL. 

• The MTL technique has the potential to reduce 
overall performance in some circumstances. Tasks 

can compete with one another during the training 

of an MTL network to produce a more robust 

learning representation, meaning that one or more 

tasks may take control of the training process. 

Along with additional exercises, learning how to 

recognize things at the pixel level in an MTL 

scenario is taught. The latter task frequently 

dominates the learning process unless a task-

balancing technique is implemented, such as 

segmenting a different mask for each object in an 

image.[45]. 
Additionally, several increased losses may result in a 

more complex loss function for MTL, making 

optimization more challenging. In many situations, 

collaborating on several tasks has a negative effect, and 

individual networks trained on a single task may 

perform better.

 

Figure 10. Framework of Multitask Learning 
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TABLE VI 

MULTITASK LEARNING APPLICATIONS 
 

Ref. Application 

Area 

Dataset Summary/Technique used     Accuracy 

 

[46] 

 

Image Retrieval` 

 

UT-Zappos50K 

 

Tasks like being overweight, having a double 

chin, and all three characteristics associated 

with beards—a goatee, a mustache, and 

sideburns—are combined. 

 

 88.17% 

 

[47]. 

 

Object Detection 

 

PASCAL 

 

Cross-stitch units model shared representations 

as linear combinations and can be learned end-

to-end in a ConvNet 

 

 63.0% 

 

[48] 

 

Learning system 

 

CityScapes. 

 

It has established a cohesive strategy that uses 

task-sharing and balance techniques for the 

learning system.  

 70% to 77 % 

[105] Networking Taskonomy Three techniques for MTL:  

1) Optimal solution (OS),  

2) Early stopping approximation (ESA), and  

3) Higher-order approximation (HOA) 

Around 50% 

[49]. Brain Tumor Detection & 

Segmentation 

BRATS Faster-RCNN       Around 85.78% 

          

 2. Unsupervised Learning 

Unsupervised learning majorly works on unlabelled 

data objects. This type of learning is frequently 

employed for feature extraction, spotting important 

patterns and structures, matching together related 

objects, and practical purposes[51]. Anomaly detection, 

clustering, density estimation, feature learning, 

dimensionality reduction, and association rule discovery 

are some of the most popular unsupervised learning 

tasks. Figure 11 shows the workflow of an unsupervised 
learning process for computer vision applications. 

 

 2.1. Self- Supervised learning- 

In some ways, self-supervised learning is a sort of 

unsupervised learning because it adheres to the 

condition that no labels are assigned. Self-supervised 

learning, on the other hand, instead of looking for high-

level patterns for clustering, tries to tackle tasks 

typically addressed by supervised learning (e.g., image 

classification) without any labeling provided. 

 

Instead of recommending new self-supervised learning 

techniques, this learning aims to examine how current 

self-supervised learning strategies might be applied to 

address domain adaption problems.[50]. The primary 

task can learn a domain invariant feature representation 

thanks to the pretext job connecting the source and 

destination domains. In the source domain, the primary 

job has labels; however, in the destination domain, there 

is no labeling requirement. In other words, we develop 
unsupervised domain adaptation through self-supervised 

learning. The forwarded data flow is represented by 

solid lines in the diagram, while the optional data flow 

is indicated by dotted lines[53]. Through multi-task 

learning, the pretext and main task (such as object 

identification, classification, or semantic segmentation) 

are simultaneously learned. 

Advantages of Self-Supervised learning- 
• The frequency of labeling needed may be reduced 

with the use of self-supervised learning. 

• Self-supervised learning can enhance the 

effectiveness of robotic surgeries by determining 

the dense depth of the human body. 

Disadvantages of Self-Supervised learning- 

• It is very difficult to duplicate samples. 

• Semantic distributions of collected data 
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Figure 11. Framework of Unsupervised Learning 

 

 

Figure 12. Framework of Self-Supervised Learning
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TABLE VII  

 SELF-SUPERVISED LEARNING 

 

2.2 Constructivist Learning:  

Constructivist learning changes the network structure as 

it learns, resulting in a network that is automatically the 

appropriate fit. This method begins with a "small" initial 
network. Other hidden units and/or hidden layers are 

gradually added until a preset error criterion is fulfilled 

or no performance improvement is visible[55]. Figure 

13 provides practical insight into constructive learning. 

The relationship between cognitive dynamics and 

emotion axes in the learning process Negative emotions 

are on the left side of the horizontal axis, while positive 

emotions are on the right. The vertical axis represents 

constructive learning, whereas the vertical axis 

represents destructive learning. A learner's affective and 

emotional state should be kept within the first two 
quadrants to maintain a reasonable learning rate. 

Suppose the tutor notices that the student's emotional 

state is shifting into the third or fourth quadrants. In that 

case, they must take immediate action to prevent the 

dynamic transfer, which could restart the entire learning 

process [52]. 

Advantages of Constructive learning- 

• Constructive learning techniques make it easy to 

design the initial network architecture. 

• Constructive techniques are more effective in 

terms of network complexity and structure as well 
as training time. 

• Because of their incremental learning nature, 

constructive algorithms tend to develop tiny 

networks. 

• Effective algorithms require the specification or 

selection of several problem-dependent 

parameters; they are not restricted to "acceptable" 

and "great" networks producing good performance 

outcomes. 
Disadvantages of Constructive learning- 

• Even though learners won't always actively 

generate meaning and construct a suitable 

knowledge structure, learners will appreciate this 

new method to learning. 

• The learner may be restricted by conceptualizing 

learning in that, at least initially, they may not be 

able to create abstractions and transfer information 

and skills in new settings.  

 

 
Figure 13. Constructive Learning 

            Ref.             Application Areas Dataset used            Summary/ Technique used      Accuracy(%) 

[50] Object Recognition 

Amazon → Webcam 

Office dataset  

ResNet-50). 

 

 

Self-supervised domain 

adaptation disguised as a 

jigsaw puzzle challenge 

86.9% 

Semantic 

Segmentation 

Multi-source 

Domain Adaptation 

ResNet-18  

84.93% 

Object Recognition 

Amazon → Webcam 

Office dataset 

(ResNet-50). 

 

Self-supervised domain 

adaptation using a pretext 

task for image rotation 

90.1% 

Semantic 

Segmentation 

Multi-source 

Domain Adaptation 

ResNet-18  

88.67% 

Object Recognition 

Amazon → Webcam 

Office dataset 

(ResNet-50).  

Self-supervised domain 

adaptation using a challenge 

for rotation prediction that 

takes into account space. 

87.3% 

Semantic 

Segmentation 

Multi-source 

Domain Adaptation 

ResNet-18  

86.57% 

[51] Medicine Manual Dataset CNN 95.0% 

 

[110] 

 

Visual Categorization Ilsvrc-2012 S4L: Self-Supervised Semi-

Supervised Learning. 

 

S4L -Rotation 

S4L Exemplar 

 

83.3 % 
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TABLE VIII 

APPLICATIONS OF CONSTRUCTIVE LEARNING 

 

 . 

2.3 Association Rule Learning 
An unsupervised learning method called 

association rule learning looks at how one data item 

depends on another and then maps to make it more 

profitable. It seeks to uncover exciting connections or 

interactions between the dataset's variables.[55]. 

A technique of machine learning based on 

rules called association rule learning can be used to find 

"IF-THEN" sentences or other meaningful correlations 

between variables in large datasets. One example is that 

if a consumer purchases a computer or laptop (one 

thing), they will also purchase anti-virus software 
(another item) simultaneously. IOT services, medical 

diagnosis, usage behavior analytics, web usage mining, 

cutting-edge phone applications, cybersecurity 

applications, and bioinformatics are a few examples of 

contemporary uses for association rules. The order of 

events within or across transactions is rarely considered 

by association rule learning, in contrast to sequence 

mining. Commonly, the "support" and "confidence" 

metrics are employed to evaluate the value of 

association rules [2]. 

Association rule algorithms measure the 

frequency of complementary occurrences, or 
associations, across an extensive collection of things or 

activities. The idea is to uncover relationships that occur 

more frequently than a random selection of alternatives 

would reveal. This rule-based strategy is a quick and 

effective way to mine non-numeric, classified datasets. 

It is shown with the help of market basket analysis in 

the figure14. 

Example: One well-known application of this 

methodology is the analysis of retail sales to ascertain 

the best way to arrange items in a store. Newborn baby 

diapers may be sold 10,000 times at a business with a 
million transactions annually, but razor blades may be 

sold 100,000 times. At first inspection, there is no 

statistically significant correlation between newborn 

diapers and razors. On the other hand, rule mining  

 
would go further into transaction frequency and find 

that 5,000 sales involve both products. 

The association system introduces a new rule indicating 

that 50% of all buyers buying newborn diapers also 

purchase razor blades, which might be helpful to 

information for marketing efforts rather than just 

knowing that 1% of customers purchase diapers and 

10% buy razor blades. 

Moreover, when additional data is analyzed, the rule-

based Method improves performance and develops new 

rules. With a sizable enough dataset, it enables the 
computer to simulate the human brain's feature 

extraction and abstract association abilities from 

unstructured input. 

 

Application Areas of Association Rule learning- 

1) Basket data analysis - Association mining can 

help you determine what your customers 

desire, whether you're planning product 

placement in a storefront, running a marketing 

campaign, or producing a business 

catalog.[55]. 

2) Web usage mining and intrusion detection - 
A powerful prediction tool for identifying new 

security dangers and network performance 

issues that haven't been assessed by humans 

yet is finding these hidden correlations.[56]. 

3) Bioinformatics (bioinformatics) – One of the 

essential methods for uncovering underutilized 

but potentially valuable processes across a 

wide range of disciplines, from biology to 

engineering and everything in between, is 

association mining[55]. 

 

 

Ref. Application Area Working 

[53] Facial Expression Recognition 

 
 To classify face expressions, they used a useful one-hidden-layer feed-

forward neural network. 

 For training and generalizing images, the best recognition percentage is 

100% (without rejection) and 93.75% (without rejection), respectively. 

[52] Constructive learning for Human-robot 

interaction, 

Face tracking, 

Facial Expression Recognition 

 

 A human instructor lectures the students in a classroom, and the robot 

mimics the teacher.  

 To keep the students' emotional state from transferring to the next topic, 

he immediately attempts to make them understand the issue being studied. 

[54] Cross-model correlation algorithm for 3D 

model retrieval. 
 They developed constructive learning for the cross-modal correlation 

algorithm and put it to the test on two datasets to show how effective their 

suggested approach is. 

 The outcome demonstrates that, in comparison to the most recent state-of-

the-art methods, their proposed Method performed better. 
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Figure 14. Association Rule Learning 
TABLE IX 

 APPLICATIONS OF ASSOCIATION RULE LEARNING 

 

Ref. Application Area Dataset used Technique used/ Summary Accuracy 

[57] Image Extraction Monk’s dataset  CNN 

 Faster RCNN 

99% 

[58] Classification and 

Detection 

PASCAL VOC   Detection and alignment 

of 3D CAD chair models 

performed. 

32.1–

57.5% 

 

The most famous association rule learning algorithms are as follows:  

  TABLE X 

 ALGORITHMS OF ASSOCIATION RULE LEARNING 

Ref. Algorithm Working /Advantages                   Challenges 

[56] AIS  This approach requires many passes 

over the entire dataset to generate 

the rules. 

 There are too many candidate itemsets 

generated. 

 It requires more space & consumes a lot of 

time.  

[59] SETM  Effective performance 

Consistent performance across time 
 An excessive number of candidate itemsets are 

produced, taking up more room and time. 

[60] Apriori It is a widely used technique. 

Follows bottom-up technique 
 To condense the search space, Apriori uses the 

property that "all subsets of a frequent itemset 

must be frequent; and if an itemset is 

infrequent, then all its supersets must be 

infrequent." 

[61] FP-Growth/ FP-

tree  

It uses an interactive mining 

environment 

It uses the divide and conquer 

approach. 

 Huge amounts of data would not fit in memory 

using FP-Tree. 
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3. Reinforcement Learning- 

Using input from its actions and experiences, an agent is 
trained in an interactive environment to achieve this 

machine learning technique's reward and punishment 

mechanisms. The agent receives rewards for successful 

attempts and punishment for unsuccessful ones. The 

agent attempts to minimize inappropriate actions and 

maximize appropriate ones by learning from their  

 

experiences and activities [64].When a series of 
decisions are required, reinforcement learning is used. 

The mathematical foundation of Markov decision 

processes is used in most reinforcement learning 

contexts. Reinforcement learning is utilized in computer 

vision applications for object detection, video analysis, 

gaming, and animation.
 

TABLE XI 

REINFORCEMENT LEARNING (RL) APPLICATION AREAS 

 

Reference Application Area Dataset used Summary/ Technique used Accuracy 

[62] RL in Object Detection 

Active Object Localization 

Pascal VOC2007, 2012 

Image Dataset 
 States: the observed region's feature vector and 

activity history. 

 Reward: A different IOU. 

 8 actions: bigger, smaller, heavier, taller, left, right, 

up, down 

 Pre-trained CNN with 5 layers 

54.2%  

[63] Active Breast Lesion 

Detection 

T1-weighted anatomical 

dataset and DCE-MRI 
 States: the region's current feature vector. 

 Localization improvement is the reward. 

 Nine actions: six translations, two scalings, and one 

trigger 

TPR -0.8 

FPR 3.2 

(True and false 

positive rate) 

[64]. Landmark Detection  3D CT Scan  An axis-aligned box centered at the voxel position is 

the current state. 

 Action: move from one point to another.  

 Reward: distance-based feedback 

 6 action: 2 per axis 

20-30% 

[65] Monocular 3D Object 

Detection 

KITTI  State: the 2D image of an object cropped using 2D's 

identified bounding box and 3D bounding box 

parameters. Gaining accuracy after taking a certain 

action is the reward. 

67.54% 

. [66] Efficient Object Detection 

in Large Images  

Caltech Pedestrian 

dataset (CPD) 
 Search at the CPNet and FPNet levels. States: the 

chosen area. 

 Reward: cost of image capture for detection recall. 

 Policy: REINFORCE .Binary action array 

61.7%  

 

 

 

 

 

 

 

 

 

Figure 15.Framework of Reinforcement Learning 
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Advantages of Reinforcement learning- 

•  It is used when online computation time is 
important. 

•  It is less tractable both computationally and 

analytically compared to tracking or regulations 

problems. 

Disadvantages of Reinforcement learning- 

• Reproducibility is required. 

• Sample inefficiency is a problem. 

• Wisely choose reward structure 

 
 

B. Hybrid Learning Styles 

4.1. Semi-Supervised learning 

These algorithms are trained on data that are both 

labeled and unlabeled. There is a lot of labeled data and 
a lot of unlabeled data.  

 

The basic approach entails clustering similar data first. 

Using an unsupervised learning method and then 

applying it to existing data. The rest of the unlabeled 

data is labeled using the labeled information [55]. 

 

 
 

 

Figure 16.Framework of Semi-Supervised Learning 
TABLE XII 

SEMI-SUPERVISED LEARNING 

 

Ref. Application Area Dataset            Techniques Used Accuracy 

[67] Object Segmentation DAVIS dataset,        One-Shot Video Object Segmentation  (OSVOS) 71.5% 

[68] Video Object 

Segmentation 

DAVIS         Mask Track 74.8 

[106] Visual Categorization Ilsvrc-2012  S4L: Self-Supervised Semi-Supervised 

Learning 

 S4L -Rotation 

 S4L Exemplar 

83.3 % 

[69] Video Classification Ucf-101        Semi-Supervised Learning  

       Of Video Classifier. 

 

32.3% to 54.3 % 

[70] Graph Data MNIST        Graph Learning-Convolution  Network (GLCN)  

        for semi-supervised learning 

93.70% 

[71] Video Sequences for 

Urban Scene Segmentation 

Cityscapes dataset        Iterative semi-supervised learning Average precision (AP) : 

42.6% mean 

intersection-over-union 

(mIOU): 85.2% 

 

[70] Graph Convolution MNIST dataset.    Graph Learning-Convolution Networks-GLCN on       

semi-supervised learning 

93.89% 
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Advantages of Reinforcement learning- 

•  In this, labeled data can contribute significantly to 
accurate pattern extraction. 

•  Semi-supervised learning can result in better 

convergence by having greater effects on models. 

Disadvantages of Reinforcement learning- 

• The issue of extending labeled data 

• The difficulty of constructing the final classifier 

 

4.2 Feature learning 

Current machine learning algorithms rely 

heavily on manually creating features, and the quality of 

human representations largely determines their 
performance. We may never be able to construct the 

best and most diverse set of features that accurately 

characterize all variations in our data if we do it by 
hand.  

Images learn features by inducing scarcity using a pool 

of potential features, a belief network, convolution, or a  

combination of these methods. These methods have the 

critical elements listed below (Nithin & Siva Kumar,  

2015), which is one of the reasons they can learn 

features while ensuring that they are generic to any task. 

Key elements of Feature Learning are: 

1. Hierarchical layer learning 

2. Dimensionality 

3. Generalization of manifold 

4. Disentanglement.  

 

 

 

 

 

 

 

 

 

Figure 17.Framework of Feature Learning

A key issue in many computer vision applications, such 
as image registration, tracking, and motion analysis, is 

the feature matching problem. An essential component 

of effective feature matching techniques is rich local 

representation. However, it becomes difficult to extract 

rich local representations when the local characteristics 

are constrained to the coordinates of important places. 

Traditional methods solve NP-hard assignment issues in 

order to match robustly using pairs or higher order 

handcrafted geometric features. To solve this issue, a 
graph neural network model that converts feature point 

coordinates into local features is suggested. The 

conventional NP-hard assignment problems are 

replaced with a straightforward assignment problem that 

may be handled quickly[72]. Table 13 gives a summary 

of how feature learning is used in computer vision with 

datasets used and accuracy achieved.

 

 

TABLE XIII 

FEATURE LEARNING 

Reference. Application Area Dataset Used                     Summary Accuracy 

[73] Discovering Visual 

Patterns in Art 

Collections 

Brueghel dataset Feature learning with r one-shot cross-modal 

detection 

Cosine similarity 

75.3% 

 

[72] Feature Matching 

Problem 

Synthetic and real-world 

feature matching dataset 

Graph neural network with message passing 

techniques 

69.9 % 
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4.3. Robot learning 

TABLE XIV 

ROBOT LEARNING 

Reference. Application Area Dataset Used                     Summary Accuracy 

[107] Image Classification ImageNet Household,  

UW RGBD and 

 Caltech-256 

Image Classification:  

Root network with random init 

25% 

  

46.8% 

  

24.2% 

[108] Vision Processing The training set 

consisted of 180 images, 

and the test set 

comprised 40 images. 

This method deals with noisy, inconsistent, 

or contradictory data. 

The robot can cluster images into appropriate 

categories. 

The classification of 

photos was accurate in 

70% of cases. 

10% were not 

classified at all, while 

20% were classified 

incorrectly. 

[107] Robotics ImageNet Household,  

UW RGBD and 

 Caltech-256 

Auto-encoder trained on all robot data 

 

  

29.6% 

65.7% 

28.0% 

[74] Robotics and 

Computer-Integrated 

Manufacturing 

OpenSign dataset levels of human-robot interaction, various 

safety concerns, the anticipation of human 

motion intentions, teaching by example, and 

manipulation that falls under the category of 

human-robot collaboration 

80 to 90 % 
Approx. 
 

Robot learning is a field of study that combines 

machine learning and robotics. It investigates learning 

algorithms that allow a robot to learn new skills or adapt 

to its surroundings. Numerous analytical systems, such 

as robots, are integrated with visual sensors from which 
they know the status of their surroundings by solving 

matching computer vision challenges in multiple 

applications. These tasks' solutions are utilized to make 

decisions regarding possible future actions[75]. 
C. Advanced Learning Styles 

 

5.1 Transfer Learning- 

           The system's capacity to recognize and apply 

information and abilities acquired during previous tasks 

to new ones. There is a need for Transfer learning to 

minimize the model training time and usage of the 

resources to solve similar kinds of functions. 

          In this, if you train a simple classifier to predict 

whether an image contains a particular set of objects, 
you could use the same knowledge the model gained 

during its training to recognize different but related 

groups of new things [76]. 

As shown in Figure, transfer learning takes a 

pre-trained model and dataset as input. It works on data 

and trains the model on that data to perform the 

machine learning tasks. Then that trained model 

knowledge will be used to solve similar problems. 

There are two types of transfer learning: one is positive 

transfer learning, and another is negative transfer 

learning. In positive transfer learning, pre-trained 

models can improve the performance of new tasks and 

the accuracy of results generated. At the same time, the 

negative transfer is when the implementation of new 

tasks degrades due to the previously trained knowledge 

transfer of the model. 
Transfer learning is used in various domains like 

Medical applications, Biometrics, transportation, 

recommendation systems, and urban computing 

applications like traffic monitoring, health care, social 

security, etc. Pre-training a neural network on the 

source domain is a way to transfer learning that is 

frequently employed. for instance, ImageNet, a library 

of over 14 million annotated pictures divided into more 

than 20000 categories, then fine-tune it using examples 

from the target domain. 

Machine learning models that deal with natural 
language processing incorporate transfer learning. 

Examples include teaching a model to recognize various 

linguistic components or embedding pre-trained layers 

that comprehend certain terminology or dialects. To 

translate models into different languages, transfer 

learning is used. Models' features are developed and 

trained using the English language. 

Table 15. Summarizes the different strategies used in 

transfer learning. Despite having the same source and 

target domains, the source and target tasks are different. 

The algorithms take advantage of the inductive biases of 

the source domain to enhance the target job. In the case 
of transductive transfer learning, the related domains are 

different even though the source and target tasks are 
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comparable. For unsupervised transfer learning, the 

main focus is on unsupervised tasks in the target 
domain where the source and target domains are 

similar, but the tasks are different. 

 The reusable aspects of a computer vision algorithm 

will be applied to a new model through transfer learning 

in computer vision for image and video data processing. 

Deep learning, a kind of machine learning that aims to 

emulate and duplicate the processes of the human brain, 

is reliant on artificial neural networks. Due to the 
intricacy of the models, neural network training 

consumes a large number of resources. To increase 

process efficiency and decrease resource demand, 

transfer learning is applied. 

Advantages of Transfer learning- 

• Removing the requirement for each new model to 

have a significant collection of labeled training 

data. 

• They are increasing the effectiveness of 

developing and deploying machine learning for 
several models. 

• Using several algorithms to overcome new 

problems is a more generalized method of machine 

problem-solving. 

• Instead of real-world situations, simulations can be 

used to train models. 

 

Disadvantages of Transfer Learning- 

• One of the most significant limitations to transfer 

learning is the problem of negative transfer. 

• Transferring knowledge from a less related source 
(where labeled data is less) may inversely hurt the 

target performance, a phenomenon known as a 

negative transfer

Figure 18.Framework of Transfer Learning

TABLE XV 

 TRANSFER LEARNING STRATEGIES 

 

Learning Strategy Source and 

Target 

Domains 

Source and 

Target Tasks 

Source Domain 

data 

Target 

Domain data 

Task Performed 

Inductive Transfer 

Learning 

Same Different but 

related 

Labeled Labeled ● Classification 

● Regression 

Transductive 

Transfer Learning 

Different but 

related 

Same Labeled Unlabeled ● Classification 

● Regression 

●  

Unsupervised 

Transfer Learning 

Different but 

related 

Different but 

related 

Unlabeled Unlabeled ● Clustering 

● Association Rule Mining 

● Dimensionality Reduction 
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TABLE XVI 

 APPLICATIONS OF TRANSFER LEARNING 

 

Ref. Year Application Area Dataset used Summary  Accuracy 

[77] 2017 Data-Driven Pavement 

Distress Detection 

Federal Highway 

Administration’s (FHWA’s) 

Long-Term Pavement 

Performance (LTPP) 

 Random Forest Method 

 Support Vector Machine 

 Logistic Regression 

86 to 88% 

[78] 2019  Efficient Hardware for 

Mobile Computer 

Vision  

ImageNet CIFAR100  A fixed-weight feature 

extractor that generates 

ubiquitous CNN features 

70.9 % to 

81.7% 

[79] 2019 Image classification, 

Object Detection 

ResNet-50, Inception-V3  Convolution Neural Networks 

(CNNs) for image 

classification 

81.30% 

[80] 2020 Medical Application Thickness prediction-244 samples 

Anomaly detection-

10,000(imbalanced) 

Cell Classification -369 sample 

 A neural networks model using 

transfer learning is used on 

imagenet dataset. 

 

 

87% to 95% 

 

[81] 2020 British Sign Language 

Recognition 

American Sign Language (ASL) 

data samples 
 late fusion approach to 

multimodality in sign language 

recognition improves the image 

classification accuracy 

82.55% 

 

5.2Ensemble Learning- 

To achieve better results, ensemble learning 

employs strategies that expand models and 

combine them. Different models used as inputs for 

ensemble methods in this learning are referred to as 

base models, which provide better prediction 

accuracy than a single trained model. 

Ensemble Learning has three methods as follows- 

1. Boosting- Each training tuple is given a weight 

in boosting. Iterative learning is used to learn 
several classifiers consecutively. Each 

classifier's weights are modified as a result of 

learning. The weight of each classifier's vote is  

 

 

determined by its accuracy, and the final 

boosted classifier combines those votes. 

2. Bagging- Bagging/Bootstrap Aggregating- 

This ensemble technique creates a model 

ensemble for a learning scheme where each 

model gives an equally weighted prediction. 

3. Stacking –The input data is divided into 

training and testing. The training dataset is 

trained using different classifiers and will be 

taken as input to create a meta classifier. The 
result of the meta classifier is the final trained 

model. It will then be applied to the testing 

dataset to check the classifier's (meta) 

prediction accuracy [82]. 

 

Figure 19. Ensemble Learning Framework 
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TABLE XVII 

APPLICATION AREAS OF ENSEMBLE LEARNING 

 

Ref. Application Area Dataset  Summary/ Technique Used Accuracy 

[83] 

 

Road damage 

detection 

Yolov-4  Meta-learning algorithms F1 score nearer to 62 % 

.[84] Neural Network for 

Non-homogeneous 

Dehazing 

           Real-world dataset-  : 

 O-Haze  

 NTIRE2018,201

9,2020, 2021  

 RESIDE  

Use the fusion tail to map the features 

from the transfer learning sub-net and 

the current data fitting sub-net to haze-

free images. 

NTIRE21-84.2 

NTIRE20-70.4 

NTIRE19- 58.2  

NTIRE18- 78.3 

RESIDE- 99.1 

[85] Identification of 

milling processes 

589 images as a 

dataset 

Extremely Randomized Trees classifier 96.20% 

 

Advantages of Ensemble learning- 

• Compared to most other ML styles, ensemble 

approaches are more accurate predictors than 

individual models. 

• When a dataset contains both linear and non-linear 

types of data, ensemble approaches are incredibly 

useful; several models can be coupled to manage 
this type of data. 

• With ensemble approaches, bias and variance can 

be decreased, and the model is typically neither 

underfitted nor overfitted. 

•  A model ensemble is always more stable and less 

noisy. 

Disadvantages of Ensemble learning- 

• Ensemble learning is a difficult task to learn, and 

any poor decision might result in a model with 

lower prediction accuracy than an individual 

model. 

• Time and storage costs of ensemble model is high. 
5.3 Few shot learning- 
Few-Shot Learning is a type of meta-learning in which 

a learner works on multiple similar tasks during the 

meta-training phase so that it may generalize 

successfully to unknown (but related) tasks with only a 

few examples[86]. This  Learning is commonly used to 

represent many tasks and train task-specific classifiers; 

on top of this, representation is a practical approach to 

the Few-Shot Learning problem. 

Applications of Few-shot Learning in computer vision 

 Few-Shot Image Recognition Human Motion 

And Pose Prediction 

 Domain Adaptation  

 Few-Shot Segmentation 

 Learning To Learn from Weak Supervision 

 Generating Talking Heads from Images 

5.4 Zero-shot learning: 
 

The difficulty of wanting to recognize objects from 

classes that our model has not seen during training is 

known as zero-shot learning. The data for zero-shot 

learning comprises the following:  

 

 

1. Observed/Seen classes: These are classes for 

which we labeled images during training. 

2. Unobserved/Unseen classes: These classes do 

not have any tagged images throughout the 

training phase. 

Types of Zero-shot Learning- 

1)  Inductive Zero-shot:  

We can get tagged image data from classes that have 

been observed in this. The key objective is to translate 

semantic knowledge into visible image space so that the 

model can identify objects from unobserved classes 

during testing. 

2) Transductive Zero-shot: We also have access to 

unlabelled images from unobserved classes in this 

labeled image data from seen classes. 

Methodologies used for zero-shot learning: 

1) Embedding based method-The primary purpose of 

embedding-based approaches is to use a projection 
function trained using deep networks to map picture 

features and semantic attributes into a shared 

embedding space. The visual and semantic spaces can 

be used as the common embedding spaces. 

2)Generative model-based Method- Based on 

generative models, this approach: The primary 

drawback of embedding-based techniques is that they 

exhibit bias and domain shifting. It suggests that 
because the projection function is developed using only 

seen classes during training, it will be biased towards 

predicting seen class labels as the output [84]. The 

learned projection function may not, at test time, 

accurately translate unseen class picture features to the 

pertinent semantic space. The deep network has only 

been trained to map picture data from observed classes 

to semantic space. It might not be able to do so 

successfully during testing for particular, unseen 

classes. 

We must train our zero-shot classifier on unseen and 

unseen class images to overcome this limitation. It is 
when methods based on generative models come into 
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play. Productive approaches use semantic properties to 

produce picture features for unseen classes. Typically, a 
conditional generative adversarial network is used, 

creating image features based on the semantic 

characteristic of a specific type. 

 

 

Figure 20. Embedding-based zero-shot Method 

5.6 Online Learning 

Online learning involves instruction using data that is 

made available in a stepwise order. The whole training 

data samples are always available in batch sampling-

based learning, which is different from this method. It is 

useful when algorithms need to change their behavior in 

response to changing data patterns from all incoming 

input. For online learning to succeed, three essential 

needs must be met[87] 

1. The neural system's flexibility allows for the 

rapid assimilation of new information without 

requiring an entire training cycle;  

2. Near-real-time processing throughout the 

entire system; 

3. The natural presentation of fresh object 

information is made possible by a subsystem 

for human-machine interaction. 
 

Advantages of Online learning- 

• Low cost required 

•  Flexible to implement 

•  Covers time and mass audiences 

 

Disadvantage of Online learning- 

• Less Accuracy achieved or success rate is low.

 

 

 

 

 

 

 

 

 

 

 

 

Figure 21.Zero-shot learning using generative model-based methods 

Advantages of Zero-shot learning- 

• A strong and promising learning paradigm is 
called zero-shot learning, in which the classes that 

training instances cover and the classes that we 

want to classify are not related. 

•  To improve the generalization ability of the 

model  

•  To improve scalability and robustness   

 
Disadvantages of Zero-shot learning- 

• Extensive smoothing  

• Sparsely labeled
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TABLE XVIII 

 CLASSIFICATION OF ZERO-SHOT LEARNING 

Ref. Application Area Datasets/ Model Summary/ Technique used      Accuracy 

[88] Object 

Recognition 

Animals with 

Attributes 2 (AWA2) 
 They evaluate reports of per-class 

accuracy and per-image accuracy, 

which are often greater when the 

dataset is class-imbalanced. 

       82.00% 

[89] For object 

recognition, Zero-Shot 117M 

All Data 

 

    AGNews40.20% 

  DBPedia - 39.60% 

  Yahoo answers- 26.10% 

Zero-Shot 117M 

All Data 

 Learning from unlimited sources of 

unlabelled data. 

 Robust 

 Deployable 

 Self-supervised Approach 

    AGNews - 68.30% 

    DBPedia - 52.50% 

Yahoo Answers 49.50% 

Zero-Shot 355M 

All Data  

AGNews - 65.50% 

DBPedia - 44.80% 

Yahoo Answers - 52.20% 

[109] For object 

recognition, CUB-200-2011  On the CUB and mini-ImageNet test 

datasets, the Baseline model performs 

competitively with current state-of-the-art 

meta-learning methods when leveraging a 

deeper feature backbone. 

         71% 

For fine-grained 

classification mini-ImageNet 

→CUB 
 

        65.57% 

[90] 

Low-Light 

Image/Video 

Enhancement 
Dark City Scape 

(DCS) 
 Without paired images, unpaired 

datasets, or segmentation annotation, the 

semantic-guided zero-shot low-light 

enhancement network (SGZ) is trained. 

         80% 

  

 

Figure 22. On the Left: The user is pointing to an object, and on the Right: Process Flow 
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Using skin color segmentation, one instance of the 

VPL-classifier, and a search for pointing movements 
(upper branch), the scene is examined for objects that 

can be identified (lower branch). The "online loop" 

(right ellipse) starts when a story about an object is 

recounted. After establishing the position of the 

pertinent entity, pictures are taken. The database is 

expanded with views that have been artificially warped 

(scale/shear transformation, translatory offset). The 

candidate regions are categorized by the VPL classifier. 

The result is either a class number for a previously 

taught material or a reserved class label for "unknown." 

The VPL is a neural classification architecture that 
performs exceptionally well when being trained and 

retrained online with minimal data. Three processing 

stages called "VPL" combine pixel-level feature 

extraction with LLM-networks, PCA, and vector 

quantization are used for classification [88]. The 

following is how the VPL is defined: Using vector 

quantization, the input space is divided at the first level 

("V") (VQ). For VQ, the suggested algorithm is applied. 

In the second level ("P") of each of the generated 

reference vectors, the neural Method computes the 

principal components (PCs) for the training data 

gathered in the Voronoi tessellation cells. 
 

5.7 Federated Learning 
Federated Learning means fed a large number of cases. 

FL is a machine learning approach in which numerous 

participating clients who maintain their training data 

locally train a single shared global model. 

It is a distributed learning approach that builds a 

universal or customized model using decentralized 

datasets on edge devices. Model performance in FL, 

however, falls well short of centralized training in the 

field of computer vision because there isn't any 
investigation in a variety of tasks with a common FL 

framework. FL works well in complex computer vision 

applications such as object recognition, picture 

segmentation, and image classification [90]. 

The FL figure 23 shows the Federated learning 

workflow stepwise- 

1) On the Common Server, train a global model. 

2) Using local datasets, deploy global models to edge 

devices (local models). 

3) Use the local datasets from each edge device to 

improve the model (local models). 

4) Post updates to locally trained models on a shared 
server. 

5) Calculate the average of the update values and apply 

it to the overall model. 

6) Repetition of steps 2 through 5 

 FL has been used, for instance, to train prediction 

models for mobile keyboards without sending 
confidential typing information to servers[91]. 

 Federated Learning enables mobile devices to 

collectively create a shared prediction model while 

maintaining all of the training data on the device, 

separating the ability to do machine learning from the 

obligation to store training data on the cloud. Beyond 
the use of local models that make predictions on mobile 

devices, model training is extended to the device. 

According to how it works, your smart phone 

downloads the most recent model updates it by using 

data from your phone to learn from it, and then 

compiles the changes into a brief, targeted update. 

Using encrypted communication, only this particular 

change to the model is transferred to the cloud, where it 

is instantaneously averaged with updates from other 

users to enhance the shared model. There is no cloud 

storage for individual updates, and the training data is 
kept locally on your device. 

Example: Google Keyboard: Your phone keeps the 

information about the current context and whether you 

clicked a suggested query when Gboard displays one. 

The history is processed on-device by Federated 

Learning, which offers suggestions for enhancements 

for the upcoming version of Gboard's query 

recommendation model. Federated learning functions 

without the necessity for cloud-based user data storage. 

FedCV is a benchmarking system and federated 

learning library that assesses FL on the three most 

common computer vision tasks, including object 
identification, image segmentation, and classification. 

A distributed machine learning (ML) framework is 

federated learning (FL). FL allows numerous clients to 

work together to solve common distributed ML issues 

while maintaining their local privacy. This is done 

under the control of a central server. FL differs from 

distributed ML in that the data that each participant 

uploads to the server is a trained sub-model rather than 

the original data. The FL also permits asynchronous 

transmission at the same time, allowing for a suitable 

reduction in the communication needs[91]. Each unit 
builds a model and transmits its input data to the server 

for aggregation. Data is stored on devices, and 

knowledge sharing with peers uses an aggregated 

paradigm.[10]For edge network optimization, the 

federated learning technique (FL) facilitates the 

cooperative training of deep learning and machine 

learning models. There is a challenge in this area even 

though a complex edge network with diverse devices 

with different restrictions can affect its performance. 

Advantages of Federated learning- 

• Federated learning enables several components to 

develop an identical, reliable machine learning 
model without sharing data, enabling for the 

resolution of crucial concerns such data privacy, 

security, access rights, and heterogeneous data 

availability. 

Challenges of implementing Federated Learning- 
• Resource Allocation: To manage large amounts of 

dispersed data without compromising privacy or 

health informatics, we intend to provide helpful 

tools for computational research on machine 

learning approaches. 
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• Data Imbalance: 
1. Size imbalance:  When the size of the data sample 

at each edge node varies widely. 

2. Global imbalance: Data that is class uneven across 

all nodes is referred to as global imbalance. 

3. Local Imbalance: Because not all nodes have the 

same data distribution, this is also referred to as a 

local imbalance, non-identical distribution, or 

independent distribution. 

• Statistical Heterogeneity: The edges frequently gather 

and distribute data among the network in a non-i.i.d. 

fashion. Cellular phone users have access to a large 
range of languages for word prediction. Additionally, 

there may be an underlying structure that reflects the  

 

interaction between devices and the distributions 
connected with them, and the amount of data on 

various edges may vary. 

• Privacy Concerns:  

FL takes a step toward protecting user data by releasing 

only model changes (such as gradient information) 

rather than the complete data. Transmitting local model 

updates throughout the training process, however, can 

reveal private information to the main server or a third 

party. Despite current efforts to strengthen federated 

learning's privacy through the use of technologies like 

differential privacy and safe multiparty computation, 
these methods sometimes sacrifice system efficiency or 

model accuracy to ensure privacy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 23. Federated Learning System  
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TABLE XIX 

 APPLICATIONS OF FEDERATED LEARNING 

 

References Application of FL Dataset Techniques used Accuracy 

[92] Image Classification CIFAR-100  Lightweight CNNs techniques: 

 Efficient Net 

 MobileNet-V3  

60.58% 

[92] Image Classification LD-23k  CNN 88.26% 

[93] Real-World Image Datasets for Federated 

Learning 

Street-20 Dataset  Faster RCNN 80% 

[92] Object Detection YOLOV5  FedAvg algorithm 85% 

[94] COVID-19 Chest X-ray Images COVIDx  MobileNet,  

 ResNet18,  

 MoblieNet and  

 COVID-Net 

90% to 98% 
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TABLE XX 

COMPARATIVE ANALYSIS OF DIFFERENT LEARNING STYLES 

 

Learning type & 

Ref. 

Definition/ Working Application Domain CV Task Application Challenges Accuracy Achieved 

Supervised Learning 

[95][20][21][22][23][24][25] 

 

 

This learning process combines 

input data with target variables or 

outputs. 

● Healthcare 

● Industry 4.0 

● Spatial data analysis 

● Weather prediction 

  

·          

● Classification 

● Regression 

● Pattern Recognition 

  

·          

 Poor quality of data 

 Training Data Underfitting 

 Overfitting Training Data Fit 

 The Process of Machine Learning is 

Complex 

  Insufficient training data. 

79 to 99% 

Unsupervised Learning  

[55] [40] [89] 

It describes a class of concerns 

wherein relationships in data must 

be described or extracted using a 

model. 

● Education 

● Healthcare 

● Industries 

● Market basket 

Analysis 

● Clustering 

● Visualization 

● Projection 

 Due to a large amount of training 

data, there is significant 

computational complexity. 

 Longer periods of training 

 There is a greater chance of getting 

erroneous results. 

 Validation of output variables 

requires human intervention. 

 The premise on which data was 

grouped was not transparent. 

83 to 95% 

Reinforcement Learning 

[96][65] [66] [67] [68] [69] 

 

It describes a class of challenges 

where an agent must function in a 

given context while learning to do 

so through feedback. 

● Machine Translation  

● Film Industry 

● Animated Games 

● Self-Driving Cars 

 

● Clustering 

● Pattern Recognition 

● Projection 

 

 Reproducibility is required. 

 Sample inefficiency is a problem. 

 Wisely choose reward structures. 

 

 

20 to 67% 

Semi-Supervised Learning 

[97][70][71][72][73][110] 

There are many unlabeled samples 

in the training data instead of many 

labeled ones, making it supervised 

learning. 

● Image Data 

● Automatic Speech 

Recognition (Audio 

Data)  

● Image Classification 

● Segmentation  
 The issue of extending labeled data 

 The difficulty of constructing the final 

classifier 

32 to 93% 

Self-Supervised Learning 

[98][50] [110] 

It can leverage the learned 

representations for numerous 

downstream tasks and self-defined 

pseudo labels as supervision. 

● Robotics 

● Medicine 

● Disease prediction 

 Learning Cross-Lingual 

Representations  

 Capturing Sentence-Level 

Semantics 

 

 It is very difficult to duplicate 

samples. 

 Semantic distributions of collected 

data 

 

83 to 95% 
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Multi-Instance Learning 

 

[27][29][28][30] 

Individual instances are not labeled 

in this supervised learning 

problem; bags or groups of 

samples are. 

 Agriculture 

 Healthcare 

 Gaming 

 Image Segmentation 

 Video Object Segmentation 

 Classification 

 The intra-bag similarity between 

instances: Because the patches 

overlap, they are similar. 

 Instance Co-occurrence 

78 to 93% 

Inductive Learning 

Statistical Inference 

[99] 

 

The inductive learning system 

employs inferred rules to classify 

new instances after learning—

classification from training 

examples. A default rule is 

frequently applied if a choice 

cannot be implied from the system 

rule base. 

 

 Healthcare 

 Industries  

 Medical diagnostic 

 Industrial visual inspection  

 Failure Detection: Not all defects can 

be fixed or even recovered 

automatically. Transient faults 

(network outage, memory overflow, 

disc space outage, and so on)  

 Intractability: how much time should 

we allow the algorithm to spend. 

60 to 90 % 

Transductive Learning 

[100] 

Transductive learning is predicated 

on two fundamental tenets: (1) 

Nearby samples frequently share 

the same label, and (2) samples 

that are located on the same 

manifold should also share the 

same label. 

● Video Object 

Segmentation 

● Surveillance 

● Self-Driving Cars 

● Robotics 

● Video Editing 

● Image segmentation 

● Object Categorization 

● Image Classification 

 Identification of local and global 

dependencies 

60 to 90 % 

Multi-Task Learning 

[47] [48] [49] [46] [50] 

When there is a large amount of 

input data that has been labeled for 

one task and can be shared with 

another task that has considerably 

less labeled data, multi-task 

learning can be a useful way of 

problem-solving. 

 

● Medical/Healthcare 

● Multimedia Data 

Processing 

● Multi-Modality Data 

Analysis 

● Speech Recognition 

● Multimedia Data Processing 

● Biomedical Imaging 

● Socio-Biological Data 

Analysis 

● Multi-Modality Data 

Analysis 

 Requires Model maintenance  50 to 85% 

Active Learning 

[101][34][35][36][37][38] 

To resolve uncertainty throughout 

the learning process, the model can 

ask a human user operator using 

this technique. 

 

● Computational Biology. 

● Object Categorization 

● Image Classification 

● Image Segmentation 

● Scene Classification 

 

 

● Computational Biology 

Applications 

● Object Categorization 

● Image Classification 

● Image Segmentation 

● Scene Classification 

●  

 Abundance of data 75 to 96 % 
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Online Learning 

[102] 

[87] 

[103] 

It entails analyzing the data at hand 

and changing the model 

immediately before a prediction is 

needed or following the most 

recent observation. 

●  Object Recognition 

● Moving Object Detection 

●  Object Recognition 

● Moving Object Detection 
 Accuracy is less. 50 to 70% 

Transfer Learning 

[104][76][76][77][78] 

It is a method of learning in which 

a model is initially trained on one 

task and then used partially or 

entirely as the foundation for 

another activity that is linked to it. 

● Agriculture 

● Healthcare 

● Geoinformatics 

● Gaming 

 

● Image Classification 

● Image Segmentation 

● Video Analysis 

●  

 Dataset Scarcity problem 70 to 88% 

Ensemble Learning 

[105][106][80][81][82] 

This method involves fitting two or 

more modes to the same set of data 

and combining the results from 

each model. 

●  Cyber Security 

● Road damage 

detection 

● Healthcare 

● Handwriting pattern 

recognition  

●  Road damage detection 

● stereo vision 

● Neural Networks for Pattern 

Recognition  

 Diversity of individual model 

Accuracy 

62 to 96% 

Federated Learning 

[90][92][93] 

 

It is a distributed learning 

paradigm that uses decentralized 

datasets on edge devices to 

construct a global or personalized 

model. 

● Healthcare 

● Image classification 

 

● Chest X-ray Images 

● Image Classification 

● Object detection 

 Expensive communication 

 It is comprised of a massive number 

of devices. 

60 to 98 % 

Zero-Shot Learning 

[85][84][86] 

 

Zero-shot learning refers to the 

problem where we want to 

recognize objects from classes that 

our model has not seen during 

training. 

 

● Video Enhancement 

● Image Classification 

● Healthcare 

● Image Classification 

● Object detection 
 It involves little human intervention 26 to 80% 

Meta-Learning 

[41][42][43][44][45] 

Multi-task learning algorithms that 

are capable of learning across a 

group of connected prediction tasks 

are also referred to as meta-

learning. 

● Neural Networks 

● Clustering 

 

● Image Classification 

● Object detection 
 Discrete notation of task is required 60 to 93% 
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V. Future Directions 

This section highlights about the research gaps 

identified from the survey and the machine learning 

styles suitable to solve such challenges that could aid 

in this field’s advancement. Table 21 gives the 

summary of research gaps with future directions.  
The development of computer vision technology is 

continuing as AI becomes more pervasive in our 

daily lives. Due to developments in cloud computing, 

Auto ML pipelines, transformers, mobile-focused DL 

libraries, and mobile computer vision applications, as 

this technology scales, there will be an increased 

need for experts in computer vision systems. 

1) Imbalanced Data- If a different number of images 

for each of the classes is existing in the input dataset. 

This problem is called as class imbalance. Similarly, 

if a set of images is not evenly distributed in the input 

dataset is called imbalanced data. Transfer learning, 
Multi-task learning and Federated learning help to 

overcome this unbalanced distribution of data 

problem. As in case of transfer learning once the 

model has been trained on sample dataset can be 

applied to solve the similar problems with the same 

model. In case of the Multi-task learning model can 

be trained with a small number of dataset. The same 

knowledge generated can be applied to solve all 

related tasks. From supervised learning Logistic 

regression algorithm is very useful to tackle this issue 

as it resamples the original training dataset to 
decrease the overall level of class imbalance. The 

authors proposed a monitoring scheme that can infer 

the composition of training data for each Federated 

Learning(FL) round, and design a new loss function -

Ratio Loss to mitigate the impact of the 

imbalance[107]. 

2) Scarcity of Data- Data scarcity occurs when: 

There is little or no labeled training data available, or 

there is insufficient data for certain labels in 

comparison to other labels are present in the dataset. 

Zero-shot learning, Few-shot learning and Transfer 

learning can be the solution for this type of dataset-
related challenge. As Zero-shot or few-shot learning 

works properly with less or no labeled data. Transfer 

learning, where information from one dataset is used 

to inform a model on another, can be an effective 

solution on this challenge. 

3) Overfitting/Underfitting of data- When our 

machine learning model is unable to recognize the 

data's underlying trend, underfitting occurs. Whereas 

overfitting is a problem when the evaluation of 

machine learning algorithms on training data differs 

from the evaluation on unknown data. Ensemble 
learning, Meta-Learning and Active learning are 

helpful to solve this problem. 

4) Detection and Classification of Blur Images- In 

order to restore images, blur identification is 

frequently required. Authors proposed a classification 

technique utilizing ensemble Support Vector 

Machine (SVM) structure, a novel blur type 

classification method for digital images. Each image 

is considered to be prone to no more than one of the 

three types of blur: haze, motion, and defocus. In the 
suggested method, the Radial Basis Function (RBF) 

kernel parameters of the SVMs are additionally 

optimized using the SVM-Recursive Feature 

Elimination (SVM-RFE) method, which is used to 

rank the 35 blur features that were first derived from 

the spatial and transform domains of the picture. 

Additionally, the Support Vector Rate (SVR) is used 

to calculate the ideal number of features for 

classifiers to use. To categorize the various types of 

blurred images, the bagging random sampling 

method is used to build an ensemble SVM classifier 

based on a weighted voting mechanism[108].In this 
way supervised learning SVM ensemble and SVM 

multiclass algorithms useful to solve blur images 

problem. 

5) Human intervention required-Meta learning and 

Constructive learning is the solution where human 

intervention is not required in the model training and 

testing process. 

6) Robustness of ML techniques- By integrating 

various models, ensemble learning enhances machine 

learning outcomes. In comparison to using a single 

model, this strategy enables the generation of greater 
prediction performance. Ensemble models are more 

robust than a single train model as it combines 

multiple models. 

7) High operational/Model training cost-

Reinforcement learning, Transfer learning, Meta 

learning saves the model training operational cost as 

existing trained model is used to solve similar 

problems without the training model again. 

8) More power and storage consumption – 
Federated learning is a distributed learning paradigm 

that uses decentralized datasets on edge devices to 

construct a global or personalized model. So the 
storage consumption issue can be resolved using FL. 

9) Large scale of unlabeled images-When input 

dataset consists of large scale of unlabeled images 

then accuracy degrades. To overcome this issue Self-

supervised learning, Few-shot, and Zero-shot 

learning can improve CV operations performance. As 

these learning styles allow to train the model with 

few labeled samples easily. 

In 2022, as augmented and virtual reality (VR) 

applications advance, computer vision developers 

will be able to expand their expertise into new fields, 
such as creating simple, effective ways to replicate 

and interact with physical things in a 3D 

environment. In the future, computer vision 

applications will likely continue to develop and have 

an impact. 
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TABLE XXI 

 SUMMARY OF RESEARCH GAPS WITH FUTURE DIRECTIONS. 

 
Sr.No. Challenges/Research Gaps Suggested Learning Styles  

1. Imbalanced Data  Transfer Learning 

 Multi-task learning 

 Federated Learning 

 Supervised Learning 

2. Scarcity of Data 

 
 Transfer Learning 

 Zero-shot Learning 

 Few-Shot Learning 

3. Overfitting/Underfitting of data  Ensemble Learning 

 Meta-Learning 

 Active Learning 

4. Detection and Classification of blur images 

 

 Supervised Learning 

(Multi-class SVM)  

5. Human intervention required  Constructive Learning 

 Meta-Learning 

6. Robustness of ML techniques  Ensemble Learning 

 Meta-Learning 

 Association Rule Learning 

7. High operational cost(Model training)  Reinforcement Learning 

 Meta-Learning 

 Transfer Learning 

8. More power consumption  Federated Learning 

 Self-Supervised Learning 

9. Storage consumption  Federated Learning 

10. Large scale of unlabeled images  Few-shot Learning 

 Zero-shot Learning 

 Self-supervised Learning 

 

 
VI. Conclusion 

Machine learning and deep learning 

popularity have grown recently across several 

industries. The literature on machine learning 

techniques applied in computer vision applications is 

reviewed in-depth in this article. The combination of 

machine learning and artificial intelligence methods 

has been used in many applications to carry out 

various computer vision tasks. The findings of a 

systematic literature review on machine learning 
styles are presented in this review. The authors 

intended to draw attention to the utilized learning 

types, adopted feature extraction techniques, 

methodologies, approaches, approved data sets, 

adopted application domains, and difficulties related 

to ML approaches in diverse sectors. This study 

planned, executed, and carried out different SLR 

phases on ML styles. In the literature review for 

computer vision applications, other artificial 

intelligence methods—such as those based on deep 

learning and machine learning—have been used. 

Deep learning and machine learning-based 

techniques are popular thanks to easily accessible 

datasets and automated feature extraction methods. 

The authors investigated publicly accessible 

computer vision datasets. Future possibilities for ML 
techniques in CV based on artificial intelligence are 

described, along with research obstacles in the realm 

of ML styles in computer vision, such as domain 

dependency and imbalanced dataset. 
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