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Abstract

In recent years a lot of novel (mostly naturally inspired) search heuristics have been
proposed. Among those approaches is Harmony Search. After its introduction in 2000,
positive results and improvements over existing approaches have been reported in numer-
ous publications.
In this paper we give a review about the developments of Harmony Search in the last
decade. Additionally we perform a rigorous analysis of this approach. In particular we
compare Harmony Search to the well known and established search heuristic called Evolu-
tion Strategies. It turns out that Harmony Search is a special case of Evolution Strategies.
We give compelling evidence for the thesis that research in Harmony, although undoubt-
edly conducted with the best of intentions, is fundamentally misguided, marred by a
preoccupation with retracing paths already well traveled, and we conclude that future re-
search effort could better be devoted to more promising areas. The overarching question
is how such a method could become inaccurately portrayed as a significant innovation
without confronting a respectable challenge of its content or credentials. We examine
possible answers to this question, and implications for evaluating other supposedly inno-
vative procedures, by disclosing the way in which limitations of the method have been
systematically overlooked.

1 Introduction

Recent years have witnessed the introduction of numerous search heuristics, many of them
inspired by metaphors from nature, physics and life. One of these, Harmony Search, has
attracted considerable attention through its reported success based on the metaphor of jazz
music improvisation, where jazz musicians try to improve harmonies over time. Since its
introduction in the year 2000, Harmony Search has been the subject of many publications.
At the time this paper was written, Google Scholar (http://scholar.google.com) gave a
total of 586 hits for “Harmony Search“, with 329 hits for publications since 2007 and even a
book about this method has been published recently [Geem, 2010]. A lot of positive results

1



and improvements over existing approaches have been reported, which suggest that Harmony
Search could be a promising method with a lot of potential for future improvements. In this
paper we take a closer look at Harmony Search and try to understand what is really behind
the metaphor of jazz improvisation and this presumably novel search heuristic.

The remaining part of the paper is organized as follows. In the next section we give a
formal introduction of Harmony Search together with an overview about the developments
regarding this heuristic in the last decade. Section 3 is dedicated to the well known and estab-
lished search heuristic Evolution Strategies and to a rigorous comparison between Evolution
Strategies and Harmony Search. With the background knowledge obtained in that part, we
discuss in section 4 some representative publications regarding Harmony Search more in de-
tail. We finish the paper with an extensive discussion in section 5 as well as with conclusions
and an outlook about possible further work in section 6.

2 Harmony Search

Harmony Search (HS) is a search heuristic based on the improvisation process of jazz mu-
sicians [Geem et al., 2001]. In jazz music the different musicians try to adjust their pitches,
such that the overall harmonies are optimized due to aesthetic objectives. Starting with some
harmonies, they attempt to achieve better harmonies by improvisation. This analogy can be
used to derive search heuristics, which can be used to optimize a given objective function
instead of harmonies. Here the musicians are identified with the decision variables and the
harmonies correspond to solutions. Like jazz musicians create new harmonies by improvi-
sation, the HS algorithm creates iteratively new solutions based on past solutions and on
random modifications. While this framework leaves a lot of space for interpretation, the basic
HS algorithm is always described in the literature in the following way.

The HS algorithm initializes the Harmony Memory (HM) with randomly generated solu-
tions. The number of solutions stored in the HM is defined by the Harmony Memory Size
(HMS). Then iteratively a new solution is created as follows. Each decision variable is gen-
erated either on memory consideration and a possible additional modification, or on random
selection. The parameters that are used in the generation process of a new solution are called
Harmony Memory Considering Rate (HMCR) and Pitch Adjusting Rate (PAR). Each deci-
sion variable is set to the value of the corresponding variable of one of the solutions in the
HM with a probability of HMCR, and an additional modification of this value is performed
with a probability of PAR. Otherwise (with a probability of 1 − HMCR), the decision vari-
able is set to a random value. After a new solution has been created, it is evaluated and
compared to the worst solution in the HM. If its objective value is better than that of the
worst solution, it replaces the worst solution in the HM. This process is repeated, until a
termination criterion is fulfilled. More detailed descriptions of this algorithm can be found
in [Geem et al., 2005c, Mahdavi et al., 2007, Geem, 2005a]. Algorithm 1 gives an overview
about the HS algorithm using pseudo code.

Since its introduction in the year 2000, Harmony Search has been subject of many publica-
tions. It has been applied to pipe network design [Geem et al., 2000, Geem et al., 2002], the
design of water distribution networks [Geem, 2000, Geem, 2006a, Geem, 2007b, Geem, 2008],
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Algorithm 1 Harmony Search Algorithm

1: Initialize the HM with HMS randomly generated solutions
2: repeat
3: Create a new solution in the following way
4: for all decision variables do
5: With probability HMCR use a value of one of the solutions in the harmony memory

and additionally change this value slightly with probability PAR
6: Otherwise (with probability 1−HMCR) use a random value for this decision variable
7: end for
8: if the new solution is better than the worst solution in the harmony memory then
9: Replace the worst solution by the new one

10: end if
11: until Termination criterion is fulfilled
12: return The best solution in the harmony memory

vehicle routing [Geem et al., 2005a, Geem, 2005b], the generalized orienteering problem [Geem et al., 2005c],
the geometry design of geodesic domes [Saka, 2007], satellite heat pipe design [Geem and Hwangbo, 2006],
the design of steel sway frames [Degertekin, 2008, Saka, 2009], the design of grillage systems
[Erdal and Saka, 2006, Erdal and Saka, 2008], university course timetabling [Al-Betar et al., 2008],
scheduling of a multiple dam system [Geem, 2007c], bandwidth-delay-constrained least-cost
multicast routing [Forsati et al., 2008a], the minimal covering species problem [Geem and Williams, 2007],
mooring cost optimization [Ryu et al., 2007], multi-pass face-milling [Zarei et al., 2009], web
page clustering [Forsati et al., 2008b], solving sudoku [Geem, 2007a] and music composition
[Geem and Choi, 2007]. Various extensions to the basic algorithm have been proposed, e.g.
dynamic algorithm parameters [Mahdavi et al., 2007], more bias to the current best solution
[Omran and Mahdavi, 2008], modeling dependencies between decision variables [Geem, 2006b],
a multi-objective variant [Geem and Hwangbo, 2006] and a hybridization with sequential
quadratic programming [Fesanghary et al., 2008]. Even some theoretical work has been pub-
lished [Lee and Geem, 2005, Mukhopadhyay et al., 2008].

In almost all publications regarding Harmony Search positive results have been reported.
Together with the increasing number of publications, it suggests that HS is an adequate and
promising search heuristic with a lot of potential for further research work. We clarify this
statement in the remaining part of this paper, starting with a rigorous analysis of the HS
algorithm in the next section.

3 Comparison to Evolution Strategies

In this section we give a short description of the well known and established search heuristic
Evolution Strategies (ES). We then perform a rigorous comparison between ES and the HS
algorithm.

The history of Evolution Strategies dates back to the 60s. At the beginning these algo-
rithms were used to automatically adjust variables for a series of consecutive experiments.
When computers became available at universities in the early 70s, those methods were used
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for the optimization of parameters within simulation models. Since then Evolution Strategies
have been successfully applied to numerous optimization problems and a lot of extensions
and improvements of those methods have been proposed. For a detailed historical review the
interested reader is referred to [Beyer and Schwefel, 2002].

In this paper we focus on the so called (µ + 1) Evolution Strategy [Rechenberg, 1973], a
method introduced in the early 70s, almost 30 years before the first Harmony Search publi-
cation was released. This algorithm uses a population of µ randomly generated solutions. In
each iteration a new solution is generated from the existing solutions by using recombination
and mutation operators. If this solution is better than the worst solution in the current pop-
ulation, it replaces the worst solution. This iterative process continues, until a termination
criterion is met. An overview about this method is given in algorithm 2.

Algorithm 2 (µ+1) Evolution Strategy

1: Initialize the population with µ randomly generated solutions
2: repeat
3: Create a new solution using recombination and mutation operators
4: if the new solution is better than the worst solution in the population then
5: Replace the worst solution by the new one
6: end if
7: until Termination criterion is fulfilled
8: return The best solution in the population

Of course this is a very generic model and we have to define more concretely how new solu-
tions are generated. In the past a huge variety of different recombination and mutation opera-
tors have been proposed in the evolutionary computation community [Beyer and Schwefel, 2002,
Bäck et al., 2000a, Bäck et al., 2000b]. One choice for the recombination operator could be
the global discrete recombination [Bäck et al., 1991, Bäck et al., 1993, Bäck and Schwefel, 1993].
Here each decision variable of the new solution uses the value of the corresponding de-
cision variable of an arbitrarily (e.g. uniformly) selected solution in the current popula-
tion. As a subsequent mutation operator the following strategy could be used for each
decision variable. With a probability of p1 we perform a small modification of the deci-
sion variable. In a second step we set the value of the decision variable with a proba-
bility of p2 to a random value. Those are both common choices for mutation operators
[Rechenberg, 1973, Schwefel, 1981, Fogel and Atmar, 1990, Michalewicz Cezary et al., 1992,
Bäck and Schwefel, 1993, Michalewicz, 1996].

Now let us compare both heuristics, Harmony Search and the (µ+ 1) Evolution Strategy,
step by step. Both algorithms use a population of a fixed size. In case of the ES, the popula-
tion is of size µ, in case of the HS algorithm, the population is called Harmony Memory and is
of size HMS. Both algorithms are working iteratively and create exactly one new solution in
each iteration. If this solution is better than the worst solution in the current population, the
worst solution is replaced by the new one. This process continues, until finally a termination
criterion is fulfilled. In all these steps both algorithms are completely identical. The only
thing, in which they could differ, is the way, in which the new solutions are created.
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Both algorithms handle all decision variables independently, so it is sufficient to focus
on one decision variable. The HS algorithm uses the so called memory consideration with a
probability of HMCR. In this case it sets the value of the decision variable to the value of
the corresponding decision variable of a uniformly selected solution in the HM, and performs
a small modification of that value afterwards with a probability of PAR. Otherwise (with a
probability of 1 − HMCR), the value of the decision variable is set to a completely random
value. The ES discussed here performs a population wide uniform crossover and therefore
sets the value of each decision variable to the value of the corresponding decision variable
of a uniformly selected solution in the current population. Then with probability p1 a first
mutation operator modifies the value of the decision variable slightly. After that a second
mutation operator sets the value of the decision variable to a completely random value with
probability p2. It is easy to see that the methods used to create the new solutions in both
algorithms are equivalent. Given parameters HMCR and PAR for the HS algorithm, we can
set p1 = PAR and p2 = 1 − HMCR to obtain the same method of creating solutions for the
ES. On the other hand, given parameters p1 and p2 for the ES, we can set HMCR = 1 − p2
and PAR = p1 and in this case we obtain the same method of creating solutions for the HS
algorithm.

This means that Harmony Search is a special case of the (µ+ 1) Evolution Strategy, and
therefore the best ES is at least as good as the HS algorithm. In other words: The HS
algorithm is not able to outperform the best ES. Although HS is derived from a completely
different metaphor, it is in its basic variant not a novel approach. For the moment, this does
not mean that the concept of HS is not useful at all. There are a lot of publications regarding
HS reporting positive results, and there is the possibility that there are other properties
of jazz music and improvisation, which could probably lead to new concepts or ideas for
search heuristics and optimization. To resolve those issues, we take a closer look at some
representative HS publications in the next section, and pose the question of whether the
studies that proclaim the virtues of the method have been carried out in a prudent manner.

4 Representative Publications in Detail

In this section we give a detailed presentation of some publications regarding Harmony Search
and discuss the results in-depth. For this purpose we have chosen publications which are
available online via Google Scholar (http://scholar.google.com). We start with those
publications that focus on the applications of HS, then we present those publications that
use modifications of the HS algorithm and we finish this section with one publication about
theoretical results regarding HS. We should emphasize that the authors involved in the studies
cited have undoubtedly proceeded in good faith, apparently with no knowledge of the fact
that the ground they were covering was already well-traveled. As we later discuss, this gives
reason to take action that will help future authors avoid similar mistakes.

Applications of Harmony Search

We have seen that the Harmony Search algorithm is a special case of the (µ + 1) Evolu-
tion Strategy. In this section we want to clarify the question of how the numerous pos-
itive results in literature could be obtained. It is clear that the best ES is at least as
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good as HS. This means that there exists at least one well known method, which can-
not be outperformed by HS. So it is even more surprising that literature is full of pub-
lications reporting positive results using the HS algorithm. Examples for such publica-
tions are [Degertekin, 2008, Erdal and Saka, 2008, Geem et al., 2005b, Geem et al., 2005c,
Geem and Williams, 2007, Al-Betar et al., 2008, Geem and Choi, 2007, Ryu et al., 2007, Geem, 2005b,
Geem et al., 2005a, Geem, 2007c, Geem et al., 2000, Geem, 2005a, Geem and Hwangbo, 2006],
which are used in this section. In all those papers empirical experiments regarding HS and
other methods are performed. In the remaining part of this section we analyze those exper-
iments based on Guidelines for designing and reporting on computational experiments with
heuristic methods [Barr et al., 2001].

When performing empirical experiments with heuristic methods, the goal is usually to
show that a specific method performs better than other methods on a class of problem in-
stances with respect to some predefined objective, which is usually computational time and/or
solution quality. Instead of using a class of problem instances, or a randomly sampled subset,
in all the publications experiments are performed only on a few instances [Geem et al., 2000,
Geem and Choi, 2007, Al-Betar et al., 2008, Erdal and Saka, 2006, Degertekin, 2008], or even
on a single instance [Geem and Hwangbo, 2006, Geem, 2005a, Geem, 2007c, Geem et al., 2005a,
Geem, 2005b, Ryu et al., 2007, Geem and Williams, 2007, Geem et al., 2005c, Geem et al., 2005b].
The majority of experiments are performed on a single instance, all but one of the experi-
ments are performed on at most 5 instances and only in one experiment 11 instances are used.

Another problem is the size of the (few) instances used in the experiments. Heuris-
tics are mainly used in scenarios, where it is not possible to use approximation algorithms
or exact approaches for some reason. This usually implies that the size of the problems,
which are tackled by heuristics, are rather large. In almost all of the publications men-
tioned above, the instance sizes are relatively small, which means that less than 50 decision
variables are used. The most extreme publications here are [Geem et al., 2005c] with 27,
[Geem et al., 2000] with 12, [Geem, 2005b, Geem et al., 2005a] with 10, [Ryu et al., 2007]
with 6 and [Geem and Hwangbo, 2006] with 5 decision variables.

The next issue deals with the comparison to other methods. The best way to show
that a new method is really successful is to demonstrate that it outperforms state-of-the-art
approaches. In all of the publications mentioned above it is not clear whether a state-of-
the-art method has been used for the comparisons or not. Another way to show that the
new method is at least competitive or interesting, could be to demonstrate that it outper-
forms some standard approaches. There are plenty of different established search heuris-
tics, like Local Search, Tabu Search, Simulated Annealing, Evolution Strategies, Genetic Al-
gorithms, Ant Colony Optimization and Particle Swarm Optimization. All of them could be
used for such a comparison. Unfortunately in most of the publications the HS algorithm is
only compared to a few other approaches. In [Geem and Hwangbo, 2006, Geem et al., 2000,
Geem et al., 2005b, Degertekin, 2008] 2 other approaches are used for the comparison and in
[Geem and Williams, 2007, Geem, 2007c, Geem et al., 2005c, Geem et al., 2005a, Geem, 2005b]
the HS algorithm is only compared to a single other approach. Even more dramatic is the
fact that in [Erdal and Saka, 2006, Geem and Choi, 2007, Ryu et al., 2007] no comparisons
are performed at all. Each of these publications can at most be used to demonstrate that HS
can be used to tackle the problem (or instance) under consideration.
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There are some other issues, which we do not discuss in detail here. For example, the
experimental conditions are not completely clear in most of the publications, sometimes best
solutions are used for comparisons instead of average solutions and statistical tests are not
performed in any of the publications.

All in all, it is not possible to support the conclusions presented in those publications,
using the inadequate experimental setups, which were discussed in this section.

Improvements of Harmony Search

So far we have not clarified whether the basic metaphor of the HS algorithm, the impro-
visation process in jazz music, can lead to any new and promising concepts for the field of
optimization. Therefore we focus in this section on publications that introduce modifica-
tions of the HS algorithm [Mahdavi et al., 2007, Omran and Mahdavi, 2008, Geem, 2006b,
Fesanghary et al., 2008]. Here we want to clarify whether the modifications of the HS algo-
rithm presented in those publications are new ideas or concepts. The question of whether we
can expect any new and promising concepts for the future, or not, is postponed to section 5.
Although most of the issues from the previous section also hold for the publications consid-
ered here, we only focus on the way in which the original HS algorithm is modified.

In [Mahdavi et al., 2007] the authors claim that the use of fixed parameters is a limitation
to the HS algorithm. Instead of using fixed parameters, the parameters are changed in a
predefined way. The dynamic adjustment of parameters is not a new concept and has been
used successfully for many years [Bäck, 1992].

The journal article [Omran and Mahdavi, 2008] deals with another modification of HS.
Here the authors modify the algorithm in a way that decision variables are set to the value
of the corresponding variable in the best solution found so far with a higher probability than
in the standard approach. This idea is not new, there are plenty of methods that use a
stronger bias to the best solution found so far. An explicit example is given by the search
process in Particle Swarm Optimization [Eberhart and Kennedy, 1995], an implicit example
is given by different parent selection mechanisms in Evolution Strategies or Genetic Algo-
rithms [Bäck et al., 2000a, Bäck et al., 2000b].

In [Geem, 2006b] the HS algorithm is extended in such a way that dependencies be-
tween pairs of decision variables are considered. The idea of modeling dependencies be-
tween decision variables exists since several years. For example, it is used implicitly by
population based heuristics and explicitly in some Estimation of Distribution Algorithms
[Pelikan and Mühlenbein, 1999, Mühlenbein and Mahnig, 1999].

The last publication in this subsection is [Fesanghary et al., 2008]. In this work the
authors hybridize the HS algorithm with sequential quadratic programming. The concept
of combining different problem solving methods on a more abstract (meta heuristic) level
or in concrete hybrid approaches is also not new in the field of optimization [Davis, 1990,
Berger et al., 1998].
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All in all, there are no new ideas or concepts used in the modifications of the Harmony
Search algorithm, which are presented in this section.

Theory about Harmony Search

Perhaps we can get new insights about Harmony Search from [Mukhopadhyay et al., 2008].
Here some theoretical results for the HS algorithm are presented. It is interesting to note that
the results are based on similar analyses for Evolution Strategies [Beyer, 1998]. The authors
want to illustrate the explorative power of the HS algorithm. For this purpose they modify
the algorithm in the following way. Instead of creating one solution in each iteration, HMS
many solutions are created. Those new solutions then completely replace the old population.
It is obvious that this variant has nothing to do with the original HS algorithm, and it is
hard to transfer any conclusions from this variant to the original HS algorithm. Additionally
the results which are obtained in [Mukhopadhyay et al., 2008], cannot be valid. The authors
prove that the sample variance between the solutions in the population grows exponentially,
if some specific parameter values are used for the algorithm. Since they assume that the
decision variables are bounded within an interval, the variance is bounded as well and cannot
grow arbitrarily large. Therefore their results are simply incorrect.

In short, this work does not help us to identify any promising ideas or concepts, which
are related to the metaphor used for the HS algorithm.

5 Discussion

In this section we discuss the results obtained in the previous section, together with their
impacts. We begin with a short summary of the results. After that we explain which future
development can be expected regarding the HS algorithm. We finish our discussion with some
possible explanations for our results.

We started with a formal definition of the Harmony Search algorithm in section 2. In
section 3 we compared this algorithm to a specific (not uncommon or exotic) Evolution Strat-
egy. We showed that HS is completely equivalent to this well known and established ES. This
result raises two questions. Why are there so many positive results about HS in the literature,
if this is not really a new approach? And are there any other properties of jazz music and
improvisation which could probably lead to new concepts or ideas for search heuristics and
optimization in the future?

The first question can be answered easily. We analyzed different publications, which re-
port positive results regarding Harmony Search. We showed that the experimental setups
used in the experiments for those publications are inadequate. The few results that were
obtained in those experiments cannot be used to support the conclusions presented in those
publications.

It is a little bit more complicated to answer the second question. We examined four pub-
lications, which use modifications of the HS algorithm, and one publication, which deals with
theoretical aspects of the HS algorithm. The modifications proposed in those publications are
all well known and used for many years in the context of other search heuristics. It seems that
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only ideas and concepts, which have been applied successfully to other search heuristics, are
used for HS. For example, there is a kind of parallel between the development of modifications
for the HS algorithm and the development of modifications for Evolutionary Algorithms in
the past. For both algorithms a bias towards better solutions in the population has been
introduced and for both algorithms dynamic parameters have been used instead of fixed ones.
It is only a matter of time until concepts like self adaptation for the HS algorithms will be
proposed. But since the HS algorithm is itself an ES, the usefulness of such results will be
limited. Also the theoretical paper could not help us to identify promising concepts of the HS
algorithm. Of course, we cannot prove that there are no properties of jazz music and improvi-
sation which might be usefully incorporated into search heuristics and for optimization. But
in the last decade no new concept has been derived from this metaphor and the probability
that this will ever happen appears on this basis to be rather low.

Before we finish the paper we want to discuss possible explanations for our findings. We
do not state that they are in fact the true explanations, but in our opinion they are in general
of high interest for the whole community and could also be relevant for this paper.

It is quite obvious that we, the whole research community, are operating in a completely
antiquated and fallible framework. The scientific publication system as it is now has a lot of in-
herent defects, which handicap and slow down research. First of all there are a lot of financial
concerns involved in the current system which leave a lot of space for misusage. Additionally
the most widely used method to judge scientific publications, called peer reviewing, requires
idealistic behavior on the part of the people participating in that process, and we can not
rely on the assumption that such behavior will manifest itself gratuitously, especially if there
are plenty of personal and career concerns involved. Furthermore the publication system has
scarcely been affected by the rapid technological progress of the last decades. For example,
we still have no comprehensive public access to scientific publications, although this would
be easily realizable, and release durations are extremely long in some cases for no obvious
reasons. We do not want to go into greater detail here and for people who are more interested
in the defects of the scientific publication system, the article Science’s journal and conference
system - a joke that got old (http://www.math.temple.edu/~wds/homepage/refereeing)
is strongly recommended.

Since not all people can be expected to behave in an idealistic way, it is not very surpris-
ing to find that a system which is not well-designed and carefully regulated can be subject
to abuse. But the key issue is whether we should tolerate this situation, by continuing to
operate within a system of scientific publication whose design and regulation is conspicuously
deficient. In our opinion it is of the greatest importance to bend our efforts to correcting the
defects of the current system.

6 Conclusions

In this paper we performed a rigorous analysis of the search heuristic Harmony Search. We
showed that this heuristic is in fact a special case of an Evolution Strategy and we gave strong
arguments for the theses that research in Harmony Search is fundamentally misguided and
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that future research effort could better be devoted to more promising areas.

There are some other purportedly novel approaches proposed in the literature, which could
fall into the same category as Harmony Search. Admittedly, it is not entirely fair to single out
HS as the sole representative of this category. Our goal is not to belabor the shortcomings of a
single method, but to sensitize other researches to the existence of the situation in which such
shortcomings can prevail, and to encourage a response that can lead to producing something
better. We operate in an antiquated and fallible framework, and there is no remedy in sight
as long as the number of an authors publications is considered more important than the
quality of those publications, and as long as we use a reviewing system which is inherently
inconsistent.
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