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We consider the problem of multiple change-point estimation in the mean of an AR(1) process. Taking into
account the dependence structure does not allow us to use the dynamic programming algorithm, which is
the only algorithm giving the optimal solution in the independent case. We propose a robust estimator of
the autocorrelation parameter, which is consistent and satisfies a central limit theorem in the Gaussian case.
Then, we propose to follow the classical inference approach, by plugging this estimator in the criteria used
for change-points estimation. We show that the asymptotic properties of these estimators are the same as
those of the classical estimators in the independent framework. The same plug-in approach is then used to
approximate the modified BIC and choose the number of segments. This method is implemented in the R
package AR1seg and is available from the Comprehensive R Archive Network (CRAN). This package is
used in the simulation section in which we show that for finite sample sizes taking into account the de-
pendence structure improves the statistical performance of the change-point estimators and of the selection
criterion.

Keywords: auto-regressive model; change-points; model selection; robust estimation of the AR(1)
parameter; time series

1. Introduction

Change-point detection problems arise in many fields, such as genomics [8,9,31], medical imag-
ing [20], earth sciences [15,36], econometrics [17,19] or climate [25,28]. In many of these prob-
lems, the observations cannot be assumed to be independent. Indeed the autocovariance structure
of the time series display more complex patterns and might be taken into account in change-point
estimation.

An abundant literature exists about the statistical theory of change-point detection. Only speak-
ing about Gaussian processes, various frameworks have been considered ranging from the inde-
pendent case with changes in the mean [6], to more complex structural changes [3], dependent
processes [19] or processes with changes in all parameters [5].

[19,21] proved that, if the number of changes is known, the least-squares estimators of the
change-point locations and of the parameters of each segment are consistent under very mild
conditions on the autocovariance structure of the process with changes in the mean. A quasi-
likelihood approach is also proved to provide consistent estimates for the model with changes in
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all parameters [5]. Many model selection criteria have also been proposed to estimate the number
of changes, mostly in the independent case (see, for example, [20,22,37,39]).

Change-point detection also raises algorithmic issues as the determination of the optimal set
of change-point locations is a discrete optimization problem. Several approximate solutions to
this problem exist [12,16,29,35]. However, the dynamic programming algorithm introduced by
[2] and its refinements [27,32] are the only efficient and exact algorithms to recover this optimal
segmentation. The computational complexity of this algorithms is quadratic relatively to the
length of the series.

However, the dynamic programming algorithm only applies when (i) the loss function (e.g.,
the negative log-likelihood) is additive with respect to the segments and when (ii) no parameter
to be estimated is common to several segments. These requirements are met by the least-square
criterion (which corresponds to the negative log-likelihood in the Gaussian homoscedastic inde-
pendent model with changes in the mean) or by the model and criterion considered by [5]. In
other cases, iterative and stochastic procedures are needed [4,24].

In this paper, we consider the segmentation of an AR(1) process with homogeneous auto-
correlation coefficient p*:

yi=up+n. G+ 1<i<ey . 0<k=m*1<i=<n, (1)
where (1;);cz 1s a zero-mean second-order stationary AR(1) process defined as the solution of

ni=pni-1+e€, 2

where |p*| < 1 and (¢;);ez is a white noise with variance o*>. We further also assume that yg is
ar.v. with mean uj and variance a*2/(1 — ,0*2). Actually, most of the results we provide in this
paper hold without the Gaussian assumption, even if the Gaussian likelihood is considered.

Note that this model is different from the ones considered by [12] and [5]. Indeed, [12] consid-
ered the segmentation issue of a non-stationary time series which consists of blocks of different
autoregressive processes where all the parameters of the autoregressive processes change from
one segment to the other. [S] proposed a methodology for estimating the change-points of a non-
stationary time series built from a general class of models having piecewise constant parameters.
In this framework, all the parameters may change jointly at each change-point. This differs from
our model (1) where the parameters p* and o* are not assumed to change from one segment
to the other. The direct maximum-likelihood inference for such a process violates both require-
ments (i) and (ii). Indeed the log-likelihood is not additive with respect to the segments because
of the dependence that exists between data from neighbor segments and the unknown coefficient
p* needs to be estimated jointly over all segments.

Our aim is to propose a methodology for estimating both the change-point locations t,» =
(t;’ W 1<k<m* and the means p* = (u})o<k<m*, accounting for the existence of the auto-
correlation p*.

In the sequel, we shall use the following conventions: 77, =0, tn 41 =N and assume that
there exists 7 = (7;)o<k<m+1 such that, for 0 <k <m + Lt k= = |nt}], [x] denoting the
integer part of x. Consequently, 7y =0 and 7. | = 1.

If p* was known, the series could be decorrelated and the dynamic programming algorithm
could then be used for the segmentation of this decorrelated series (y; — p*yi—1)i>1. Here, p* is
unknown, but is estimated, and this estimator is then used to decorrelate the series.
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To this aim, we borrow techniques from robust estimation [26]. Briefly speaking, we consider
the data observed at the change-point locations as outliers and propose an estimate of p* that is
robust to the presence of such outliers. We shall prove that the estimate we propose is consistent
and satisfies a central limit theorem.

We shall prove that the resulting change-point estimators satisfy the same asymptotic proper-
ties as those proposed by [5,21]. Finally, we propose a model selection criterion inspired by the
one proposed by [39] and prove some asymptotic properties of this criterion.

This method is implemented in the R package AR1seg and is available from the Comprehen-
sive R Archive Network (CRAN).

This paper is organized as follows. In Section 2, we propose a robust estimator for p* and
establish its asymptotic properties in the Gaussian case. In Section 3, we prove that the change-
point estimators defined in (11) are consistent in both the Gaussian and the non-Gaussian case. In
Section 4, we provide a consistent model selection criterion in the non-Gaussian case and derive
an approximation of a Gaussian criterion. In Section 5, we illustrate by a simulation study the
performance of this approach for time series having a finite sample size.

2. Robust estimation of the parameter p*

The aim of this section is to provide an estimator of p* which can deal with the presence of
change-points in the data. In the absence of change-points (m* = 0 in (1)), a consistent estimator
of p* could be obtained by using the classical autocorrelation function estimator of (y;)o<i<n
computed at lag 1. Since change-points can be seen as outliers in the AR(1) process, we shall
propose a robust approach for estimating p*. [26] propose a robust estimator of the autocorre-
lation function of a stationary time series based on the robust scale estimator proposed by [33].
More precisely, the approach of [26] would result in the following estimate of p*:

5= 20 = 0.67)
Q2(yH) + 02(y7)’

where y© = (yit1 + ¥i)o<i<n—1, ¥~ = (Vi41 — Yi)o<i<n—1 and Q,, is the scale estimator of [33]
which is such that Q, (x) is proportional to the first quartile of

{|xi—xj|;05i<j§n}.

The asymptotic properties of this estimator are studied by [23] for Gaussian stationary pro-
cesses with either short-range or long-range dependence. However, as we shall see in the
simulation section we can provide an estimator of p* which is more robust to the presence of
change-points than ppg. The asymptotic properties of this novel robust estimator are given in
Proposition 2.1.

Proposition 2.1. Let yo, ..., y, be (n + 1) jointly Gaussian observations satisfying (1) and let

~ _ (medoi<n—lyie2 = yiD)*
" (medo<i<n—1lyit1 — yil)?

1, 3)
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where medx; denotes the median. Then, p, satisfies the following central limit theorem

Vn(pn — p*) 4, N(0, 52), as n — oo, 4)
where
& =E[W(no. n1.m)*] +2 Z]E[‘I'(no, 11, 12)W (ks et 1> Mt 2) ) )
k=1

and the function V is defined by
W (xo, X1, Xx2)

(140"
- —
-1 (3/4p(@~1(3/4)

(6)

{Ix2—x0|<v20*2 =1 (3/4)} — jl{l)ﬂ—)folf 20*2/(1+p*)<13*1(3/4)}]’

[1

where @ and ¢ denote the cumulative distribution function and the probability distribution func-
tion of a standard Gaussian r.v., respectively.

The proof of Proposition 2.1 is given in Appendix A.1.

Remark 2.1. Observe that the classical correlation could not be used here. Indeed, let 5, (1)

be the standard sample lag 1 autocorrelation of the series yy, ..., y, satisfying (1). One can

easily show that (0, (1)) tends in probability to :E(l);iﬁ , Where y is the autocovariance function

of .(17,-),-62 anq A = kazo(r,;jr.l - ‘L']:),llez - (Zf:o(fk*ﬂ — t)up)?, as n tends to infinity. Our
estimator avoids this asymptotic bias since it is robust to the presence of changes in the mean.

Remark 2.2. Note that the asymptotic distribution given in (4) allows to define a test of (Hp):
‘p* =0’ as the asymptotic variance &> does not depend on any unknown parameter under Hp.

Remark 2.3. Since the estimator (3) involves differences of the process (y;) at different instants,
it can only be used in the case of stable distributions as defined by [14]. Among them, we can
quote the Cauchy, Lévy and Gaussian distributions, where the Gaussian distribution is the only
one to have a finite second order moment. We give some hints in Appendix A.2 to explain why,
in the case of the Cauchy distribution, taking p,, defined as follows leads to an accurate estimator
of p*:

S_ _1+\/1+;5n7 ifﬁni(),
" V= VTxp,, ifP. <O,

where p,, is defined by (3). Some simulations are also provided in Section 5.4 to illustrate the
finite sample size properties of this estimator.

@)

3. Change-points and expectations estimation

In this section, the number of change-points m* is assumed to be known. In the sequel, for
notational simplicity, m* will be denoted by m. Our goal is to estimate both the change-points
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and the means in model (1). A first idea consists in using the following criterion which is based
on a Gaussian quasi-likelihood conditioned on yy and on the reparametrization & = (1 — p) ik,
and to minimize it with respect to p:

m et

SN Gi—pyic1— &)

k=0 i=t+2
= Ok Sk 2
-1 P
+;{<)’zk+l—m)—l)<)’n{—l_p>} + (y1 — pyo — 80)”.

Due to the term that involves both §;_1 and J, this criterion cannot be efficiently minimized.
Therefore, we propose to use an alternative criterion defined as follows:

m k4l

SSu(y, 0,8, 0=) " > (i —pyi-1 — ) ®)

k=0i=t;+1

Note that SS,,(z, p, (1 — p)p, t) corresponds to —rn /2 times the Gaussian log-likelihood of the
following model maximized with respect to o':

zi — g =p*(zie1 — 1f) + €, i t1<i<tr,0<k<m,1<i<n, (9

and where z¢ is a r.v. with mean pg and variance o*2/(1— ,0*2) and (¢;);cz is a white noise with
variance o*2. In this model, which is a subset of a model belonging to the class considered in
[5], the expectation changes are not abrupt anymore as in model (1).

The parameter p, involved in each term of (8), is still a problem in order to minimize S.S,,, with
respect to p, § and t. This minimization problem is a complex discrete and global optimization
problem. Dynamic Programming [2] cannot be used in this case. Only iterative methods are
suitable to this minimization problem, without any guarantee to converge to the global minimum.

However, if p is replaced by an estimator p,,, SS;,(y, 0,, 8, t) can be minimized with respect
to § and t by Dynamic Programming. Proposition 3.2 gives asymptotic results for the estimators
resulting from this method.

Proposition 3.1. Let z = (20, ..., z) be a finite sequence of real-valued r.v.s satisfying (9) and
(p,,) a sequence of real-valued r.v.’s. Let 8,,(z, p,,) and t,(z, p,) be defined by

(312 P0) ta(z. ) =  argmin  SS,(2,5,.8,1), (10)
@S, HeRmtix A, ,

-~ _ L~ _
Tn(Zv p}‘l) - ;tn(za pn)7 (11)
where

A ={(t0, ..., tmy1)i10=0< - <ty =nVk=1,....m+ Lt —n_1 = A} (12)
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and where (Ay) is a real sequence such that n YA, — s 0 and n= Ay —> s 0 +00 with
o > 0. Assume that

(Bn = p*) = 0p(n™"?), (13)
as n tends to infinity. Then,
|20 2 — T | =0p(n7"), 80z 5,) — 8] = Op(n™'12),
where || - || is the Euclidean norm and

8% = (85 ) = (L= ") (KGo - i)

Proposition 3.2. The results of Proposition 3.1 still hold under the same assumptions when z is
replaced with y satisfying (1).

Remark 3.1. Observe that, similarly to most of the papers dedicated to multiple change-points
estimation [3,21,38], we assume that the number of change-points m is fixed and does not depend
on the number of observations.

The proofs of Propositions 3.1 and 3.2 are given in Appendix A.3 and A.4, respectively. Note
that the estimators defined in these propositions have the same asymptotic properties as those of
the estimators proposed by [21]. In the Gaussian framework, the estimator g, defined in Sec-
tion 2 satisfies the same properties as p,, and can thus be used in the criterion S, for providing
consistent estimators of the change-points and of the means.

4. Selecting the number of change-points

We now consider the selection of the number of change-points. We first propose a penalized
contrast criterion, which we prove to be consistent in the non-Gaussian case. The penalty has
a general form, which needs to be specified for a practical use. Therefore, we also derive an
adaptation of the modified BIC criterion proposed by [39] in the Gaussian context. This criterion
does not rely on any tuning parameter and has been shown to be efficient in practical cases [30].

4.1. Consistent model selection criterion

We propose to select the number of change-points m as follows

. 1 _
m= argmin —SS,,(z,0,) + B.m, (14)

0<m=<mmax

where mmax > m*, (Bn)n>1 1s a sequence of positive real numbers, p,, satisfies the assumptions
of Proposition 3.1 and

SSm(Z,p)=8 m,i4n SSu(z, p,8,0), 15)

teAnm

Apn.m being defined in (12). In practice, mmax is an upper bound provided by the user.



1414 Chakar, Lebarbier, Lévy-Leduc and Robin

Proposition 4.1. Under the assumptions of Proposition 3.1, and if

Bn — 0, nl/zlgn —> 100, ApfBy —> +o0,
n—00 n—00 n—00

where A, is defined in Proposition 3.1, m defined by (14) converges in probability to m*.

Proposition 4.2. The result of Proposition 4.1 still holds under the same assumptions when 7 is
replaced by y satisfying (1).

The proofs of Propositions 4.1 and 4.2 are given in Appendix A.5 and A.6, respectively.

Remark 4.1. 1f 8, = n~#, the assumptions of Propositions 4.1 and 4.2 are fulfilled if and only if
0 < B < min(e, 1/2), where « is defined in Proposition 3.1. « stands for the usual bound for the
control of the minimal segment length [21]. The 1/2 bound is the price to pay for the estimation
of p*.

4.2. Modified BIC criterion

Reference [39] proposed a modified Bayesian information criterion (mBIC) to select the number
m of change-points in the particular case of segmentation of an independent Gaussian process x.
This criterion is defined in a Bayesian context in which a non informative prior is set for the
number of segments m. mBIC is derived from an Op (1) approximation of the Bayes factor be-
tween models with m and 0 change-points, respectively. The mBIC selection procedure consists
in choosing the number of change-points as:

m = argmax Cy, (x, 0), (16)
m

where the criterion Cy, (y, p) is defined for a process y as

—m+1

n
Cm()’ap):_ )

n—m+1
log $Sm (y, p) +1logl’ —

1 m
-3 Zlognkﬁ(y, p)) —mlogn,
k=0

where I' is the usual Gamma function. In the latter equation

ne (0, 0)) =Ts1(v, p) =T, p), (17)

where T(y, )= {1y, p),....Tn(y, p)) is defined as /t\(y, p) = argminteA’m ming SS,, (v, o,
5,1).

Note that, in model (9), the criterion could be directly applied to the decorrelated series v* =
(W) 1<i<n = (Vi — P*Yi—1)1<i<n Since

Cn (y, ,o*) =Cy, (v*, 0).
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We propose to use the same selection criterion, replacing p* by some relevant estimator p,,.
The following two propositions show that this plug-in approach result in the same asymptotic
properties under both model (9) and (1).

Proposition 4.3. For any positive m, for a Gaussian process z satisfying (9) and under the
assumptions of Proposition 3.1, we have

Cm(Zvﬁn)=Cm(Z,/O*)+0p(l), asn — oo.

Proposition 4.4. For any positive m, for a Gaussian process y satisfying (1) and under the
assumptions of Proposition 3.2, we have

Cn(y.Pn) = Cu(y. p*) + Op(D), asn — oo.

The proofs of Propositions 4.3 and 4.4 are given in Appendix A.7 and A.8, respectively.
In practice, we propose to take o, = p, which satisfies the condition of Proposition 4.4 to
estimate the number of segments by

— 1 - — 1
m= argmax[—(%) log $S, (v, pn) + logl"(%)
m

(13)
1 & -
-3 Zlognk(f(y, ,o,,)) — mlogn:|,
k=0

where S, (-, -) and ng (-, -) are defined in (15) and (17), respectively.

Remark 4.2. Since the definition of the original mBIC criterion is intrinsically related to normal-
ity, we did not study precisely the quality of our approximation without the normality assumption.

5. Numerical experiments

5.1. Practical implementation

Our decorrelation procedure introduces spurious change-points in the series, at distance 1 of the
true change-points (see Figure 1, top). Since these artifacts may affect our procedure, we propose
a post-processing to the estimated change-points t,,, which consists in removing segments of
length 1:

PP(ty) = {f i €t} \ {fn;i such that %, ; =% i—1 + 1 and f i1 # i + 1}.

This post-processing results in a smaller number of change-points. Figure 1 summarizes the
whole processing.

In practice, it may also be useful to have some guidance on how to check that the assumptions
underpinning our approach are satisfied for a given data set. A possible approach is to subtract
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Figure 1. Top left: a series around two changes, with p* = 0.5. Top right: the decorrelated series in the
same region. Bottom left: before post-processing, two pairs of adjacent change-points are found. Bottom
right: post-processing removes the last change-point of each pair of adjacent ones.

the estimated piecewise constant function from the original series. If the model is the expected
one, this new series should be a realization of a centered AR(1) process. Hence, the residuals
built by decorrelation of this series should be mutually uncorrelated. One way to check this is to
perform a Portmanteau test on this series of residuals.

5.2. Simulation design

To assess the performance of the proposed method, we used a simulation design inspired from the
one conceived by [18]. We considered Gaussian series of length n € {100, 200, 400, 800, 1600}
with autocorrelation at lag 1, denoted by p*, ranging from —0.9 to 0.9 (by steps of 0.1) and
residual standard deviation o* between 0.1 and 0.6 (by steps of 0.1). All series were affected by

* = 6 change-points located at fractions 1/6 = 1/36,3/6 +2/36,5/6 £ 3/36 of their length.
Each combination was replicated S = 100 times. The mean within each segment alternates be-
tween 0 and 1, starting with p; = 0.

Estimation of p*

For each generated series, two different estimates p,, of p* were computed: the original estimate
0, = PMG proposed by [26] and our revised version p,, = p,. We carried the same study on
series with no change-point (centered series).

Estimation of the segmentation parameters

For each generated series, we estimated the change-point locations T, (y, p,) using Proposi-
tion 3.1 for each m from 1 to mmax = 75 and with different choices of p,,: 0, (our estimator),
p* (the true value) and zero (which does not take into account for the autocorrelation). For each
choice of p,, we then selected the number of change-points 7 using (18). Actually, the last
choice p,, = 0 corresponds to the classical least-squares framework. In addition, we shall also
use the post-processing described in Section 5.1 for the cases where 0, = p,, and p*.
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To study the quality of the proposed model selection criterion, we computed the distribution of
m for each estimate p,, € {oy, p*, 0} with post-processing or not for the first two estimates of p*.

In order to assess the performance of the estimation of the change-point locations, we com-
puted the Hausdorff distance defined in the segmentation framework as follows, see [7,16]:

d(v*, Tu(y. p,)) = max(di (t*, Tu (3, 5,)). d2 (T, Tu (. B))) (19)

where
di(a,b) = Ziﬁég la —b|, and (20)
dr(a,b) =dj(b, a). 2n

d; close to zero means that an estimated change-point is likely to be close to a true change-point.
A small value of d> means that a true change-point is likely to be close to each estimated change-
point. A perfect segmentation results in both null d; and d,. Over-segmentation results in a small
dy and a large d;. Under-segmentation results in a large d; and a small d;, provided that the
estimated change-points are correctly located.

5.3. Results

Estimation of p*

In Figure 2, we compare the performance of our robust estimator of p*: g, with the ones of the
estimator pyig in the case where there are no change-points in the observations. More precisely,
in this case, the observations y are generated under the model (1) with ,uz =0, for all k. We
observe that the estimator proposed by [26] performs better than our robust estimator. However,
it is not the case anymore in the presence of change-points in the data as we can see in Figure 3.
In the latter case, our robust estimator 0, outperforms the estimator Py for almost all values
of p*.

Model selection

In Figures 4 and 5, we compare the estimated number of change-points /2 in two different con-
figurations of signal-to-noise ratio (6* = 0.1 and o* = 0.5) and with three different values of p*
(p* = 0.3, 0.6 and 0.8). In these figures, the notation LS, Robust and Oracle correspond to the
cases where p,, =0, p, = p, and p,, = p*, respectively. Moreover, we use the notation-P when
the post-processing described in Section 5.1 is used. In the situations where o* and p* are small,
all the methods provide an accurate estimation of the number of change-points. In the other cases,
LS tends to strongly overestimate the number of change-points. Robust and Oracle tend to se-
lect twice the true number of change-points due to the artifactual presence of change-points in
the decorrelated series as explained in Section 5.1. This is corrected by the post-processing and
Robust-P provides the correct number of change-points in most of the considered configurations.
Moreover, we also observe that the performance of Robust and Robust-P are similar to these
of Oracle and Oracle-P: the robust decorrelation procedure we propose performs as well as if
p* was known for n = 1600. It has to be noted that the post-processing would not improve the
performance on LS so we did not considered it.
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Figure 2. Boxplots of ppig — p* in red and p, — p* in black for different values of p* in the case where
there are no change-points in the data with n = 400 (plots on the left), n = 1600 (plots on the right),
o* =0.2 (top) and o* = 0.6 (bottom).

Change-point locations

Figures 6 and 8 display the boxplots of the two parts d; and d» of the Hausdorff distance defined
in (20) and (21), respectively for different values of p* when o* = 0.5. &5 is displayed in Figure 7
for o* = 0.1; for this value of o*, d; was found null for all methods and all values of p*.

When the noise is small (6* = 0.1), the robust procedure we propose performs well for the
whole range of correlation. On the contrary, the performance of LS are deprecated when the
correlation increases, whereas these of LS* still provide accurate change-point locations. This
shows that the least-square approach only fails because it turns to overestimate the number of
change-points. This is all the more true for LS when the variance of the noise is large (6* =
0.5). When the problem gets difficult (both o* and p* large), our robust procedure tends to
underestimate the number of change-points (which was expected) and the estimated change-
points are close to true ones.

An other way to illustrate the performance of the estimation of the change-point locations is
the histograms of these estimates. We provide these plots only for LS, Robust-P and Oracle-P,
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there are change-points in the data with n = 400 (plots on the left), n = 1600 (plots on the right), o*
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(Robust and Robust-P with post-processing) and p,,

O,*

Figure 4. Boxplots for the estimated number of change-points for n = 1600 when p,, = 0 (LS), p,,
equal to 6 (red horizontal line).
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Figure 5. Boxplots for the estimated number of change-points for n = 1600 when p,, =0 (LS), p,, = on
(Robust and Robust-P with post-processing) and p,, = p* (Oracle and Oracle-P with post-processing) with
o*=0.5 and p* = 0.3 (left), p* = 0.3 (middle) and p* = 0.8 (right). The true number of change-points is
equal to 6 (red horizontal line).

because Post-processing does not change significantly LS estimates, and, furthermore, Robust
(respectively, Oracle) method’s histograms with or without Post-Processing are very similar, see
Figures 9 and 10. These figures illustrate that in case of over-estimation of the number of changes
by LS method, the additional change-points seem to be uniformly distributed.

5.4. Additional simulation studies

5.4.1. Comparison with [5]

The quasi-maximum likelihood method proposed by [5], when applied to an AR(1) process
with changes in the mean (yp,...,y,), consists in the minimization with respect to p =

0000 0002 0004 0006 0008 0010 0012 0014

P il

o o 8 8 8 ] e
4 S | m—— == — — — — = _ == i —
T T T T T T T T T T
[ Ls* Robust Robust P Oracle  Oracle_P LS Ls* Robust Robust P Oracle  Oracle_P LS Ls* Robust Robust P Oracle  Oracle_P

Figure 6. Boxplots for the first part of the Hausdorff distance (d; ) for n = 1600 when p,, = 0 (LS and LS*
when the true number of change-points is known), p,, = o, (Robust and Robust-P with post-processing) and
Pn = p* (Oracle and Oracle-P with post-processing) with o* = 0.5 and p* = 0.3 (left), p* = 0.6 (middle)
and p* = 0.8 (right).
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P05 ---»Pm),d =(00,...,0m),8=_(0,...,0y)and t = (tg, ..., t;,) of the following function:

m Tk+1
1
(00,8, 00> Y {(tr1 —t)log(of) + = D i — pryio1 — )7 ¢ (22)
k=0 k i=t+1

Indeed, in the class of models considered in [5], changes in all the parameters are possible at
each change-point. Using this method to estimate the change-point locations for data satisfying
model (1) or (9) boils down to ignore the stationarity of (1;);>0 as defined in (2). It can lead to
a poor estimation of change-point locations, especially when there are many changes close to
each other. To illustrate this fact, we compared our estimator of change-point locations to the
estimates given by the minimization of (22). We generated 100 Gaussian series of length 400,
under model (1), with p* = 0.3 and o* = 0.4. The number of change-points, their locations and
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Figure 8. Boxplots for the second part of the Hausdorff distance (dp) when p,, = 0 (LS and LS* when
the true number of change-points is known), p,, = 9, (Robust and Robust-P with post-processing) and
P = p* (Oracle and Oracle-P with post-processing) with o* = 0.5 and p* = 0.3 (left), p* = 0.6 (middle)
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Figure 9. Frequencies of each possible change-point estimator, with 6* = 0.1 and n = 1600. Tick-marks
on bottom-side axis represent the true change-point locations. o, = 0 (LS, top line), 5,, = o5, (Robust-P,
middle line) and p,, = p* (Oracle-P, bottom line) with p* = 0.3 (left), p* = 0.6 (middle) and p* = 0.8
(right).

the means within segments are the same as in Section 5.2. The number of changes is assumed
to be known and we did not post-process the estimates. Simulations show that using the method
of [5] in this case can lead to a poor estimation of close change-points, while our method is less
affected by the length of segments (see Figure 11). For example, the boundaries of the smallest
segment are recovered in less than half of the simulations when minimizing (22).

5.4.2. Robustness to model mis-specification

In this section, we study the behaviour of our proposed robust procedure (Robust-P) when the
signal is corrupted by an AR(2) Gaussian process, for example, in model 1, n; is a zero-mean
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Figure 10. Frequencies of each possible change-point estimator, with 6* = 0.5 and n = 1600. Tick-marks
on bottom-side axis represent the true change-point locations. 5, = 0 (LS, top line), 5,, = p,, (Robust-P,
middle line) and p,, = p* (Oracle-P, bottom line) with p* = 0.3 (left), p* = 0.6 (middle) and p* = 0.8
(right).
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Figure 11. Frequencies of each possible change-point location estimate. Tick-marks on bottom-side axis
represent the true change-point locations. Left: Estimation by the minimization of (22). Right: Our method.

stationary process such that

ni =@ni—1+e3ni—2 + €,

where |¢2| < 1, ¢1 + ¢ < 1 and ¢ — ¢ < 1. We considered series of fixed length n = 1600,
a residual standard deviation * = 0.1, ¢ = 0.3 and ¢; in {-0.9, 0.8, -0.7,...,0.5,0.6}. We
used the same segmentation design as in Section 5.1. Each combination was replicated 100 times.
All the results are displayed in Figure 12.

The procedure performs well when ¢3 belongs to the interval [—-0.5, 0.2] as expected (similar
to the case of AR(1)): the estimated segmentation is close to the true one. When (/’)’2* > 0.2, it
tends to over-estimate the number of change-points. The true change-points are detected (d; is
close to zero, e.g., the decorrelation procedure with the obtained negative estimation of p* leads
to an increasing in the mean differences) but false change-points are added (large d»). When
¢35 < —0.5, under-segmentation is observed: the decorrelation procedure with a large estimated
value of p* leads to a difficult segmentation problem.
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Figure 12. Left: Boxplots for the estimated number of change-points. Center and right: Boxplots for the
first part of the Hausdorff distance (d) and for the second part of the Hausdorff distance (dp) with n = 1600,
0*=0.1 and ¢] = 0.3 with respect to different values of ¢3.
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Figure 13. Boxplots of ,%n — p* for different values of p* when n = 1600 and o* =0.1.

5.4.3. Estimator of p* in the case of the Cauchy distribution

In Section 2, an analogous estimator of p* in the case of Cauchy distributed observations is
proposed. We follow the simulation design described in Section 5.2, where the Gaussian r.v.’s
are replaced by Cauchy r.v.’s. More precisely, the expectation parameters are replaced by the
location parameters of the Cauchy distribution and o* is replaced by the scale parameter of the
Cauchy distribution. We can see from Figure 13 that Z?n is an accurate estimator of p* except
when p* is close to zero. When this estimator of p* is used in our change-point estimation
method, it leads to poor estimations of the change-points since the Cauchy distribution does not
have finite second order moment (simulations not shown).

6. Conclusion

In this paper, we propose a novel approach for estimating multiple change-points in the mean
of an AR(1) process. Our approach is based on two main stages. The first one consists in build-
ing a robust estimator of the autocorrelation parameter which is used for whitening the original
series. In the second stage, we apply the inference approach commonly used to estimate change-
points in the mean of independent random variables. The Gaussianity assumption is only made
in the Propositions 2.1 (proposed auto-correlation estimator), 4.3 and 4.4 (mBIC criterion). In
the course of this study, we have shown that our approach, which is implemented in the R pack-
age AR1seg, is a very efficient technique both on a theoretical and practical point of view. More
precisely, it has two main features which make it very attractive. First, the estimators that we pro-
pose have the same asymptotic properties as the classical estimators in the independent frame-
work which means that the performances of our estimators are not affected by the dependence
assumption. Second, from a practical point of view, AR1seg is computationally efficient and ex-
hibits better performance on finite sample size data than existing approaches which do not take
into account the dependence structure of the observations.

Appendix: Proofs
A.1. Proof of Proposition 2.1

Let F; and F, denote the cumulative distribution functions (c.d.f.) of (|yi+1 — y;i|) for i #

t;’l,...,t;’m, and (|yj4+2 — yil) for i # t;,l — 1,...,t;,m, — 1, respectively. By (1), (yi —
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E(yi))o<i<n are (n + 1) observations of a AR(1) stationary Gaussian process thus for any
i # 52,17--~7t;,m*’ (yi+1 — yi) and for any i # t;,l — l,...,t;,m, — 1, (yi+2 — yi) are zero-
mean Gaussian r.v.’s with variances equal to 26*2/(1 + p*) and 20*2, respectively. Hence, for

all 7 in R,
14 p* 1
Fi:t—>20|¢t —1 and F:t—=>2®0(t,/ —= | —1, (23)
20*2 20*2

where @ denotes the cumulative distribution function of a standard Gaussian r.v.
Let also denote by F; , and F ,—; the empirical cumulative distribution functions of (|y;4+1 —
Yilo<i<n—1 and (|yi+2 — yil)o<i<n—2, respectively. Observe that for all ¢ in R,

Vi (Fin(0) — Fi(1))

1 n—1
= (ﬂ{lyi+1_y[|§t} - Fl(t))
n -
i=0
1 1 24)
=~ Z (ﬂ'{|}'i+1—yi|5t} —F (t)) + — Z (]1{|yi+l_}'i|5f} — F (t))
le{t’;‘l ..... t’:m,} ) ggzgn—l
‘¢{t,,yl ----- tn,m*}
1
=7 (Ljei1<0) = Fi (D) + Ra(0),
n ;
0<i<n—1
where sup, g | R, (1)| = 0p(1), the z; = yiy1 — yi except for i =1} ,..., 1% ., where z; =

ni+1 — Ni, (n;) being defined in (2).

Thus, by using the theorem of [11], we obtain that the first term in the right-hand side of (24)
converges in distribution to a zero-mean Gaussian process G in the space of cadlag functions
equipped with the uniform norm. Since the second term in the right-hand side tends uniformly to
zero in probability, we get that /n(F , — F}) converges in distribution to a zero-mean Gaussian
process in the space of cadlag functions equipped with the uniform norm and that the same holds
for v/n — 1(F2,,—1 — F2).

By Lemma 21.3 of [34], the quantile function 7 : F — F -1 /2) is Hadamard differentiable
at F tangentially to the set of cadlag functions 4 that are continuous at F~!(1/2) with derivative
Tj.(h) = —h(F~1(1/2))/F'(F~'(1/2)). By applying the functional delta method [34], Theo-
rem 20.8, we get that /n(T (Fy ,) — T (F})) converges in distribution to Tl/’l (G). Moreover, by
the Continuous mapping theorem, it is the same for TI’pl {/n(F1,, — F1)}. Thus,

Vi(Fr(1/2) = Fy'(1/2) = T {Vn(F1y — FD 0, (1)

-1
1 2i=0 @y imyizrytagzy — 12 |

- 1ep—1 +0p( ).
vn Fi(Fy(1/2)
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In the same way,
Vn=1(F;_(1/2) = F; '(1/2))

n—2
_ 1 X:i:0 (1{|yi+2*}'i|SF{1(l/2)} — /2 +0,(1)
7= Fy(F; ' (1/2) !

By applying the Delta method [34], Theorem 3.1, with the transformation f (x) = x2, we get
Vi (Fr (1727 = Fy'(1/2)%)

n—1
2F; 1 (1/2) 2i=0 gy, —yi=r 12y — 1/2)

=- - - +op(1),
NG F{(F'(1/2)) g
V= 1(Fy,_(1/2)* = F;(1/2)%)
_ n—2 _
2R /2) Zizo Qynmyizrtagmy) — /2 +op(D)
n—1 Fj(F;'(1/2)) b
Note that by (23), we obtain that
*2
Frla/2) = H—*¢—1(3/4) and F; '(1/2) =v20:207'(3/4). (25)
o)
Moreover,
F{(F7'(1/2)) = *2 (p ®~'(3/4)) and
(26)
Fj(Fy'(1/2) = 2,/ Gﬂga o1 (3/4)),
where ¢ denotes the probability distribution function of a standard Gaussian r.v.
Observe that /n(p;, — p*) can be rewritten as follows:
Vi — o) Jrfaa /22 = A PO F, (/22
n(pn — =4/n
"r Frl(1/2)2
—1 2 -1 2 * -1 2 -1 2
_ f (Fy,—1(1/2)" = F, " (1/2)7) = (1 + p")(Fy ,(1/2)7 = F;(1/2)) 27

Fia(1/2)
Fy (1/2)2 —(1+p"F] (1/2)2
o a(1/2)?
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By (25) the last term in the right-hand side of (27) is equal to zero. Thus,
Fi oy (1/2*Vn (5, = p*)

1 n—2 .
T n=1 Z(;{“?(]l{lym—y,-|sF;1(1/2>} — U= a0 Wy et — 1)
1=

+o0,(1),
where, by (26),

211/2) 0 TG/

B = =T T
F,(F, (1/2)) P(@=1(3/4)

B 2F71(1)2) _ 20 @734
Fl(F7'(1/2)  14p*9(@71G3/4)

By (25), v/n(p, — p*) can thus be rewritten as follows:

2070713/ 1
- 1+ p* vn—=1

Fi, (/2 (pn = p*) S W nis1 ni42) +0p(D),

0<i<n—-2

where W is defined in (6) and (;) is defined in (2). Since W is a function on R> with Hermite
rank greater than 1 and (n;);>0 is a stationary AR(1) Gaussian process, and since Flf;(l /2)?
converges in probability to F’ fl (1/2)?, (4) follows by applying [1], Theorem 4, Slutsky’s lemma
and equation (25).

A.2. Hints for (7)

Note that if X has a Ca_uchy(xo, y) distribution then the characteristic function ¢x of X can
be written as ¢y (1) = e*0!~7Ifl_ Moreover, the c.d.f. Fxy of X is such that F§1(3/4) =x0 +
y. Thus, n; = Zkzo(p*)kei—k has a Cauchy(%, ﬁ) distribution and (p* — 1)n; has a

ylp 1]
1—[p*] .
Cauchy r.v.’s, it is distributed as a Cauchy(0, y (1 + |1PT;£\|)) distribution. In the same way,

Cauchy(—xy, ) distribution. Since n;11 —n; = (p* — 1)n; +€; is a sum of two independent

Nig2 — Ni = (,o"2 — Dn; + p*€; + €42 is a sum of three independent Cauchy r.v.’s and has
thus a Cauchy(0, 2y (1 + |p*])). Let F| and F> denote the c.d.f. of (n;+1 — n;) and (542 — n;),
respectively. By using the properties of the c.d.f. of a Cauchy distribution, we get, on the one
hand, that F2_1 (3/4) =2y (1 + |p*]) and, on the other hand, that

2y, if p* >0,
F'G/4=1 2

, if p* <O.
14 p* P
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From this we get that

<F2—1(3/4))2 - p* (24 p*). if p*>0,
FI'G/4) p*(p**—2),  if p* <.

The definition of ﬁn comes by inverting these last two functions.

A.3. Proof of Proposition 3.1

In the sequel, we need the following definitions, notations and remarks. Observe that (9) can be
rewritten as follows:

z=p*Bz+T ()8 +e, (28)
where
b4 20 85 €]
z=\| 1, Bz = , =1 | e=| |, (29)
Zn Zn—1 5 €n

where 8; = (1 — p*)uy, for 0 <k <m, and T (t) is an n x (m + 1) matrix where the kth column
is,...,0 1,...,1 0,...,0 HT.

Let us define the exact and estimated decorrelated series by
w*=z—p"Bz, (30)
T=z—7,Bz. (31)

For any vector subspace E of R”, let wr denote the orthogonal projection of R” on E. Let
also | - || be the Euclidean norm on R", (-, -) the canonical scalar product on R"” and || - || the
sup norm. For x a vector of R” and t € A4, ;,, let

1
Tnn 0 = ([ 00 = ez ). (2)

written J, (x, t) in the sequel for notational simplicity. In (32), E¢ and E¢ correspond to the
linear subspaces of R" generated by the columns of T'(t};) and T (t), respectively. We shall use
the same decomposition as the one introduced in [21]:

Jn(x»t)ZKn(xat)'i'Vn(xvt)+Wn(x’t)a (33)

where

2

1
Ku(x,t) = ;|| (e, — 7E)Ex|”, (34)

1
Var, ) = — (|, (r — Ex) I? = |75 —E0)|), 35)
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2
Wo(x,t) = - ((”Et; (x —Ex), TE, (Ex)) — (JTEt (x —Ex), mg, (Ex))). (36)

We shall also use the following notations:

A= 1§{1§n|‘3" -84, (37)

A= 1I§I}<a§Xm|8]: -84, (38)

Ape = l<km<irrn1+l(r,: — r,:_l), (39)
Coynm = {t € An,m; V&_z = Ht -t ” = nVA‘t*}a (40)
Choynm =CoymmN{te Ay Vk=1,....m 1> 1y,}, (41)
Cl/),y,n,m (I) = {t e Cl/),y,n,m; (42)

VkeZ, v&‘z <ty — t,’[’k <nyAqandVk ¢ 7,4 — t;,k < v&‘z},

forany v > 0,0 <y <1/2 and Z C {1, ...,m}. We shall also need the following lemmas in
order to prove Proposition 3.1 which are proved below.

Lemma A.1. Let (20, ..., 2n) be defined by (1) or (9), then
| Bzl = 0p(n'/?), @3)
Izl = 0p(n'?), (44)
as n tends to infinity, where Bz and z are defined in (29).
Lemma A.2. Let (2o, ..., 2n) be defined by (1) or (9) then, for all t € Ay, p,,

|p* — Pl
n

| g @, t) — J, (w*, t)| <2 IBzIl(|0* + 5|1 Bzl +2lizll) = Op (n=/%) = 0p (1),

as n — oo, where J,, is defined in (32), Bz and 7z are defined in (29), w* is defined in (30) and w
is defined in (31).

Lemma A.3. Under the assumptions of Proposition 3.1, | T,, — T*||co converges in probability
to 0, as n tends to infinity.

Lemma A.4. Under the assumptions of Proposition 3.1 and for any v > 0,0 <y < 1/2 and
Tc{l,...,m},

. 1 * * *
P teC/mm . EK"(w ,t)—l—V,,(w ,t)—i—Wn(w ,t) <0)—0, asn— oo,

v,y.n,m

where C! (D) is defined in (42) and w* is defined in (30).

v,y,n,m
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Lemma A.5. Under the assumptions of Proposition 3.1 and for any v > 0,0 <y < 1/2 and
Ic{l,...,m},

P( min  J,(w,t) 50) — 0.  asn— oo,
teC/ (@5

v,y,n,m

where C! (Z) is defined in (42) and w is defined in (31).

v,y,n,m

Lemma A.6. Under the assumptions of Proposition 3.1,
|70 (2. 2) = 7o = Op (n 7).

Proof of Lemma A.1. Without loss of generality, assume (zo, .. ., 2,) is defined by (9). IzlI? —
I Bz)|? = z2 — z3 = Op(1) thus we only need to prove (43). || Bz|* = S z? then Markov
inequality implies that || Bz||> = Op(n). O

Proof of Lemma A.2. By (30), w = w* + (p* — p,,) Bz. Thus, by (32), we get
Ju(w,t) — Jy, (w*, t)

200" -7
e (B)|* + w(mﬁ (z— p*Bz), mi,. (B2)) (45)

_ (:0* - ﬁn)2 ||
n

_ (p*_ﬁn)z H *_ﬁn)(
n

2 2(p R
180" = 2P g (o ) ().
Observe that the sum of the first two term in the right-hand side of (45) can be rewritten as
follows:

1
— (0" = Pu) (e (B2), (0" = Pn) e (B2) + 275, (2 — 0" B2)
1
~ (/0* - ﬁn)(”Et* (B2), TEw (2Z - (,0* + ﬁn)BZ»'

Since the same can be done for the last two terms in the right-hand side of (45), the Cauchy—
Schwarz inequality and the 1-Lipschitz property of projections give

[T, t) — J, (w*, t)]| <2

|p;—p"'||Bz||(|p*+ﬁ,,|||Bz|| +201z)).

The conclusion follows from (13) and Lemma A.1. O

Proof of Lemma A.3. [21], proof of Theorem 3, give the following bounds for any t € A, ,,:

K,,(w*,t) > Azmin(l max |tk — 1ty

n 1<k<m

, A) 46)
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n 2
Vo (w*,t) > @(KK’(ZG,) +lr§g(.z e,-) ) (47)

W (0", )] < M(fﬁf‘i‘n e ) (48)

where A, A and A+ are defined in (37)—~(39). For any v > 0, define, as in [21], proof of Theo-
rem 3,

n

pop

1=n-—s

+ max
1<s<n

n

CanJ,ZZ{tG.A%’m;}t

—t*||ooznv}. (49)

For 0 < v < A;+, we have:

P([6n(2. ) = ] o = nv) = P( min J, @6 <0)

teCom,v

< P( min (J (w,t) — (w t)) —v&z)

teCp m,v

+ P(t rélin (Vn(w*,t) + W, (w*,t)) < —v&z)
S n,m,v

(50)
< P( min (J,(@,t) — J,(w*, t)) < —Vf)

tec)z m,v

n 2
max ZE’ + max Z €; zc&znAnv
1<s<n 1<s<n\ .
I=n—s
max Ze,
1<s<n

for some positive constant c. The last two terms of this sum go to 0 when n goes to infinity [21],
proof of Theorem 3. To show that the first term shares the same property, it suffices to show that
Jo(w, t) — J,(w*, t) is bounded uniformly in t by a sequence of r.v.’s which converges to 0 in
probability. This result holds by Lemma A.2. (|

n
+ max

PR
I1<s<n|.

I=n—s

>c)’n v )

Proof of Lemma A.4. Using equations (64)—(66) of [21], one can show the bound (73) of [21]
on

P<t€c min (K, (", 8) + Vi (", ) + W, (", 1)) <0).

vynm(

Using the same arguments, we have the same bound on

1
P<tec min (I)<§K,, (w*, t) + Vu(w*, t) + W, (w*, t)) < 0).

v,y.nm

We conclude using equations (67)—(71) of [21]. O
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Proof of Lemma A.S. By (33),

P( min Jn(w,t)go)
teC! 7)

v,y.n,m

1
< P(tecﬁr'lm(z)(h(w, t) — Jp(w*, t) + 5K,,(w*, t)) < 0)

1
+P min —Kp(w*, t) + Vy(w*, t) + W, (w*, t) ] <0).
(tecc_y,ln,m<1><2 (07 Vil )+ W )>‘ )
By Lemma A.4, the conclusion thus follows if

. _ NS
P(tec/mm (I)(Jn(w,t) — Jn(w*, t) + EK"(w ,t)) < ()) —0, 25 71 = 00,

v, y.n.m

Since mingec; @ Kn(w*, t) > (1 — y)Ag+v [21], equation (65),

y.n,m

P( i <J W, t) — Jy(w* t)~|—lK (w* t))<0>
tec{g}.glm(z) n(W, n\W, 3 n(W, =

. _ N 1
<P o/min (I)(Jn(w,t) — Ja(w*, t)) < E(y —DApv ),

v,y m,m

and we conclude by Lemma A.2. |

Proof of Lemma A.6. For notational simplicity, (2, p,) will be replaced by t, in this proof.
Since for any v > 0,

P(Jts =] <v27%) = P(Jts = ;] <1y Aee) = Pt €Coynm).
it is enough, by Lemma A.3, to prove that
P(t, € Cv,y,n,m) — 0, asn — oo,

forallv>0and 0 <y < 1/2. Since

Cv,y,n,m = U Cv,)/,n,m N {t S -An,m; Vkel, ty > t):)k}ﬂ
Zc{l,...,m}

we shall only study one set in the union without loss of generality and prove that

P(t,€Cy ) nm) — 0, as n — 0o,
where C}, ,, , ,, is defined in (41). Since C;, ,, ,, ., = Uzc(1._m) C.y.n.m (D), we shall only study

one set in the union without loss of generality and prove that

P(t, C,

v,y,n,m(I)) — Os asn — oQ.
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Since
Pt €Clyun@) = P(_ min 1,0 <0),
v,y.n,m
the proof is complete by Lemma A.5. O

Proof of Proposition 3.1. For notational simplicity, lﬁ\n (z,p,) will be replaced by 8, in this
proof. By Lemma A.6, the last result to show is

[8: =8 = 0 (n=1%),

that is, for all k, 8, x — 8§ = Op(n~1/?). By (30) and (31),

[llk+1
Spk = l 7 Z w;
n,k+1 n,k i=T, i 41
Tn k1 ket 1
‘(—_)( 2 wit (et =m) X Zi—l)-
n,k+1 n,k i=ip 1 i=ip 1
By the Cauchy—Schwarz inequality,
okt 1
s 1/2 1/2 12
Yo ait| SOt =002 4o+ )T = PIBzl = 0p(w),
i=t,r+1

where the last equality comes from Lemma A.1. Hence by (13) and Lemma A.6,

tn k1

[ — w! + 0p(n~"/?
" n(Tyk+1 — Tnk) Z )

(=%}

i=ty +1
Bp k1 Ty k1
o] IDDIELEED D) BTG
n —
nk+1 nk i=ty k+1 i=ty k+1

where the last equality comes from (28) and (30).
Let us now prove that

?n.k-H

Y a=0p(n"""). 1)

7tn k1

1

I’l(‘l,',, k+1 — Tn, K



1434 Chakar, Lebarbier, Lévy-Leduc and Robin

By Lemma A.3, n’l(?n,kﬂ — ?,Lk)’l = 0p(n’1). Moreover,

?n,k-H n k+1 tn k+1 +1
Y a= Y e+ § et Y . (52)
i=ty k+1 i=t .k+l i=ty k+1 i= tn k1

By the Chebyshev inequality, the first term in the right-hand side of (52) is Op(n!/ 2) By using

nk

the Cauchy—Schwarz inequality, we get that the second term of (52) satisfies: | Z €] <

thk+1
% =Tkl 2(QCi €)1/ = 0p(1)Op(n'/?) = Op (n'/?), by Lemma A.6. The same holds for
the last term in the right-hand side of (52), which gives (51). Hence,

?n k+1
_ 1 '
Spp—0F = — 5+ 0p(n~V?
mk k }’l(Tn k+1 — Tn, k) i ;4»]( " k) P(n )
T )3 (Euf =) + 05 (117,

n(Tnk+1 — Tn.k)
i€{tnk+1,.. tn.k+l}\{[;,k+l ----- l;,k+1}

and then
Bak =8| € a4 Lo Fagrt ]\ {2 L2y} max [5]— 8]
' T n(Tuk+1 —Tnk) ' ' . vkt [=0,....,m
+ OP(n_l/z).
We conclude by using Lemma A.6 to get £{f,x + 1,...,fnp+1} \ {t,’:’k + 1t )=
Op(1) and Lemma A.3 to get (Ty x+1 — ?n,k)_l =0p(1). O

A.4. Proof of Proposition 3.2
The connection between models (1) and (9) is made by the following lemmas.

Lemma A.7. Let (yo, ..., yn) be defined by (1) and let

Vi =i — P Yi-1, (53)

A‘f:{_p*(l‘z_%—l)’ lfl: ;,k+1’ (54)
! 0, otherwise,

where the p’s are defined in (1), then the process

w! = v} + A (55)
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has the same distribution as z; — p*zi—1 where (29, ..., z,) is defined by (9). Such a process
(20, - .-, 2n) can be constructed recursively as
20 = Yo, 56
G=widptzt,  fori>0. 0

Lemma A.8. Let (yo, ..., yn) be defined by (1) and let 7z be defined by (53-56). Then

Wi =7; + A, (57)
where
Vi = Yi — PpYi-1, (58)
Wi =2Zi — PpZi—1, (59)
Ai=AF+ (0" = Pp) @ie1 — Yie1)- (60)

Lemma A.9. Let A = (A;)o<i<n as defined in (60). Then |A| = Op(1).

Proof of Lemma A.7. Let z being defined by (56). Using (55), we get, forall 0 <k <m, 1], <
g AR
(zi = mx) = o™ (zi-1 = mz) = (vi — 1z) = p* (vie1 — mz) + A]

i —up) =P (e —mpy). ifi=y, + 1

(vi =) — p*(vie1 — 1}). otherwise.
This expression equals (y; — E(y;)) — p*(vi—1 — E(yi—1)) =ni — p*ni—1 =€ by (1) and (2).
Then z satisfies (9). O
Proof of Lemma A.8. The proof of Lemma A.8 is straightforward. (]

Proof of Lemma A.9. (60) can be written as
A=A+ (p" = D,)(By — B),
where A* = (AY)1<i<n, By = (yi—1)1<i<n and Bz is defined in (29). By the triangle inequality,
IAI < [ A*] + 0" = 5| (IBYI + I Bzll). (61)

Since ||A*|| is constant it is bounded. The conclusion follows from (61), (13) and Lemma A.1.
(]

Proof of Proposition 3.2. Let y, z, v, w and ‘A be defined in Lemma A.8.
Using (32) and Lemma A.8, we get

B _ 2 _ _ -
D@0 = @0 + Ju(B,0) = = (w5, (@), 7E, (D) = [, (@), 715, (B))).
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By the Cauchy—Schwarz inequality and the 1-Lipschitz property of projections, we have
— 2 5
[Ja (A D] < =A%
n
|<7TE12 (W), 7k, (D)) — (e, (W), e (A))] < 2[A]l[[W].
Note that w = z — p,, Bz thus by the triangle inequality
lwll < llzll + o, I Bzll-

Since [p,| = Op(1), we deduce from Lemma A.1 that |w|| = Op(n'/?). Since, by Lemma A.9,
Al = Op(1), we obtain that

_ 2 _ _
sup| (. 1) — = (i (@), 7y (B) = {8,(D), nEtm)))‘ = 0p(n~'7?). (62)

For 0 < v < A+, using (33) and (49), we get:

P(Jt. -], =v) < P(terélin J(@, =0)

n,m,v

§P< min {Jn(w,t)+Jn(Z,t)

teCom.v

2 — _
= 2 ey 0, ) = e, 75, D) | <0)

< P( min {Kn(w, t) + V,(w, t) + W, (w, t) + J, (A, t)

teCpm,v

2 — —
= 2 sy .72, ) (0.7, D)) | <0)

§P< min {%K,,(w,t)+vn(w,t)+W,,(w,t)}50)

teCom,v

1 _
+ P< min {EKn(E, t)+ J. (A1)

teCpom,v

2 - _ - _
- ; ((nEt; (w)a T[Et; (A)> - <JTE1 (lU), jTEt(A)» } = 0> .
Following the proof of Lemma A.3, one can prove that

P( min {%Kn(w,t)—l—Vn(ﬁ,t)—i—Wn(w,t)} 50) — 0. (63)

tecmm,v n—o0o
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Using (46), we get that

(1, — 2 _ _ _ _
P<t€m1n {EKn(w,t)+Jn(A,t) - ;((TL’EtZ @), 7k, (A)) = (mg W), mE (A))) § <0

64
L | o, - B - B (64)
SP(E& v+ min {Jn(A,t>—r—l(<nE,z(w),nEt; (A))—(nEt(w»nEt(A)))}so)

teCom,v

which goes to zero when n goes to infinity by (62).
Then Lemma A.3 still holds if y is defined by (1). To show the rate of convergence, we use the
same decomposition. As in the proof of Lemma A.6, P (mingcc/ @ (0, 1) <0)— ;50

v, y,n,m ~
for all v >0 and 0 < y < 1/2 is a sufficient condition for proving that P(t,(y,p,) €
Cy,y,n,m) —>n—o00 0, which allows us to conclude on the rate of convergence of the estimated
change-points. Note that

teC, D

v,y.n,m teC

P( min Jn(v,t)go)gp< min {%Kn(w,t)—i-vn(w,t)—i-Wn(w,t)}50)

v,y.n,m

1 _
+ P(Eﬁv + Ju (A b)

2 _ _ _ —
= (e, @), 7, (B) = (e, @), 7, (D)) = 0).
In the latter equation, the second term of the right-hand side goes to zero as n goes to infinity by
(62).

The first term of right-hand side goes to zero when n goes to infinity by following the same
line of reasoning as the one of Lemma A.5. This concludes the proof of Proposition 3.2. [

A.5. Proof of Proposition 4.1

‘We shall used in this section the notations introduced in Sections A.3 and 4.1. The result derives
directly from Lemmas A.10 and A.11.

Lemma A.10. Under the assumptions of Proposition 4.1, P(in =m) —> 5000 if m < m*.
Lemma A.11. Under the assumptions of Proposition 4.1, P(il = m) —> ;00 0 if m > m*.
Proof of Lemma A.10. If 1 =m < m*, then

1 _ 1 - x

;SSm(Zs Pn) + Bum < ;Ssm*(zs On) + Bum™,

where S, is defined in (15). In particular, there exists t € A, ,, such that

1 1
; n’%inSSm(Z’ Pn> d,t) + Bym < ; InalnSSm (Za Pns J, t;) + ﬂnm*-
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From (32), we get
Jo(W, t) < By (m* —m).
Since (B,) converges to zero, for any ¢ > 0, 8, (m* —m) < ¢ for a large enough n, and so
Ju(w,t) <e.

One can check that there exist 0 < v < A+ such that, for a large enough n, there exists t' €
Cn.m*.v such that E¢ C Ey (that is the change-points of t are change-points of t') for all t € A,, ,,,,
where Cy ., is defined in (49). From (32) and E¢ C Ey, we get J, (w, t') < J, (w, t). Then, the
following inequality holds for all ¢ > 0 and any large enough n:

P(m=m) < Pt €Cpm v, Jn(W,t) <é). (65)

We then follow the steps of (50), —vA? being replaced by & — vA%. The convergence of P(3t’ €
Co.m* vy Jn(W, t') < &) to zero holds with ¢ < v&z. We can conclude with (65). O

Proof of Lemma A.11. Following the proof of Lemma A.10, if i = m > m*, there exists t €
Ay such that J, (w, t) < 8,(m* —m) and then J,(w, t) + B, <0 since m > m*. Then

P =m) < P(3t € Ay, Ju(@. 1) + B <0). (66)

Adding the change-points of t} to those of such a t, one can get t' € A, ,y with m* <m <
m’ < m + m* such that E¢ U Ey C Ey, provided that (m + m*)[A,] < n, where [-] is the
ceiling function, this condition being fulfilled for any sufficiently large n under the assumptions
of Proposition 4.1 since n~lA, converges to zero. Since Ey C Ey, we derive J,,(w,t)) + B, <
Jo(w, t) + B, from (32). Then, from (66), we get

Vm' > m?*, P(3t' € A, . Ex, CE¢, Ju(w,t) 4+ B, <0) — 0 (67)
n—od
is a sufficient condition to prove the lemma. Let us prove (67). Let m’ > m* and such a t'. We
compare J, (W, t') to J, (w*,t"). Since Ew* € Ex C Ey, K,(w*,t) =0 by (34). By (36) and
Ew* € Et; C Ey,

Wi, €) = 2 (e (" — B sy (Bu*)) — e, (" — Ew?). 7wz, (Eur))

SN S

(rrEt; (w* - Ew*) —TE, (w* - Ew*), TE, (Ew*))

2
= _;<7TE:L* mg, (w* —Ew*), L, (Ew*))

n

:O’

where E- is the (Euclidean) orthogonal complement of the vector subspace E. Then J, (w*, t') =
V,(w*, t') and

Jn(W, ) =V, (w*, t') + (Ju(w, ') = Ju(w*, V). (68)



Change-points in the mean of an AR(1) process 1439

Using (47), Vi (w*, t) > — 20D M, where

Mn = Mn,l + Mn,2»
s 2
Mn,l = max Zei ,
1<s<n\“
i=1
n 2
M, > = max Z €l .
1<s<n

i=n—s

We define Dy, =supye g, |Jn(W, t) — J,(w*, t)|. Then, using (68),

_ 2m+1)
Jy(w,t') > ———+"M, — D,,
n(w )_ nA, n n

which implies

2(m’ + 1)
ni,

<2(m +1) ﬁ">+P<D >,8_,,)
nA, 2

By Lemma A.2, D, = Op (n="2) and then P(D, > %”) tends to zero as n tends to infinity

since nl/zﬂn —> 100 +00. Let us now prove that P(%Mn > '37”) tends to zero as n tends
. . . n
to infinity, which concludes the proof. Note that

P(z(m/+1)M >@>SP<M’“_ nA, By )+P< . nAn B )
nA, 8(m’ +1) 8(m' +1)

P(3t' € Ay . Ee C Ey, Ju(W,t) + By <0) < P( — Dy + By < o)

| /\

We prove the convergence for each term in the right-hand side of the above equation. We shall
prove it for the first term in the right-hand side since the arguments for the other term are the
same. From Kolmogorov’s maximal inequality [13], Theorem 2.5.2, since (¢;);>0 is a sequence
of independent r.v.’s with zero-mean and finite variance o*2,

*2
¥5>0,  P(M,,>8) <™ (69)

’ n,l — —_ 62 .

Letting 8% = 8’}3"5{) in (69), we get
P<Mn = nA, By ) 8(m' + 1)0*27
S(m + 1) A ﬁn

which goes to 0 as n tends to infinity because A, 8, — o0 +00. The proof of the convergence
of P(Mp2 > UEVY.S ) follows the same lines. U

8(m’+1)
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A.6. Proof of Proposition 4.2

The proof directly derives from the following lemmas.

Lemma A.12. Under the assumptions of Proposition 4.2, P(in = m) —>,_ 000 if m < m*.
Lemma A.13. Under the assumptions of Proposition 4.2, P(in =m) —>,_, 000 if m > m*.

Proof of Lemma A.12. Following the proof of Lemma A.10 and replacing w by v, we get, for
any ¢ > 0,

P(n/i =m) < P(Elt/ € Cn,m*,v» Jn (E’ t/) = 8) 70

< P(at/ € Come %Kn (W, ) + Vo (0, ) + W, (w, 1) < %)
| (1)
+ P(Elt’ € Cumtvs 5 Kn (W, t) + Ju (v, 1) — Ju(w. ) < % ,
since

(0, t) = 3K, (0, ) + Vy(w, ) + W, (0, ) + 3K, (0, ) + Ju (v, ) — Ju(w, ).

From (63) and (71), it suffices to prove that

n—o0o

P(Ht/ ecn’m*’v’ %Kn(wv t/) + Jn(ﬁ, t/) — Jn(w, t/) =< %) — 0

to conclude the proof. It follows from (62) and (64), %sz being replaced by %(&21) — ¢), which
is positive if € < A%v. O

Proof of Lemma A.13. As in the proof of Lemma A.11, it suffices to show that

P(3t e Apm, Jn(@,0) + B, <0) — 0.
n—oo

Since

s

Jn(0, ) > J, (W, t) — sup| J, (v, t) — J, (W, 1)
t
the result follows from

1
P (Eit € Apm, Jn(W,t) + =B, < 0) — 0, (72)
2 n—o00

P(supwn(v, t)— J,(w, t)| > %ﬂn> — 0. (73)
t n—oo
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Equation (72) follows from the Proof of Lemma A.11, replacing 8, by %ﬁn. Equation (73) fol-

lows from (62) and from n'/2 B, —> ,,_, o0 +00. O

A.7. Proof of Proposition 4.3

We first give some lemmas which are useful for the proof of Proposition 4.3.

Lemma A.14. Under the assumptions of Proposition 4.3 with SS,,, given by (15), we have, for
any positive m,

SSm(z.0,) =SSm(z, p*) + Op(1),  asn— .

Lemma A.15. Under the assumptions of Proposition 4.3 with SS,,, given by (15), we have, for
any positive m,

SSu(z,p%) ' =0p(n7"),  asn— oc.

Proof of Lemma A.14. The proof of this lemma follows exactly this of Lemma A.16. The
difference is that, in (9), the term A* appearing in the decomposition (77) vanishes. O

Proof of Lemma A.15. We first define

SSu(z, p,t) =argmin SS,,(z, p, §, t).
8
We have, for any positive M,
SSn(z, p*
p(L >M) 5})({M> I}Q{L >M}>
SSm(z, p*) SSm(z, p*, t*) SSm(z, p*)
SSm(z, p*
+p({M <1}H{L>M})
SSm(z, p*, t*) S8m(z, p*)

SSm(z, p*
§P<+>M>+P<M<l).
SSm(Z’ p*at*) SSm(Z’ p*at*)

Under the assumptions of Proposition 3.1, a by product of the proof of Theorem 3 in [21] is that

P< SSm(Zv p*)

CC (- o* t5) = *) — * g% —a
SSm(z, p*, t*) = 1> P(SSm(Z’p ) SSm(Z,,O ,t ) < ()) <Kkn7?,

where « is a positive constant depending on §* and t*, and « is a positive constant. Furthermore,
as 0* 7288, (z, p*, t*) has a X;gfmfl distribution, n='SS,,(z, p*, t*) = 0*2 + op (1) and thus
n=18S,,(z, p*, t*) = Op(1), which concludes the proof. O
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Proof of Proposition 4.3. We have to prove that, for a given positive m, Cp(z, p*) —
Cn(z.7,) = Op(1). Observe that, since T4 (z, p) = 7 (z, p)/n,

Y logni(f(z, 7)) = D lognk(f(z, p*))
k=0

k=0

(74)
m m
= Z 10g(a<+1 (Zv ﬁn) - %\/{(Zy ﬁn)) - Z log(ac+l (Z, ,0*) - %\k (Z, 10*))
k=0 k=0
By Proposition 3.1, both quantities of the previous equation converge in probability to
m
Z log(fl:—i-l - TI:)
k=0
thus
m m
Y lognk(itz, ) = D lognk((z, p*)) = Op (D). (75)
k=0 k=0

Further note that

SS , P SS ,0,) —SS ,p*
logssm(z,ﬁn)—logssm(z,p*)=log(M)=R( (& on) ’”(“’)),

SSm(z, p*) SSm(z, p*)

where R(x) = log(l + x). Lemma A.14 states that SS,,(z,0,) — SSn(z, p*) = Op(1) and
Lemma A.15 that [SS,,(z, p*)]~ ' = Op(n~") so, by [34], Lemma 2.12, we get that

10g SSm (2, P,) —log SSm(z, p*) = Op(n™").

Hence
n—m-+1 - n—m-+1 N
S log 882, Py) = 5 log 88 (2. 0*) = Op (1),
which with (75) concludes the proof of Proposition 4.3. ]

A.8. Proof of Proposition 4.4
We first give some lemmas which are useful for the proof of Proposition 4.4.

Lemma A.16. Under the assumptions of Proposition 4.3 with SS,, given by (15), we have, for
any positive m,

SSm(yaﬁn)ZSSm(y,p*)'FOP(I), asn — 00.
Lemma A.17. If (yo, ..., yn) is defined by (1) and (20, ..., z,) is defined as in Lemma A.7, then

SSu(y, p*) =8Sm(z, p*) + 0p(1),  asn— oo.
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Lemma A.18. Let (X,) and (Y,) be two sequences of rv.s such that X, — Y, = Op(1). If
Y '=0p(n~") then X' = Op(n~").

Proof of Lemma A.16. Using the matrix notations from the proof of Lemma A.9, we have

2
)

SSn(y, p*) = min|[y — p*By — T8 SSu(y, P) =min ||y — 7, By - TS|,

where all minimizations are achieved over all segmentations with /n change points belonging to
Ay.m. Let us define (T*, §*) and (T, 8) by

(?*,;3\*) = argmin”y — p*By —T§|, (T,8) =argmin ||y — p, By — T$|.
T8 T,5

Note that 7* and T refer to 7(y, p*) and 7(y, B,,), respectively. We have
S5 (v Pn) = S (v, p%)| = |min]ly =7, By — 78|~ min|y — p* By — T5]’|

< max(||y - 5,8y = T*5*|* = |y — p*By - 5"

, (76)
ly —5,By = T8I> — |y — p*By = T8 ||

We now have to prove that this upper bound is Op(1). We first prove it for the second term of
in the right-hand side of (76). To do so, observe that ||y — p,, By — Ts|>=|y—p*By — T3 +
(p* —0,)Byl|*. Thus,

ly =, By =T8> = ||y = p*By —=T3|* = (5, — 0*) | BYI> +2(0* — 5, )(By, y — p* By — T5).

Since, by (28) and Lemma A.7, y — P*By —Téd=€— A*+(T*8* —T8) =€ — A*+T*(8* —
8) + (T* — T)4, where A* is the n-dimensional vector with entries A%, we get

ly =uBy =TI = |y — 0*By = T3]
= (P = 0*)’1BYI” +2(p* = 2,) (B, €) +(By, T*(6* —5)) (a7
+(By, (T* —T)8)— (By, A*)).
Let us now prove that each term in the right-hand side of (77) is Op(1).
(1) Let us study the first term of (77). Using Lemma A.1 and (13), we get that
(P — p*)IBYI> = Op (D). (78)
(i) Let us now study the second term of (77). Observe that (By,€) = Z:'l:l Vi—1€i =

Yo ie1 — E(yi—1))€ei + > i E(yi—1)€;. By using the central limit theorem for i.i.d. r.v.’s
and since there is a finite number of change-points, the second term is Op(4/n). As for the first
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term, since (y;—1 —E(y;—1)) is a causal AR(1) process, then by using the beginning of the proof
of Proposition 8.10.1 of [10], we get that >/, (yi—1 — E(yi—1))€; = Op(y/n). Thus,

(By, €)= 0p(¥/n). (79)

Furthermore, we have [|T*(8* — 8)||> = Y _j_ o (1f,, — 17)(8; — 8x)* where each term of the sum
is Op(1), thanks to Proposition 3.2, and so is the sum. Now using Lemma A.1 and the Cauchy—
Schwarz inequality, we get

(By. T*(5" = 8)) = Op (V). (80)

The convergence rate of 7(y, p,,) given in Proposition 3.2 ensures that, for any & > 0 there exists
a positive M such that each column of (7* — T) has at most M non-zero coefficients with
probability greater than 1 — ¢. By using Proposition 3.2, we obtain that with probability greater
than 1 —¢

(7 =T)3 < 5 =2m G =)’ 20 5 < v, 8D
k k k

where M’ is a positive constant. By the Cauchy-Schwarz inequality, (81) and Lemma A.1, we
get

(By, (T* = T)8)= 0p(Vn). (82)

As A* has only m non-zero entries, (By, A*) is the sum of m Gaussian r.v.’s and is therefore
Op(1).
Thus, combining (79), (80) and (82) with (13), we get

(0* —P,)((By, €) 4+ (By, T*(8* = 8)) + (By, (T* — T)8) — (By, A*)) = Op(1).

To complete the proof, we need to consider the first term of (76). As p* satisfies the same
assumptions as p,,, using the same line of reasoning as for the second term holds so we get

ly = 2uBy = T8 |* = |y — p* By = T*5*|* = 0p (1), 0

Proof of Lemma A.17. The proof follows the same line of reasoning as the proof of
Lemma A.16.
Let us define (77, §”) and (T%, 8%) by

2
)

(T7,8”) = argmin|y — p*By — T8 (T%,8) = argmin|z — p* Bz — T8”2.
T.5 T.

We have
1SS (3. 0%) = SSu (2. p%) || < max(||y — p*By = T'&|* = |z — p* Bz = T'& ||,

[y = p*By = T5°|* = |2 = p* Bz = T[] ).
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According to Lemma A.7, we have y — p*By =z — p*Bz — A* where A* = (AY). As for the
first term

Iy — 0By = PR~ | = B2 = PP
= a7 2 A e+ (a0, T D) (a7, (7 - PP,

the first term of which is a constant and all other terms being Op (1), which can be proved

following the same line as the proof of Lemma A.16. The control of ||y — p*By — T75% 12—z —
p*Bz — T8%||? follows the same lines. ([l

Proof of Lemma A.18. Observe that
_ —1 _ _ —1
X '=(V+ X —Y) =Y, (147, (X, - Y)) .

Since, by assumption, ¥, (X, — ¥,) = Op (n~1), the terms inside the parentheses converges
in probability to one. Thus, (1 + Yn_1 (X, — Y,))~!is in particular Op (1) which concludes the
proof. (]

Proof of Proposition 4.4. As for the proof of Proposition 4.3, denoting Tx (y, p) = fx (y, p)/n,
the decomposition (74) still holds, replacing z with y. Then, by Proposition 3.2, we have

Y logni(i(y. 7)) = Y logni(i(y. p*)) = Op (D).
k=0

k=0

For a process y under model (1), we construct a process z under model (9) using Lemma A.7.
The proof relies on the fact that y inherits some properties of z. Again, we note that

SSm(yaﬁn) - SSm(Ya p*))
SSm(y, p*) '

log SSm(y, pp) — log SSm (y, ,0*) = R(

Lemma A.16 states that SS,,(y,0,) — SSu(y, p*) = Op(1). To conclude the proof we
need to further show that [SSm(y,,o")]_1 = Op(n~1). We first show that [SS,(y, p*) —
SSm(z, p*)1 = Op(1) in Lemma A.17 and, because [SS,(z, p*)]~! = Op(n~'), we conclude
using Lemma A.18. ]
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