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ABSTRACT—A robust fuzzy clustering approach is proposed to simplify the task of 
principal component analysis (PCA) by reducing the data complexity of an image. This 
approach performs well on function curves and character images that not only have loops, 
sharp corners and intersections but also include data with noise and outliers. The 
proposed approach is composed of two phases: firstly, input data are clustered using the 
proposed distance analysis to get good and reasonable number of clusters; secondly, the 
input data are further re-clustered by the proposed robust fuzzy c-means (RFCM) to 
mitigate the influence of noise and outlier data so that a good result of principal 
components can be found. Experimental results have shown the approach works well on 
PCA for both curves and images despite their input data sets include loops, corners, 
intersections, noise and outliers. 
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1.  INTRODUCTION 
The research on clustering algorithms has been extended to detect lines, planes, circles, 

ellipses, curves and surfaces [1]-[6]. Unfortunately, most prototype-based clustering algorithms 
have drawbacks of eliminating the sensitivity to noise and outliers [7] and of processing image 
data with loops, sharp corners and intersections.  

Algorithms need to be robust for real applications, which means its performance should not 
deteriorate drastically due to noise and outliers [8]. There are some robust methods proposed for 
clustering a noisy data set with outliers [1][7][9][10][11]. All these methods require some 
knowledge of identifying noise and outliers, which, however, is difficult to be realized in real 
world applications with high-dimensional observations. 

Principal component analysis (PCA) is a technique for simplifying a data set by reducing 
multidimensional data sets to lower dimensions for analysis. A principal curve is a smooth curve 
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