
Nelson et al. VOL. 4, NO. 11/NOVEMBER 2012/J. OPT. COMMUN. NETW. B131

A Robust Real-Time 100G Transceiver With

Soft-Decision Forward Error Correction

[Invited]
Lynn E. Nelson, Guodong Zhang, Martin Birk, Craig Skolnick, Rejoy Isaac, Y. Pan,

Christian Rasmussen, Graeme Pendock, and Benny Mikkelsen

Abstract—We demonstrate a 120 Gb/s coherent polarization-

multiplexed quadrature-phase-shift-keyed transceiver with

soft-decision forward-error-correction (SD-FEC) coding based

on Turbo Product Code. This industry-first transceiver module

utilizes a 40 nm complementary metal-oxide semiconductor

(CMOS) application-specific integrated circuit with integrated

analog-to-digital conversion, digital signal processing and

SD-FEC, and is packaged according to a multi-source agree-

ment from the Optical Internetworking Forum. Through

several long-haul and ultra-long-haul system experiments

(over 1000 km to 3760 km), we validate the robustness of

the transceiver and demonstrate its high tolerance to various

system impairments, including fiber nonlinearity, chromatic

dispersion up to 60,000 ps/nm, polarization mode disper-

sion, polarization-dependent loss, polarization transients and

multiple-path interference.

Index Terms—Error correction codes; Optical fiber com-

munication; Optical modulation; Optical receivers; Optical

transmitter.

I. INTRODUCTION

R
esearch experiments in 2007 first demonstrated the

polarization-multiplexed quadrature-phase-shift-keyed

(PM-QPSK) modulation format with digital coherent reception

at 100 Gb/s line rates and proved the practicality of

2 bit/s/Hz spectral efficiency in long-haul applications [1,2].

Intense further research and development followed, with the

announcement in mid-2010 of the first commercial long-haul

systems with 100G transponders utilizing a single carrier [3].

Current 100G systems are based on hard-decision forward

error correction (FEC) and have ∼1500 km reach over standard

single-mode fiber (SSMF), where the transponders employ

second-generation FEC codes with as high as 9.5 dB of net cod-

ing gain at 6.7% overhead [4]. However, there are applications

where ultra-long-haul distances or similar reach over more

challenging fibers are required. For these types of application,

the third generation of FEC, soft-input–soft-output iterative

decoding, i.e., soft-decision (SD) FEC [4–8], with higher coding
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gain has the potential to increase system margin for 100G

by improving the transponder’s optical-signal-to-noise-ratio

(OSNR) sensitivity.

Various approaches have been proposed for SD-FEC,

including Block Turbo Code based on Bose–Chaudhuri–

Hocquenghem (BCH) product code [5], Turbo Product Code

(TPC) based on two BCH codes [6] and triple-concatenated

FEC based on soft-decision low-density parity-check (SD-

LDPC) codes [7,8]. A recent paper reported the first real-time

120 Gb/s PM-QPSK industry-compliant transceiver module

with integrated SD-FEC based on TPC and characterized

its dense wavelength division multiplexing (DWDM) trans-

mission performance [9]. The transceiver was then utilized

in a commercial ultra-long-haul transmission system with

reconfigurable optical add–drop multiplexers and neighboring

40 Gb/s channels [10]. In this follow-up paper we provide

further details on the performance of the 120 Gb/s transceiver

including its tolerance to various linear and nonlinear

transmission impairments.

The paper is organized as follows. In Section II, the

real-time, 120 Gb/s, PM-QPSK transceiver is described,

including its back-to-back performance. Section III summa-

rizes measurements exploring the transceiver’s tolerance to

nonlinearities from adjacent 100G and 40G channels in

wavelength-division-multiplexed systems. Section IV describes

the transceiver’s tolerance to multiple-path interference

(MPI), while Section V reports the transceiver’s tolerance to

polarization mode dispersion (PMD), polarization-dependent

loss (PDL), and polarization transients in a 10 × 100 km trans-

mission experiment. In Section VI, we review the transceiver’s

performance in an ultra-long, 3760 km transmission system,

to our knowledge the longest reach reported for a 100G

real-time transceiver in terrestrial, commercial systems with

40G neighbors and reconfigurable add–drop multiplexers

(ROADMs). Finally, in Section VII we summarize our results.

II. 120 Gb/s PM-QPSK Transceiver

The coherent PM-QPSK transceiver is implemented in a

5× 7 inch2 multi-source-agreement (MSA) package, designed

to be consistent with recommendations from the Optical Inter-

networking Forum (OIF). Figure 1(a) shows a block diagram

of the MSA transceiver, which contains a state-of-the-art

40 nm complementary metal-oxide semiconductor (CMOS)

application-specific integrated circuit (ASIC). On the receive

1943-0620/12/11B131-B141/$15.00 © 2012 Optical Society of America
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Fig. 1. (Color online) (a) Block diagram of the 100G MSA transceiver.

(b) Block diagram of digital signal processing in the receiver.

side, four eight-bit, 63 Gsamples/s analog-to-digital converters

(ADCs) are followed by the digital signal processing (DSP)

engine, shown in Fig. 1(b). The DSP performs chromatic

dispersion (CD) compensation of up to 60,000 ps/nm via

frequency domain equalization [11] and PMD compensation of

up to 30 ps mean PMD via a time-domain butterfly structure,

which uses fractional tap spacing, where the tap updates are

based on the constant modulus algorithm. The response time

of the equalizer is of the order of microseconds. The phase

estimation for carrier recovery [12] utilizes a feedforward

method and averages over an adjustable block size. For the

measurements reported in this paper, a block size of 32 symbols

was generally used for the carrier phase estimation.

In addition, the ASIC performs the SD-FEC encoding on

the transmit side and the corresponding SD-FEC decoding

on the receive side. The SD-FEC is based on a TPC that

is designed to convert a 1.9 × 10−2 pre-FEC bit error ratio

(BER) to less than 1×10−15 after decoding, corresponding to

an 11.1 dB net coding gain. The coding gain is achieved with

an overhead of 15%, resulting in a line rate of 120 Gb/s from

the MSA transceiver. Several TPC blocks are interleaved to

tolerate bursts of more than 2000 errors. The TPC is well

suited for very high-data-rate applications, because rows and

columns can be independently decoded, enabling a parallelized

implementation. Unlike LDPC-based FECs, which are known

to have error floors at relatively high BER [8], the implemented

TPC has no error floor. (The post-BER curve is predicted to

have a flaring below 1×10−20.)

In addition to the ASIC, the transmitter consists of a

high-power, tunable, narrow-linewidth laser and a lithium

niobate (LiNbO3) quad-parallel-Mach–Zehnder (QPMZ) mod-

ulator to generate the PM-QPSK signal. The QPMZ modulator

is driven with four 30 Gb/s data streams generated by

multiplexing the lower-speed SD-FEC-encoded data streams

provided by the ASIC. The optical receiver is comprised of

a coherent mixer and an integrated balanced front-end with

linear trans-impedance amplifiers (TIAs) and automatic gain

control. A second narrow-linewidth tunable laser is used as the

local oscillator in the receiver.

In order to provide full optical/electrical test functionality,

the 100G transceiver module is mounted on an evaluation

card, designed to interface with an ACTA compliant rack

or to be used stand-alone. The “100G line card” includes a

socket for a 100G CFP for the received and transmitted client

signals, and the CFP and MSA transceiver are electrically

connected via an optical channel transport lane protocol 4.10

(OTL4.10) interface. The MSA transceiver can either transmit

the received optical channel transport unit 4 (OTU4) client

signal after adding SD-FEC encoding or it can internally

generate an OTU4-framed pseudo-random bit sequence and

subsequently encode SD-FEC. On the receive side, the MSA

transceiver can perform error checking on the PRBS payload

or decode the OTU4 client signal from the received line-side

signal and forward the client signal to the 100G CFP for

subsequent transmission to the 100G OTU4 test set. In both

cases, the MSA transceiver can report typical FEC statistics,

such as the pre-FEC BER and if any post-FEC uncorrected

blocks are present. A 100G JDSU test set has been used

to verify the BER accuracy of the MSA transceiver. For the

results reported in this paper, when the 100G client was not

available, an OTU4-framed PRBS of 231
−1 generated by the

100G transceiver was used, and the pre-FEC BER average and

post-FEC error count over 10 s intervals were read from the

transceiver. In back-to-back, the required OSNR for 1.9×10−2

BER is 12.0 dB/0.1 nm.

III. NONLINEAR TOLERANCE

The 100G transceiver performance has been measured in

two separate long-haul DWDM transmission systems, the first

with 100 Gb/s neighboring channels [9] and the second with

40 Gb/s neighbors [10]. These experiments were designed to

test the tolerance of the transceiver and its FEC threshold to

single-channel and multiple-channel nonlinearities occurring

in G.652 SSMF systems.

A. 100 Gb/s 1000 km System

Figure 2 shows the 100 Gb/s system, where test-bed

transmitters generate two sets of 100-GHz-spaced PM-QPSK

channels via bulk modulation at 28 Gbaud. After combining

the loading channels with the test channel from the 100G

transceiver via a 50 GHz commercial wavelength-selective

switch (WSS), there were 40 WDM channels at 50 GHz spacing,

as shown by the inset in Fig. 2. The test-channel wavelength

was chosen to be 1552.52 nm, which was approximately at the

center of the wavelength band. The signals were transmitted

through ten spans of 100 km of SSMF, each having an average

loss of 20.5 dB. No optical compensation for CD or PMD was
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Fig. 2. (Color online) Block diagram of the 100 Gb/s WDM test

setup over the uncompensated 1000 km link. The tunable laser,

N7788B polarization controller (PC) and polarimeter were added for

the experiments of Section V. Inset: the 40-channel spectrum at the

booster output.

Fig. 3. (Color online) Measurements of pre-FEC BER versus OSNR

for the 100 Gb/s MSA transceiver as channel 20 of the 40 × 100 Gb/s

1000 km system, with +3 to +6 dBm/ch launch powers into the spans.

used in the link; hence, the MSA transceiver compensated

for approximately 17,000 ps/nm of chromatic dispersion. After

each span, a two-stage erbium-doped fiber amplifier (EDFA)

was used to amplify the optical signal power. To optimize the

gain tilt, variable optical attenuators were introduced at the

mid-stages of EDFAs 1, 2, 4, 5, 7, 8, and 9, while 50 GHz

grid wavelength blockers at the mid-stages of EDFAs 3 and 6

allowed per-channel equalization. The total launch power into

each span could be varied from +19 to +21 dBm, while still

maintaining a flat channel spectrum to within ±1.5 dB at the

input to each span. Following the tenth fiber span, the test

channel was noise loaded, and its OSNR was measured with an

optical spectrum analyzer (OSA). Finally, a second commercial

50 GHz WSS was used to de-multiplex the test channel before

it was sent to the receiver input of the 100G transceiver.

Figure 3 presents BER curves after 1000 km WDM trans-

mission for launch powers of +3, +4, +5 and +6 dBm/channel

into the fiber spans. (To reach +6 dBm/ch, 20 channels in the

center of the band were transmitted.) At +3 dBm/ch, the OSNR

Fig. 4. (Color online) Comparison of the measured pre-FEC BER

versus OSNR curves from Fig. 3 with the curves measured when the

three channels on both sides of channel 20 were turned off.

penalty relative to back-to-back is 1.0 dB for a BER of 1.9×10−2

(the SD-FEC threshold). Moreover, the received OSNR after

1000 km is 22.8 dB, indicating that sufficient margin remains

for transmission distances of 2000 km. As shown in Fig. 3, the

OSNR penalty increases to 3 dB for +6 dBm/ch; however, at

that launch power, the BER floor is still well below the FEC

threshold. To test the impact of the neighboring 100G channels,

BER curves were also measured at the different launch powers

when the six nearest neighbors (i.e., ch 17–19 and 21–23)

were turned off. To maintain the same per-channel power and

EDFA loading, three additional channels were turned on at

the short and long wavelength ends of the spectrum. Figure 4

shows a comparison of the BER curves for the channel under

test with neighboring 50-GHz-spaced, 100G channels and with

nearest neighbors spaced 200 GHz from the channel under test

(i.e., with ch 17–19 and 21–23 turned off). At +3 dBm/ch, the

required OSNR difference is only 0.3 dB, while the difference

is 1.5 dB for +6 dBm/ch. Note that, given the SSMF dispersion

and the uncompensated link, we believe the 2 Gbaud lower

symbol rate of the loading channels compared with that of

the channel under test will have only a minor impact on

the measured WDM penalties. In fact, the 28 Gbaud loading

channels walk through the channel under test at a slightly

slower rate than 30 Gbaud loading channels would, and thus

the measured WDM penalties may be slightly higher than the

actual WDM penalties would be with loading channels at the

same 30 Gbaud symbol rate as the channel under test.

As mentioned previously, the SD-FEC has been designed to

convert a pre-FEC BER of 1.9× 10−2 to less than 1× 10−15

after SD-FEC decoding, corresponding to more than 11 dB net

coding gain. In the experiments, the measured FEC threshold

is in good agreement with prediction. Figure 5 presents the

recorded post-FEC errors after SD-FEC decoding as a function

of measured pre-FEC BER for the different launch powers,

including the points from the curves of Fig. 3. Comparing the

curve for back-to-back with those after transmission verifies

that the FEC threshold—and thereby the coding gain—is

essentially maintained in the presence of fiber nonlinearities.

The FEC threshold was measured to change by <0.15 dBQ

at power levels up to +6 dBm per channel, the maximum

launch power attainable in this setup. To test repeatability,

BER curves for 3 dBm/ch and 5 dBm/ch were measured twice,

with slightly different received OSNRs.
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Fig. 5. (Color online) Post-FEC errors versus pre-FEC BER recorded

before and after 1000 km transmission with different launch powers.

B. 40 Gb/s 1920 km System

Next, the 120 Gb/s transceiver was included as an alien

wavelength in a 24 × 80 km commercial line system with 40G

50-GHz-spaced PM-QPSK neighboring channels. As shown in

Fig. 6(a), the 100G channel at 194.2 THz (1543.73 nm) and

six neighboring 40G PM-QPSK channels passed through five

ROADMs that support 50 GHz channel spacing and include

1 × 9, liquid-crystal-on-silicon WSSs. After being dropped at

ROADM5 after 1920 km, the 100G signal was either received

by the OTU4 transponder or amplified and sent through

system B (Fig. 6(b)), which will be discussed in Section VI. Both

systems had 80 km spans of SSMF with average attenuation of

20 dB per span and low PMD (link design value 0.04 ps/km1/2).

The systems are optimized for coherent PM-QPSK 40G

transmission with no optical dispersion compensation and

utilize only EDFAs.

The performance dependence on launch power in the

1920 km system was studied by varying the 100G channel

power from −4 to +2 dBm, while the 40G channel powers

were maintained at −2 dBm/channel. As shown in Fig. 7(a),

the 100G channel has the lowest pre-FEC BER at 0 dBm

launch power. On the other hand, Fig. 7(a) shows that the

100G channel’s impact on its neighboring 40G channels is

relatively small over the 6 dB range. At optimum launch

power of 0 dBm, the 100G channel has nearly negligible

impact on the neighboring 40G channels. Next the launch

powers of the 40G channels were varied, while maintaining

the 100G channel power at the optimal 0 dBm. Figure 7(b)

shows that the −2 dBm/channel is the optimum power for

the 40G channels and that the 100G channel has significant

tolerance to nonlinearities from the 40G WDM channels. As the

launch power of 40G channels was increased from −6 dBm/ch

to 0 dBm/ch, the pre-FEC BER for the 100G channel only

degraded from 1.2× 10−4 to 3.8× 10−4. In summary, for the

1920 km transmission, the optimum 100G launch power is

about 2 dB higher than that for 40G, enabling 2 dB higher

received OSNR for 100G compared with 40G.

IV. TOLERANCE TO MULTIPLE-PATH INTERFERENCE

Carrier networks are often comprised of various types and

vintages of optical fiber and splices between cable sections.

Older embedded fiber may have mechanical splices that exhibit

high reflections, and/or it may have higher transmission loss,

in which case the use of distributed Raman amplification may

be utilized to bridge long spans. Multiple reflections along a

transmission link or double Rayleigh scattering within a fiber

amplifier cause time-delayed replicas of the signal to occur.

These delayed signals beat with the signal at the receiver and

cause the impairment known as MPI. Crosstalk in photonic

devices can cause similar in-band, incoherent crosstalk. It

is therefore important to understand the tolerance of 100G

PM-QPSK signals to MPI, and in particular to verify that the

SD-FEC performance is not significantly impacted by MPI.

In prior work, the impact of MPI has been studied at

10 Gb/s [13,14] for non-return-to-zero (NRZ), return-to-zero

(RZ), phase-shaped-binary, and differential-phase-shift-keyed

formats and at 40 Gb/s [15] for NRZ, RZ, and carrier-

(c)

(d)

Fig. 6. (Color online) (a) Transmission system A and (b) transmission system B. Optical spectra (measured in 0.5 nm RBW) (c) after system A

and (d) at the input to system B.
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Fig. 7. (Color online) (a) Pre-FEC BER versus 100G launch power

after 1920 km. (b) Pre-FEC BER versus 40G launch power after

1920 km.

suppressed RZ formats, all with direct detection. More recently,

the MPI tolerance of a 40G PM-QPSK coherent transponder

with HD-FEC and real-time DSP was reported in [16]. The

polarization independence of the MPI-induced penalties was

confirmed, as expected due to the fact that the PM-QPSK

signal is essentially polarization scrambled, and a small

advantage for coherent detection over direct detection was

shown in the presence of low amplified spontaneous emission

(ASE) noise [16].

Measurements of the impact of MPI on a 100 Gb/s coherent

transponder were first reported in [9], where the 100G MSA

transceiver with SD-FEC was evaluated using an MPI source

that provides delayed signal replicas of equal power from eight

paths. The eight paths represent pairs of reflections separated

by distances of 2.5 km to 20 km, in steps of 2.5 km, to

emulate MPI that could occur due to reflections at mechanical

splices between cable sections. As shown in Fig. 8, the signal

from the line-side transmitter was sent through the eight-path

MPI source, and at the output, an optical power meter was

utilized to monitor the signal power and MPI power in order

to determine the crosstalk ratio. After the optical signal was

combined with the MPI, the signal was ASE loaded for BER

versus received OSNR measurements at the line side and

interpolation of the induced penalty at a target BER.

BER curves were measured for MPI-to-signal power ratios

from −24 dBc to −10 dBc and compared with the back-to-back

case. Figure 9 plots the OSNR penalty as a function of MPI

level. At 3.8×10−3 BER, approximately 1 dB of OSNR penalty

was observed for −16 dBc of MPI, whereas the MSA transceiver

tolerates −15 dBc of MPI with 1 dB of OSNR penalty at

1.9× 10−2 BER. The inset of Fig. 9 plots the post-FEC error

Fig. 8. (Color online) Schematic diagram of the setup for MPI

tolerance tests. OPM: optical power meter.

Fig. 9. (Color online) OSNR penalty as function of MPI at 1.9×10−2

and 3.8 × 10−3 pre-FEC BER. Inset: post-FEC error count versus

pre-FEC BER recorded for different MPI levels.

count versus the pre-FEC BER and shows that the SD-FEC

threshold remained at the same pre-FEC BER for MPI as

high as −10 dBc, thus indicating that noise from MPI is not

degrading the SD-FEC performance.

In addition, a soak test was performed at −10 dBc MPI

using a 100G client signal. As shown in Fig. 8, for these

measurements, a JDSU ONT506 100G test set provided an

OTU4 client signal to a 10 × 10G Santur CFP, which was

connected to a second 10 × 10G CFP on the OTU4 transponder

blade. ASE noise loading was added to degrade the pre-FEC

BER to ∼1.35×10−2, and the pre-FEC BER was recorded from

the line side while the 100G performance was monitored with

the client-side test set. As shown in Fig. 10, the pre-FEC BER

was stable over the 24 hour soak with MPI, and zero errors

were recorded on the external 100G test set at the client side.

V. TOLERANCE TO POLARIZATION IMPAIRMENTS

In coherent systems, relevant polarization effects include

PMD, PDL and polarization transients. While the development

of digital coherent receivers was driven first and foremost by

the demand for higher spectral efficiency, a positive by-product

of their development has been a significant increase in the

tolerance of 40 Gb/s and 100 Gb/s signals to polarization

impairments. As late as 2007, it was generally accepted
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Fig. 10. (Color online) Soak test of MPI tolerance: line-side pre-FEC

BER over 24 hours with MPI of −10 dBc and ASE noise loading. No

errors were recorded on the client side.

that a 40 Gb/s DPSK signal could tolerate about 10 ps of

differential group delay (DGD) with a receiver based on a delay

line interferometer and differential detection [17]. However

by 2008, 40 Gb/s PM-QPSK real-time coherent transponders

demonstrated tolerance to instantaneous DGDs of more than

100 ps [18,19].

A. Polarization Mode Dispersion

In principle, CD and PMD of all orders can be compensated

completely with a sufficiently complex electronic equalizer,

since they are linear impairments. However, in practice,

electronic equalizers can be implemented only with a limited

number of taps, thus limiting the CD and PMD that can be

effectively compensated. For example, calculated PMD-induced

outage probabilities for PMD equalizers with various numbers

of taps are shown in [20]. Recent measurements of real-time

40 Gb/s [18,19] and early 100 Gb/s coherent PM-QPSK

transceivers [21,22] have elucidated the PMD tolerances that

can be achieved, where in [22] an FPGA-based, real-time

coherent receiver for a single-carrier 100 Gb/s PM-QPSK signal

showed tolerance to more than 60 ps DGD.

The PMD tolerance of the 100G MSA transceiver with

SD-FEC was evaluated using the setup shown in Fig. 2, where

high PMD fibers and polarization-maintaining fiber (PMF)

segments along with polarization controllers (PCs) replaced

the attenuators at the EDFA mid-stages to distribute the

PMD along the transmission path. Table I lists these PMD

elements, where the overall mean DGD (over the C-band)

is 50 ps. As shown in Fig. 2, an optical switch was used

to replace the PM-QPSK signal with a tunable laser at the

same wavelength, in order to characterize the PMD and PDL

vectors over wavelength using an Agilent N7788B polarization

controller at the system input to launch six polarization states

and the N7788B polarimeter at the system output. Frequency

steps of 2 GHz were utilized, and the PDL calculation is

related to the Mueller–Stokes method [23] (using power

only). The PMD measurement used a polarimetric method

similar to the Mueller matrix method [24] and Jones matrix

eigenanalysis [25]. Efforts were made to maintain a stable

transmission path by securing all fiber jumpers and isolating

the PMF and PMD spools from air currents and ambient

temperature changes. For all the measurements of PMD and

PDL tolerance reported in Section V, the launch power into the

spans was +17 dBm for the 40 WDM channels (+1 dBm/ch).

With no PMD inserted into the EDFA mid-stages, the required

OSNR was 12.5 dB for a pre-FEC BER of 1.9×10−2.

The procedure for measuring the 100G MSA transceiver’s

performance in the presence of PMD was as follows. First the

PCs at the EDFA mid-stages 1, 2, and 5 were randomly set to

change the PMD state of the transmission line. An estimate

of the DGD was obtained from the 100G MSA transceiver by

reading the coefficients in the equalizer, as in [26]. When the

DGD estimate was greater than a chosen threshold (e.g., 50 ps),

the tunable laser was switched through the 10 × 100 km

transmission line and the PMD and PDL were measured. Then

a BER versus received OSNR curve was measured for the 100G

MSA transceiver. Finally, the PMD and PDL were measured

again as a check of the system stability. During three different

runs with DGD thresholds chosen at 25, 50, and 80 ps, a

total of 3530 PMD states were generated, of which 265 states

had sufficiently large DGD for BER measurement. Figure 11

displays, for these 265 states, the measured required OSNR for

1.9×10−2 pre-FEC BER versus the measured DGD (average of

the DGD measured before and after the BER measurements).

In these measurements, the launch state of polarization was

fixed (i.e., not scrambled) and random relative to the PMD

vector. The measured PDL was less than 0.8 dB for all PMD

states. Figure 11 shows that, over the entire 25–100 ps range of

DGDs obtained from our experimental setup, the performance

of the 100G MSA transceiver is essentially flat and within

0.3 dB of the required OSNR with no PMD in the transmission

line.

In addition, the DGD reported by the 100G MSA transceiver

during the BER measurement was compared with the

measured DGD. The inset of Fig. 11 shows a plot of the

histogram of the differences between the DGD reported by

the 100G transceiver and the measured DGD (average of

DGDs measured before and after the BER curve). There is

a systematic offset of −3.6 ps, which could be caused by a

slight differential delay between the two polarizations within

the transceivers. For this set of measurements, the monitor

was always within 10.5 ps of the measured DGD value, and

93% of the monitor DGDs were within 8 ps of the measured

DGD. The difference is partially due to the 3.6 ps systematic

offset, while up to ∼6 ps can be attributed to drift in the PMD

of the transmission path during the time it took to make the

measurements for a particular PMD state. For this limited

statistical sample size, the histogram shows that the 100G

MSA transceiver provides a reasonable estimate of the system

DGD as measured by the Agilent apparatus. Such a DGD

estimate could be used to track the PMD changes of a system

over time, as in [27].

B. Polarization Dependent Loss

Although PMD can be effectively equalized, PDL is a more

challenging impairment for coherent systems [28–31], partic-

ularly for those employing numerous ROADMs. Depending

on the relative orientation of the polarization tributaries to

the PDL axis, a single PDL element causes a power and/or

OSNR difference of the two polarization tributaries and/or

non-orthogonality of the (originally orthogonal) polarization

tributaries. A polarization-multiplexed signal in a system with
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TABLE I

ELEMENTS AT EDFA MID-STAGES FOR THE EXPERIMENTS DISCUSSED IN SECTION V

EDFA
mid-stage

10 × 100 km with PMD
(Subsection V.A)

10 × 100 km with PMD+PDL
(Subsection V.B)

1 31.4 ps mean PMD + PC 31.4 ps mean PMD + PC
2 PMF 31 ps + PC PMF 31 ps + PC
3 attenuator 3 dB PDL (with 6.5 ps DGD) + PC
4 wavelength blocker wavelength blocker
5 8.5 ps mean PMD + PC 8.5 ps mean PMD + PC
6 18.6 ps PMF + PC 18.6 ps PMF + PC
7 wavelength blocker wavelength blocker
8 attenuator 2 dB PDL + PC
9 9.5 ps PMF 9.5 ps PMF

Fig. 11. (Color online) Measured required OSNR for 1.9 × 10−2

pre-FEC BER versus measured DGD of the 10 × 100 km transmission

line with high PMD. Inset: histogram of differences between the

monitor DGD (i.e., DGD value reported by the 100G MSA transceiver)

and the measured DGD.

multiple amplified spans and multiple, randomly oriented PDL

elements will incur both impairments. DSP can effectively

separate the tributaries even when they are no longer

orthogonal, thus partially compensating PDL [18]; however,

DSP is not able to compensate the degraded OSNR of one of

the polarization tributaries.

In addition to [18], real-time measurements of PDL

impairments in the presence of PMD were reported in [32],

where a seven-stage emulator generating random “all-order”

PMD and PDL states and a 112 Gb/s FPGA-based receiver

were used. The Q-factors were measured with 31 ps mean

PMD and with 1.3 dB mean PDL separately, as well as

with combined PMD and PDL. However, the experiment did

not include fiber transmission, and OSNR penalties were not

measured.

In order to measure the tolerance of the 100G MSA

transceiver to the combined effects of distributed PMD

and PDL in a coherent long-haul transmission system,

we again utilized the setup shown in Fig. 2. In this

set of measurements, the remaining mid-stage attenuators

were replaced by first-order fixed PDL elements, as listed

in Table I. (We were limited to two PDL elements by

equipment availability.) A measurement procedure similar to

that described in Subsection V.A was used. Eight different runs

of the experiment were performed, wherein several different

combinations of DGD and instantaneous PDL thresholds

Fig. 12. (Color online) Measured additional OSNR penalty (defined in

the text) versus PDL for the 10 × 100 km systems with PMD and PDL

elements (red squares) and with PMD elements only (green diamonds).

The black curve shows a separate measurement with first-order PDL

only, where the OSNR penalty is the difference in required OSNR to

have no uncorrectable FEC blocks with and without PDL.

(e.g., 50 ps DGD or 4.5 dB PDL) were used to access a

wide range of DGDs and PDLs. A total of 3437 states were

generated, of which 373 states had sufficiently large DGD or

PDL for BER measurement. The launch state of polarization

was fixed (i.e., not scrambled) and random relative to the PMD

and PDL vectors. To our knowledge, these are the first such

measurements of a 100 Gb/s coherent transceiver’s tolerance

to random, distributed PMD and PDL in a long-haul system to

be reported in the literature.

Figure 12 displays the measured additional OSNR penalty

to PMD and PDL versus the measured PDL (average of

the PDL measured before and after the BER measurements)

for these 373 states. Here, the “additional” OSNR penalty

is defined as the difference between the required OSNR (at

1.9× 10−2 pre-FEC BER) for the 10 × 100 km system with

PMD and PDL and the 12.5 dB required OSNR for the system

without PMD and PDL. There is a clear dependence of the

OSNR penalty on PDL. For completeness, the results from

the measurements of Subsection V.A (i.e., for 10 × 100 km

with only PMD elements at the EDFA mid-stages) are also

shown in Fig. 12. Separate measurements of the 100G MSA

transceiver’s tolerance to PDL from a variable first-order PDL

element were also made, where the input polarization was

scrambled slowly relative to the FEC frame. The black curve
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Fig. 13. (Color online) Measured additional OSNR penalties (defined

in the text) versus DGD for the 10 × 100 km systems with PMD and

PDL elements (various markers, sorted by the PDL) and with PMD

elements only (green diamonds).

shown in Fig. 12 is the difference in required OSNR to have no

uncorrectable FEC blocks with and without PDL. It therefore

represents the penalty for the worst-case launch polarization

with first-order PDL only. The results after 10 × 100 km with

PMD and PDL follow the same trend as the PDL-only curve,

where the spread in the OSNR penalties is due in part to

the random launch polarization for each PMD/PDL state. Note

that the transmission experiment includes higher-order PDL,

which also contributes to the differences between the penalties

after transmission and the PDL-only curve. When the required

OSNRs for the 373 random PMD/PDL states are sorted by the

measured PDL and plotted versus DGD, as shown in Fig. 13,

it is clear that PDL, not PMD, is the dominant cause of the

OSNR penalties, where penalties larger than 1 dB occur for

PDLs greater than 2 dB.

C. Polarization Transients

An additional phenomenon that can occur in optical

transmission systems is rapid change of the polarization state

due to vibrations, activity of craft personnel, wind (if aerial

cable) and other environmental factors. In coherent systems

with polarization-multiplexed signals, the orientation of the

polarization tributaries relative to the receiver polarization

splitter is not controlled; thus the signal incident on the

photodetectors after the hybrid is an arbitrary mixture of the

two orthogonal transmitted polarization states. The coherent

receiver recovers the signals on the two polarization tributaries

using 4 × 4 multiple-input multiple-output equalization cir-

cuitry that tracks polarization and also compensates for PMD.

Therefore, polarization transients define the maximum speed

required of the polarization tracking implemented by the DSP.

Previously, a real-time 40G coherent transceiver demonstrated

tolerance to continuous scrambling of the input polarization

at 570 deg/s after 8 × 100 km transmission [33] and to fast

polarization transients (due to controlled mechanical shocks)

with frequency content extending beyond 60 kHz [34].

Using the setup of Fig. 2, we measured the performance of

the 100G MSA transceiver when the input polarization launch

to the 10 × 100 km system was scrambled at various speeds

Fig. 14. (Color online) Measured pre-FEC BER versus OSNR,

with and without polarization launch scrambling or switching, after

transmission over 10 × 100 km without (first set of four curves with

markers) and with the inter-stage PMD and PDL elements (second set

of four curves with markers).

using the N7788B polarization controller. BER versus received

OSNR curves were measured with continuous scrambling

speeds of 0 deg/ms, 40 deg/ms (based on [33]) and 142 deg/ms

(the maximum speed of the N7788B polarization controller),

along with a polarization switching speed of 200 kHz, where

the launch polarization was switched to random states at a

200 kHz rate. Figure 14 shows eight BER curves, where the

first four curves indicated by markers are for the 10 × 100 km

system without the inter-stage PMD/PDL elements. The mea-

surements with launch polarization scrambling and switching

are nearly indistinguishable from the curve with no launch

scrambling. For the second set of four curves, the 10 × 100 km

system included the inter-stage PMD/PDL elements and had

average DGD of 85 ps and average PDL of 3 dB (over the

time required to make the BER measurements). The required

OSNR for a pre-FEC BER of 1.9×10−2 had a spread of <0.4 dB

for these four curves. These results indicate that the 100G

MSA transceiver is tolerant to fast polarization transients.

VI. ULTRA-LONG-HAUL TRANSMISSION WITH

ACCUMULATED DISPERSION IN EXCESS OF

60,000 ps/nm

To explore the 100G MSA transceiver’s performance in

an ultra-long-haul transmission system, the two commercial

systems A and B were cascaded, as shown in Fig. 6. We first

explored the margin and the SD-FEC limit for system A by

setting the 40G channels and 100G channel at their optimum

launch powers (−2 dBm/ch and 0 dBm/ch, respectively, from

Subsection III.B) and loading the 100G channel with ASE noise

in front of the receiver. It was not possible to directly measure

the OSNR at the receiver with conventional methods, due to

ASE filtering at every ROADM and the fact that, if a channel is

turned off at the transmit side, the commercial WDM system’s

control loops change the WSSs in all ROADMs to the block

state for that channel. Therefore, the 100G PM-QPSK signal

from the 100G transponder was replaced with a polarized,
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Fig. 15. (Color online) Measured pre-FEC BER versus OSNR after

transmission over system A (24 × 80 km) and the cascade of systems A

and B (47 × 80 km).

continuous-wave signal at the same wavelength and power,

and the received OSNR was estimated using the polarization

nulling technique [35].

From our measurements, the OSNR for the 100G channel

after the 1920 km link was about 19.2 dB for the optimized

condition. With ASE noise loading after transmission, we did

not observe any post-FEC errors until the OSNR was as low as

13 dB and the pre-FEC BER was over 1.7×10−2, which is less

than 0.18 dBQ from the FEC threshold and could be attributed

to minor link and transponder control loop variations. The

curve of pre-FEC BER versus received OSNR for the 1920 km

link is shown in Fig. 15, along with the back-to-back curve for

comparison. The results indicate that the transmission penalty

is quite small; the penalty is about 0.6 dB at the pre-FEC BER

of 1.7×10−2. Based on the data in Fig. 15, the OSNR margin

for the 100G transmission over 1920 km with SD-FEC is more

than 6 dB.

Based on the available margin after 1920 km, the 100G

channel was then transmitted through system B, comprised

of 23 fiber spans and five additional ROADMs. As shown

in Fig. 6(b), the 100G channel and 38 (100-GHz-spaced)

40G PM-QPSK channels were added at ROADM6, expressed

through the next three ROADMs, and dropped at ROADM10,

where the 100G channel was received. Figure 6(d) shows

the optical spectrum at the input to system B, where the

39 channels were launched with 0 dBm/ch into the fiber

spans. After 47 × 80 km transmission, the pre-FEC BER

and OSNR for the 100G channel were 3.7× 10−3 and about

16.0 dB, respectively, where again the received OSNR was

measured using polarization nulling. The DSP in the coherent

transceiver aptly compensated the total chromatic dispersion

of the 3760 km link, which is in excess of 60,000 ps/nm

and well beyond the specification of 50,000 ps/nm for the

100G transceiver and a recent report of 56,200 ps/nm

compensation [36]. We added ASE noise to the 100G channel

before the receiver and observed that, again, the 100G

transponder did not show any post-FEC errors until the

pre-FEC BER was over 1.7×10−2. As shown in Fig. 15, the fiber

transmission penalty for the 100G over 3760 km transmission

is only about 1.2 dB at a pre-FEC BER of 1.7×10−2. In addition,

Fig. 16. (Color online) Measured line-side pre-FEC BER after

47 × 80 km transmission without (red curve) and with additional noise

loading at the receiver (green curve). Zero errors were recorded on the

100G client-side test set during the soak tests.

Fig. 15 shows that, with SD-FEC, the 100G channel still has

2.5 dB OSNR margin left after 3760 km transmission. On the

other hand, if hard-coded FEC (with a pre-FEC BER threshold

of 3.8×10−3) is used, zero margin would be left after 3760 km,

as shown by the BER at 16.0 dB OSNR in Fig. 15.

Finally, to verify the robustness of the 100G 47 × 80 km

transmission, we performed soak tests and monitored the

100G performance after 3760 km using a client-side test

set running in OTU4 mode (see client-side connections

in Fig. 8). A soak over 6 hours without additional ASE

noise loading (pre-FEC BER at 3.8 × 10−3) was performed.

Moreover, a second soak over 2 hours included additional

noise loading to increase the pre-FEC BER to 1.2×10−2, near

the SD-FEC threshold, where a 0.6 dBQ margin was allowed

for OSNR variation due to optical control loop fluctuations.

(The total soak duration was limited by the standard work

day.) Figure 16 shows the stability of the pre-FEC BER

over the two soak tests, during which zero errors were

recorded on the external 100G test set. These results indicate

that the 100G MSA transceiver with SD-FEC is robust

and capable of ultra-long-haul transmission with neighboring

40G channels and accumulated dispersion of more than

60,000 ps/nm.

VII. CONCLUSION

We have measured the performance of an industry-first real-

time 120 Gb/s coherent transceiver module with integrated

analog-to-digital conversion, DSP, and TPC-based soft-decision

forward-error-correction coding. Through system experiments

over 1000 km and longer distances, we demonstrated its high

tolerance to various linear and nonlinear system impairments.

The transceiver showed tolerance to a range of launch powers

in long-haul DWDM systems with 40G and 100G neighboring

channels and exhibited less than 1 dB penalty for MPI as high

as −15 dBc. The transceiver was also measured to have high

tolerance to polarization effects, including all-order PMD with

up to 100 ps instantaneous DGD, polarization transients with

switching speeds up to 200 kHz applied at the system input,

and PDL, where less than 1 dB additional OSNR penalty was

measured for PDLs up to 2 dB after 1000 km transmission.
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In addition, we demonstrated the successful 3760 km

transmission of the 100G MSA transceiver over commercial,

uncompensated 40G-optimized DWDM ROADM systems with

80 km SSMF spans and 40G neighboring channels. Error-free

transmission was verified on the client side with an external

test set, and the transceiver had 2.5 dB OSNR margin after

transmission and compensation of 60,000 ps/nm of chromatic

dispersion. Our results validate that SD-FEC for 100G

transmission is robust and that additional margin provided by

SD-FEC over hard-coded FEC enables the 100G channels to be

transmitted as far as, or even farther than, 40G channels.
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