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Text classi�cation has always been an interesting issue in the research area of natural language processing (NLP). While entering
the era of big data, a good text classi�er is critical to achieving NLP for scienti�c big data analytics. With the ever-increasing size
of text data, it has posed important challenges in developing e	ective algorithm for text classi�cation. Given the success of deep
neural network (DNN) in analyzing big data, this article proposes a novel text classi�er using DNN, in an e	ort to improve the
computational performance of addressing big text data with hybrid outliers. Speci�cally, through the use of denoising autoencoder
(DAE) and restricted Boltzmann machine (RBM), our proposed method, named denoising deep neural network (DDNN), is able
to achieve signi�cant improvement with better performance of antinoise and feature extraction, compared to the traditional text
classi�cation algorithms. �e simulations on benchmark datasets verify the e	ectiveness and robustness of our proposed text
classi�er.

1. Introduction

While entering the era of big data with the development of
information technology and the Internet, the amount of data
is getting geometric growth. We are entering information
overload era. �e issue that people are facing is no longer
how to get information, but how to extract useful information
quickly and e
ciently from massive amount of data. �ere-
fore, how to e	ectively manage and �lter information has
always been an important research area in engineering and
science �elds.

With the rapid increase of the amount of data, informa-
tion representation is also diversi�ed, mainly including text,
sound, and image. Compared with sound and image, text
data uses less network resources and is easier to be uploaded
and downloaded. Since other forms of information can be
also expressed by text, text has become the main carrier of

information and always occupies a leading position in the
network resources.

Traditionally, it is time-consuming anddi
cult to achieve
the desired results of text processing, and it can not adapt to
the demand of information society for explosive growth of
digital information. Hence, e	ectively obtaining information
in accordance with the user feedback can help users to get
the information quickly and accurately. �en, text classi�ca-
tion becomes a critical technology to achieve free human-
machine interaction and contribute to arti�cial intelligence.
It can address the messy information issue to a large extent,
so that users can locate the information accurately.

1.1. Text Classi	cation. �e purpose of text classi�cation is to
assign large amounts of text to one or more categories based
on the subject, content, or attributes of the document. �e
methods of text classi�cation are divided into two categories,
including rules-based and statistical classi�cation methods
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[1, 2]. Among them, the rules-based classi�cation methods
need more knowledge and rules base in this �eld. However,
the development of rules and the di
culties of updating them
make the application of this method relatively narrow and
suitable for only a speci�c �eld. Statistical learning methods
are usually based on a statistic or some kinds of statistical
knowledge; these methods establish learning parameters of
the corresponding data model through the sample statistics
and calculation on the train set and then conduct the training
of the classi�er. In the test stage, the categories of the samples
could be predicted according to these parameters.

Recently, a large number of statistical machine learning
methods are applied to the text classi�cation system. �e
application of the earliest machine learning method is naive
Bayes (NB) [3, 4]. Subsequently, almost all the important
machine learning algorithms have been applied to the �eld
of text classi�cation, for example,� nearest neighbor (KNN),
neural network (NN), support vector machine (SVM), deci-
sion tree, kernel learning, and some others [5–10]. SVM uses
the shallow linear model to separate the objective. In low
dimensional space, when di	erent types of data vectors can
not be divided, SVM will map it to a high dimensional space
through kernel function and �nds the optimal hyperplane.
In addition, NB, linear classi�cation, decision tree, KNN, and
othermethods are relativelyweak, but theirmodels are simple
and e
cient; then those methods are accordingly improved.

But these models are shallow machine learning methods.
Although they have also been proven to be able to e
ciently
address some of the issues in the case of simple or multiple
restrictions, when facing complex practical problems, for
example, biomedical multiclass text classi�cation, the data
is noisy and dataset distribution is uneven classi�cation and
shallowmachine learning model and generalization ability of
integrated classi�er method will be unsatisfactory.�erefore,
the exploration of some other new methods, for example,
deep learning method, is necessary.

1.2. Deep Learning. With the success of deep learning meth-
ods [11, 12], some other improvement for NN, for example,
deep belief network (DBN) [13], has been developed. Here,
DBN is designed on the basis of the cascaded restricted
Boltzmannmachine (RBM) [14] learning algorithm, through
unsupervised greedy layer pretraining strategy combining the
supervision of �ne-tuning training methods. It can tackle the
problem of complex deep learning model optimization, so
that the deep neural network (DNN) has witnessed the rapid
advancements.

Meanwhile, DNN has been applied to many learning
tasks, for example, voice and image recognitions [15]. For
example, since 2011, Microso and Google’s speech recog-
nition research team achieved a voice recognition error rate
reduction of 20%–30% using DNN model, stepping forward
in the �eld of speech recognition in the past decades. In 2012,
DNN technology in the ImageNet [15] evaluation task (image
recognition �eld) improved the error rate from 26% to 15%
[16].

Moreover, the automatic encoder (AE) as a DNN repro-
duces the input signal [17, 18]. Its main principle is that
there is a given input; it �rst encodes the input signal using

an encoder and then decodes the encoded signal using
a decoder, while achieving the minimum reconstruction
error by constantly adjusting the parameters of encoder and
decoder [19]. Additionally, there are some improvements to
AE, for example, sparse AE and denoising AE [17, 18]. �e
performance of some machine learning algorithms could be
further improved through the use of those AEs [20].

Recently, deep learningmethods have a signi�cant impact
on the �eld of natural language processing (NLP) [11, 21].

1.3. Status Analysis. Due to the complex feature of large text
data, and di	erent e	ects of noise, the performance is not
satisfactory when dealing with large dataset using traditional
text classi�cation algorithms.

More recently, deep learning has been applied to a series
of classi�cation issues with multiple modes successfully.
�en, the user can e	ectively extract the complex semantic
relations of the text by using deep learning-based methods
[11, 22]. With the popularity of deep learning algorithms,
DNNhas some advantages in dealingwith large-scale dataset.
In this article, motivated by DNN, the denoising deep neural
network (DDNN) is designed and the feature extraction is
conducted by using this model.

For the shallow text representation (feature selection),
there is a problem of missing semantics. For the deep text
representation of the model based on the linear calculation,
the selection of the threshold is added to the classi�er
training, which actually destroys the self-taught learning
ability of the text. Meanwhile, for text classi�cation of mul-
tilabel and multicategory, there is also a problem of ignoring
label dependencies and lack of generalizing ability. To cope
with the above problems, some improvements are achieved
through deep learning methods. For example, a two-layer
replicated somaxmodel (RSM) was proposed in [23], which
is better than latent Dirichlet allocation (LDA), that is, a
semantically consistent topicmodel [24]. However, themodel
is designed using weighted sharing technique and there are
only two layers. In the process of dimension reduction, the
missing information of documents is relatively larger, and the
ability of noise handling is poor, resulting in little di	erence
between di	erent documents using the model.

In order to avoid such limitations and develop a better
approach, this article proposes a DDNN model through the
combination of some state-of-the-art deep learningmethods.
Speci�cally, in our model, the data is denoised with the help
of denoising autoencoder (DAE), and then the feature of
the text is extracted e	ectively using RBM. Compared with
those traditional text classi�cation algorithms, our proposed
algorithm can achieve signi�cant improvement with better
performance of antinoise and feature extraction, due to the
e
cient learning ability of hybrid deep learning methods
used in this model.

�e reminder of this article is organized as follows. In
Section 2, we give a technique analysis forDAE [25] and RBM
[26]. �en, our proposed text classi�er is presented in Sec-
tion 3, where more attention is paid for the implementation
of DDNN. Section 4 provides some simulation results and
discussions. Finally, the conclusion is given in Section 5.
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Figure 2: Schematic diagram of restricted Boltzmann machine.

2. Background

In this article, we use two kinds of state-of-the-art deep
learning models, that is, DAE and RBM [25, 26].

2.1. Denoising Autoencoder (DAE). Generally, the structure
of AE [27] is shown in Figure 1. Here, the whole system
consists of two networks, that is, encoder and decoder. Its
purpose is to make the reconstruction layer output as similar
to the input as possible. �e coding network will code and
calculate the input x and then reconstruct the result h to r by
the decoder. And denoising automatic coding is developed
according to the automatic coding, it will learn a more
robust representation of the input signal and has stronger
generalization ability than ordinary encoders by adding noise
to the training data.

2.2. Restricted Boltzmann Machine (RBM). As shown in
Figure 2, RBM network has two layers [28, 29]. Here, the
�rst layer is the visual layer (v), also called the input layer,
which consists of � visible nodes. And the second layer is
the hidden layer (h), that is, the feature extraction layer,
and it consists of � hidden nodes. If V is known, then
�(ℎ/V) = �(ℎ1/V) ⋅ ⋅ ⋅ �(ℎ�/V) and all hidden nodes are
conditional independent. Similarly, all the visible nodes are
also conditional independent when the hidden layer h is
known, the nodes within the layer are not connected, and the
nodes from di	erent layers are fully connected.

3. The Proposed Text Classifier

3.1. Denoising Deep Neural Network (DDNN)

3.1.1. Framework. Here, a DDNN is designed using DAE and
RBM, which can e	ectively reduce the noise while extracting
the feature.

�e input of the DDNN model is a vector with �xed
dimension. Firstly, we conduct the training by the denoising
module composed of two layers, named DAE1 and DAE2,
using unsupervised trainingmethods. Here, only one of them
is trained each time, and each training can minimize the
reconstruction error for the input data, that is, the output of
the previous layer. Because we can calculate the encoder or
its potential expression based on the previous layer �, so the
(�+1)th layer could be processed directly using the output of
the �th layer, until all the denoising layers are trained.

�e operation of this model is shown in Figure 3.
Aer being processed through the denoising layer, the

data enters the portion of RBM, which can further extract
the feature that is di	erent from the denoising autocoder
layer. �e feature extracted aer this part will be more
representative and essential. Figure 4 is the diagram for the
RBM feature extraction.

�is part is constructed by stacking two layers of RBM.
Training can be conducted by training RBM from low to high
as follows.

(1) �e input of bottom RBM is the output of the
denoising layer.

(2)�e feature extracted from the bottom RBM is taken
as the input of the top RBM.

Because RBM can be trained quickly by contrastive
divergence (CD) learning algorithm [30], this training frame-
work avoids the high complexity calculation of directly
getting a deep network with one training by dividing it
into multiple RBMs training. Aer this training, the initial
parameter values of some pretraining models are obtained.
�en, a backpropagation (BP) NN is initialized using these
parameters; the network parameters are �ne-tuned by the
traditional global learning algorithm using the dataset with
tags. �us, the function can converge to the global optimal
point.

�e reason for choosingDAEhere is that, in the process of
text classi�cation, data will be inevitably mixed into di	erent
types and intensity of noise, which tends to a	ect the training
of the model, resulting in deterioration of the �nal classi�-
cation performance. DAE is a preliminary extraction of the
original features, and its learning criteria is noise reduction.
In the pretraining stage, adding a variety of di	erent strength
and di	erent types of noise signals to the original input signal
can make the encoding process obtain better stability and
robustness. It is shown in Figure 5.

Moreover, the reason for choosing RBM is that RBM is
characterized by the fact that it can simulate the discrete
distribution of arbitrary samples and it is very suitable for
feature expression when the number of hidden layer units is
su
cient.

3.1.2. Implementation. �e DDNN model consists of four
layers, that is, DAE1, DAE2, RBM1, and RBM2. �e layer
v is both visual layer and the input layer of the DDNN
model. Each document in this article is represented by a
�xed dimension vector, where	1,	2,	3, and	4 represent
the connection weight between the layers, respectively. In
addition, ℎ1, ℎ2, ℎ3, and ℎ4 represent each hidden layer
corresponding to the output layers DAE1, DAE2, RBM1, and
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RBM2, respectively. DAE2 layer is the output layer of the
denoising module, and also the input layer of the two-layer
RBMmodule. RBM2 is the output layer of the DDNNmodel
which represents the feature of the document, and it will
be compared with the visual layer v. �is layer is the high-
level feature representation of the text data. �e subsequent
text classi�cation task is also addressed on the basis of this
vector. For all nodes, there is no connection between the same
layer nodes, but the nodes between those two layers are fully
connected.

Speci�cally, the introduction of the energy model is to
capture the correlation between variables, while optimizing
the model parameters. �erefore, it is important to embed
the optimal solution problem into the energy function when

DAE

noise reduction

noise signal reconstructed signal

Figure 5: Noise reduction with DAE.

training the model parameters. Here, RBM energy function
is de�ned as


 (V, ℎ) = −
�
∑
�=1

�
∑
�=1
���ℎ�V� −

�
∑
�=1
�V� −

�
∑
�=1
��ℎ�. (1)

Here, (1) represents the energy function of each visible node
and hidden node connection structure. Among them, � is the
number of hidden nodes, � is the number of visible layer
nodes, and  and � are the bias of visual layer and hidden layer,
respectively. �e objective function of the RBM model is to
accumulate the energy of all the visible nodes and the hidden
nodes. �erefore, it is necessary for each sample to count the
value of all the hidden nodes corresponding to it, so that the
total energy can be calculated.�e calculation is complex. An
e	ective solution is to convert the problem into probabilistic
computing.�e joint probability of the visible and the hidden
node is

� (V, ℎ) = �−�(V,ℎ)
∑

V,ℎ �−�(V,ℎ) . (2)

By introducing this probability, the energy function can
be simpli�ed, and the objective of the solution is to minimize
the energy value. �ere is a theory in statistical learning
that the state of low energy has higher probability than high
energy, so we maximize this probability and introduce the
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free energy function. �e de�nition of free energy function
is as follows:

FreeEnergy (V) = − ln∑
ℎ
�−�(V,ℎ). (3)

�erefore,

� (V) = �FreeEnergy(V)
� , � = ∑

V,ℎ
�−�(V,ℎ), (4)

where� is the normalization factor.�en, the joint probabil-
ity �(V) can be transformed into

ln� (V) = −FreeEnergy (V) − ln�. (5)

�e �rst term on the right side of (5) is the negative value
of the sum of the free energy functions of the whole network,
and the le is the likelihood function. As we described in the
model description, the model parameters can be solved using
maximum likelihood function estimation.

Here, we �rst construct a denoising function module for
the original features. It is mainly composed of a DAE. �e
two-layer DAE is placed at the bottom of the model so as
to make full use of the character of denoising. �e input
signal can be denoised by reconstructing the input signal
through unsupervised learning, so that the signal entering the
network is purer aer being processed by the encoder. �en
the impact of noise data on the subsequent construction of
the classi�er will be reduced.

�e second module is developed using DBN. It is gen-
erated through RBM; then the ability of feature extraction
in this model will be improved. Furthermore, the model
can obtain the complex rules in the data, and the high-level
features extracted aremore representative. In order to achieve
better sorting results, we use the extracted representative
feature as an input for the �nal classi�er aer further
extraction using RBM.

Considering the complexity of the training and the
e
ciency of themodel, a two-layerDAEand a two-layerRBM
will be used.

3.2. Text Classi	cation Using DDNN. Here, the �nal DDNN-
based text classi�er is developed. And there are three key
modules in its architecture, as shown in Figure 6.

3.2.1. Text Preprocessing Module. First, the feature words
processed here are mapped into the vocabulary form [31–33].
�en, the weights are counted using TF-IDF (term frequency,
inverse document frequency) algorithm [34]. In addition,
using vector to represent the text is implemented.Meanwhile,
it is also normalized.

3.2.2. Feature Learning Module. �e DDNN mentioned in
Section 3.1 is used to implement feature learning.

3.2.3. Classi	cation Identi	cation Module. In this module,
we use Somax classi�er in classi�cation, and its input
is the feature which is learned from the feature learning
module. In the classi�er, the hypothetical text dataset has �
texts from � categories, where the training set is expressed

as {(�(1), �(1)), (�(2), �(2)), . . . , (�(�−1), �(�−1)), (�(�), �(�))} and
�(�) represents the �th training text, and � represents di	erent

categories (�(�) ∈ {1, 2, . . . , �−1, �}).�emain purpose of the
algorithm is to calculate the probability of � belonging to the
tag category, for the given training set �. Here, that function
is as shown in

ℎ� (�(�)) =
[[[[[[[
[

� (�(�) = 1 | �(�); �)
� (�(�) = 2 | �(�); �)

...
� (�(�) = � | �(�); �)

]]]]]]]
]

= 1
∑	�=1 ���� 
(�)

[[[[[[[[
[

���1 
�

���2 
(�)
...

���� 
(�)

]]]]]]]]
]

.

(6)

Each subvector of vector ℎ�(�(�)) is the probability value that�
belongs to di	erent tag categories, and the probability value
is required to be normalized, so that the sum of probability

value of all the subvectors is 1. And �1, �2, . . . , �	−1, �	 ∈ R
�+1

represents the parameter vectors, respectively.
Aer getting �, we can obtain the previously assumed

function ℎ�(�). It can be used to calculate the probability
value that text � belongs to each category.�e category which
has the biggest probability value is the �nal classi�ed result by
the classi�er algorithm.

4. Simulation Results and Discussions

In this article, simulations are conducted in two steps. First,
we analyze the key parameters that a	ect the performance
of the DAE and the RBM models (the basic components of
DDNN model) and implement the simulation with appro-
priate parameters. Second, we compare the DDNN with NB,
KNN, SVM, and DBN using the data with noise and the data
without noise and verify the e	ectiveness of the proposed
DDNN.

4.1. Evaluation Criterion of Text Classi	cation Results. For the
text classi�cation results, we mainly use the accuracy as a
classi�cation criterion. �is index is widely used to evaluate
the performance in the �eld of information retrieval and
statistical classi�cation.

If there are two categories of information in the original
sample, there are a total of � samples which belong to
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category 1, and category 1 is positive. And there are a total
of � samples which belong to category 0, and category 0 is
negative.

Aer the classi�cation, TP samples that belong to cate-
gory 1 are divided into category 1 correctly, and FN samples
are divided into category 0 incorrectly. And TN samples that
belong to category 0 are divided into category 0 correctly, FP
samples are divided into category 1 incorrectly.

�en, the accuracy is de�ned as

Accuracy = TP

TP + FP
. (7)

Here, the accuracy can re�ect the performance of the classi-
�er.

�e recall is de�ned as

Recall = TP

TP + FN
= 1 − FN

� . (8)

It can re�ect the proportion of the positive samples classi�ed
correctly.

�e  -score is de�ned as

 -score = 2 × Recall × Accuracy

Recall + Accuracy
. (9)

It is a comprehensive re�ection of the classi�cation of data.

4.2. Dataset Description. In our simulations, we test the
algorithm performance using two news datasets, namely, 20-
Newsgroups and BBC news datasets.

�e 20-Newsgroups dataset consists of 20 di	erent news
comment groups in which each group represents a news
topic. �ere are three versions in the website (http://qwone
.com/∼jason/20Newsgroups/). And we select the second ver-
sion, that is, a total of 18846 documents, and the dataset has
been divided into two parts, where there are 11314 documents
for the train set and 7532 documents for the test set. �e
distribution of the 20 sample details can be found in that
website. Note that, in our simulations, the serial number of
those 20 labels varies from 0 to 19.

�e dataset of BBC news consists of several news docu-
ments on the BBCwebsite (http://www.bbc.co.uk/news/busi-
ness/market data/overview/). �e dataset includes a total
of 2225 documents corresponding to �ve topics, that is,
business, entertainment, politics, sports, and technology.
Similarly, we randomly select 1559 documents for train set,
and 666 documents for a test set.

4.3. Simulation Results. All the simulations are conducted
according to the following. �e operating system is Ubuntu
16.04. �e hardware environment is NVIDIA Corporation
GM204GL [Tesla M60]. �e soware environment is Cuda
V8.0.61 and cuDNN 5.1. Deep learning framework is Keras,
while using sklearn and nltk toolkits.

4.3.1. Impact of Parameters. For all deep learning algorithms,
the parameter tuning greatly a	ects the performance of
simulation results. For the DDNN, the parameters which we

mainly adjust include the plus noise ratio of the data, the
number of hidden layer nodes, and the learning rate.

In order to test the robustness of the DDNN, we set the
plus noise ratio of the training set to 0.01, 0.001, and 0.0001.
�e result are shown in the Table 1.

As shown in Table 1, the stability of the model can be
guaranteed within the range of plus noise ratio (0.01, 0.001),
but when the plus noise ratio is too high, that is, higher than
0.1, the data will be damaged especially for the sparse data,
and it will a	ect the classi�cation performance. Moreover,
the performance of the classi�er to robust feature extraction
will be weakened if the plus noise ratio is too low. Hence, we
set the plus noise ratio �nally to 0.001. Aer we conduct the
simulation, we set the noise factor as 0.01, 0.02, 0.03, 0.04,
and 0.05 to verify the denoising performance of the proposed
model.

�e number of the input layer nodes is �xed according
to the result of the weight using TF-IDF algorithm. Since the
main purpose of DAE is to reconstruct original data, we set
the numbers of the input layer nodes and output layer nodes
to the same value. Because the number of the hidden layer
nodes is unknown, we set the numbers of the two hidden-
layer nodes in DAE to 1600 and 1500, 1700 and 1500, and
1800 and 1500, respectively. In addition, the numbers of the
two hidden-layer nodes in RBM are set as 600 and 100, 700
and 100, and 800 and 100, respectively. �en, we conduct the
simulation. Andwe set the learning rate to 0.1, 0.01, and 0.001.
�e results are shown in Table 2.

As shown in Table 2, the performance of the DDNN
model will be better when the numbers of two hidden-layer
nodes are set to 1700 and 1500 for DAE and 700 and 100 for
RBM, respectively. And the learning rate should be set to 0.01.

4.3.2. Comparisons and Analysis. In this article, we compare
our DDNNmodel with NB, KNN, SVM, and DBN models.

In text preprocessing, we select the frequency of the
�rst 2000 words to simulation and set batch size with 350.
Compared with the DDNN model (two-layer DAE and two-
layer RBM) proposed in this article, the DBN model is also
set to four layers. �e number of iterations in the pretraining
phase is 100, and the model updating parameter is 0.01.

Here, we take the BBC news dataset for an example to
show the process of training. From Figures 7 and 8, we can
see that, with the increase of epoch, the loss of training
is decreasing and the accuracy is increasing towards test
datasets, which shows that the e	ect of training is well.

Table 3 compares the results of DDNNwith other models
using the BBC news dataset and Table 4 compares them using
the 20-Newsgroups dataset. Moreover, we compare these
models in consideration of di	erent types of data, including
the data without noise and the data with a noise factor of 0.01,
0.02, 0.03, 0.04, and 0.05. Here, it is noted that, for each vector
of text extracted, the standard normal distribution of noise
factor multiplication is added. If a dimension is less than 0, it
is directly set to 0. In this article, the accuracy rate (Accuracy),
recall rate (Recall), and  -Score are observed to evaluate the
performance of classi�er. Take the calculation of Accuracy,
for example. Towards each classi�er, we �rstly calculate the
accuracy of each category according to the metric (7) and

http://qwone.com/~jason/20Newsgroups/
http://qwone.com/~jason/20Newsgroups/
http://www.bbc.co.uk/news/business/market_data/overview/
http://www.bbc.co.uk/news/business/market_data/overview/
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Table 1: Text classi�cation performance of DDNN with di	erent plus noise ratio.

Plus noise ratio
Noise factor

0.00 0.01 0.02 0.03 0.04 0.05

0.001 0.7530 0.7529 0.7479 0.7450 0.7349 0.7287

0.01 0.7536 0.7561 0.7550 0.7542 0.7443 0.7378

0.1 0.5379 0.5310 0.5270 0.5179 0.5027 0.4978

Table 2: Text classi�cation performance of DDNN with di	erent parameters.

Learning rate DAE RBM Accuracy

0.01

1600 1500 600 100 0.9640

1700 1500 700 100 0.9700

1800 1500 800 100 0.9686

0.02

1600 1500 600 100 0.9655

1700 1500 700 100 0.9654

1800 1500 800 100 0.9670

0.03

1600 1500 600 100 0.9625

1700 1500 700 100 0.9627

1800 1500 800 100 0.9491

0 20 40 60 80 100 120
20

30

40

50

60

70

80

90

100

Epoch

A
cc

u
ra

cy
 (

%
)

Figure 7: �e test accuracy in the training process for BBC news
dataset.

then compute the average of these subaccuracies as the result.
�e simulation data is the optimal classi�cation result aer
running many times.

Aer comparing DDNN model with shallow submodel,
including KNN and SVM, from those analysis results in
Tables 3 and 4, DDNN achieves a better performance. �e
reason is that when the training set is su
cient, the DDNN
can be fully trained, so that the parameters of the network
itself can reach the optimal value as much as possible
to �t the distribution of training data, and the high-level
features extracted from the underlying features are more
discriminative for the �nal classi�cation function.

Compared with the DBN model, DDNN �rst uses the
DAE model to train the classi�cation results more accurately
in the case that the two layers of the model are the same (they
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Figure 8:�e test loss in the training process for BBC news dataset.

are all four layers). �is is because the �rst two layers in the
DDNN model are with DAE, which can e	ectively reduce
the impact of noise data, and the DDNN model can be more
�exible to adjust the parameters. On the other hand, due to
the use of DAE as the initial layer, the dimension of data can
also be reduced preliminary.

As shown inTables 3 and 4, the classi�cation performance
of NB, KNN, and SVM is obviously decreased when the
dataset is adjustedwith noise factor, and theDNNNhas better
antinoise e	ect for only about 1% decline.

Furthermore, Table 5 shows the running time of di	erent
models. We can easily �nd that, for each sample, the NB
classi�er holds the shortest running time and SVM classi�er
holds the longest running time.Meanwhile, it can be seen that
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Table 3: Text classi�cation performance with di	erent models using BBC news dataset.

Classi�er
Plus ratio noise

0.00 0.01 0.02 0.03 0.04 0.05

Accuracy

NB 0.9659 0.9560 0.9339 0.8736 0.8186 0.7852

KNN 0.9375 0.9325 0.9284 0.9373 0.9119 0.9260

SVM 0.9715 0.9701 0.9672 0.9583 0.9340 0.9075

DBN 0.9462 0.9434 0.9268 0.9076 0.8789 0.8479

DDNN 0.9700 0.9685 0.9582 0.9541 0.9381 0.9286

Recall

NB 0.9655 0.9550 0.9294 0.8453 0.7387 0.6652

KNN 0.9354 0.9324 0.9279 0.9369 0.9114 0.9249

SVM 0.9715 0.9700 0.9670 0.9580 0.9309 0.8964

DBN 0.9459 0.9429 0.9249 0.9039 0.8769 0.8393

DDNN 0.9700 0.9685 0.9580 0.9535 0.9399 0.9249

 -score
NB 0.9657 0.9555 0.9316 0.8592 0.7766 0.7202

KNN 0.9364 0.9324 0.9281 0.9371 0.9116 0.9254

SVM 0.9715 0.9700 0.9671 0.9581 0.9324 0.9019

DBN 0.9460 0.9431 0.9258 0.9057 0.8779 0.8436

DDNN 0.9700 0.9685 0.9581 0.9538 0.9390 0.9267

Table 4: Text classi�cation performance with di	erent models using 20-Newsgroup dataset.

Classi�er
Noise factor

0.00 0.01 0.02 0.03 0.04 0.05

Accuracy

NB 0.7506 0.7274 0.6895 0.6678 0.5887 0.4633

KNN 0.6136 0.6161 0.6213 0.6142 0.6043 0.5978

SVM 0.7598 0.7527 0.7294 0.6968 0.6652 0.6453

DBN 0.7235 0.7207 0.7041 0.6849 0.6562 0.6252

DDNN 0.7536 0.7561 0.7550 0.7542 0.7443 0.7378

Recall

NB 0.7483 0.6693 0.5053 0.3526 0.2613 0.2027

KNN 0.5959 0.6000 0.6070 0.6034 0.5939 0.5820

SVM 0.7525 0.7415 0.6966 0.6094 0.4891 0.3833

DBN 0.7149 0.7120 0.6990 0.6826 0.6439 0.6250

DDNN 0.7459 0.7500 0.7549 0.7534 0.7439 0.7320

 -score
NB 0.7494 0.6971 0.5832 0.4615 0.3619 0.2820

KNN 0.6046 0.6079 0.6141 0.6088 0.5991 0.5898

SVM 0.7561 0.7471 0.7126 0.6502 0.5637 0.4809

DBN 0.7192 0.7163 0.7015 0.6837 0.6500 0.6251

DDNN 0.7497 0.7530 0.7549 0.7538 0.7441 0.7349

Table 5: �e running time of di	erent models (ms).

Classi�er
Dataset

BBC news 20-Newsgroups

NB 0.005 0.006

KNN 0.150 0.870

SVM 1.660 12.060

DBN 0.110 0.180

DDNN 0.120 0.210

the DDNN classi�er can keep good classi�cation speed while
achieving good classi�cation performance.

5. Conclusion

�is article combines the DAE and RBM to design a novel
DNN model, named DDNN. �e model �rst denoises the
data based on the DAE and then extracts feature of the
text e	ectively based on RBM. Speci�cally, we conduct the
simulations on the 20-Newsgroups and BBC news datasets
and compare the proposed model with other traditional clas-
si�cation algorithms, for example, NB, KNN, SVM, andDBN
models, considering the impact of noise. It is veri�ed that
the DDNN proposed in this article achieves better antinoise
performance, which can extract more robust and deeper
features while improving the classi�cation performance.

Although the proposed model DDNN has achieved
satisfactory performance in text classi�cation, the text used in
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the simulations is long-type data. However, considering that
there are also some short text data in text classi�cation task,
we should address this issue using the model DDNN. More-
over, to further improve the computational performance in
the implementation of deep learning methods, in the future
we can also design some hybrid learning algorithms by
incorporating some advanced optimization techniques, for
example, kernel learning and reinforcement learning, into the
framework of DDNN, while applying it in some other �elds.
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