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Abstract—Massively parallel computing systems are being built with thousands of nodes. The interconnection network plays a key

role for the performance of such systems. However, the high number of components significantly increases the probability of failure.

Additionally, failures in the interconnection network may isolate a large fraction of the machine. It is therefore critical to provide an

efficient fault-tolerant mechanism to keep the system running, even in the presence of faults. This paper presents a new fault-tolerant

routing methodology that does not degrade performance in the absence of faults and tolerates a reasonably large number of faults

without disabling any healthy node. In order to avoid faults, for some source-destination pairs, packets are first sent to an intermediate

node and then from this node to the destination node. Fully adaptive routing is used along both subpaths. The methodology assumes a

static fault model and the use of a checkpoint/restart mechanism. However, there are scenarios where the faults cannot be avoided

solely by using an intermediate node. Thus, we also provide some extensions to the methodology. Specifically, we propose disabling

adaptive routing and/or using misrouting on a per-packet basis. We also propose the use of more than one intermediate node for some

paths. The proposed fault-tolerant routing methodology is extensively evaluated in terms of fault tolerance, complexity, and

performance.

Index Terms—Fault tolerance, direct networks, adaptive routing, virtual channels, bubble flow control.
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1 INTRODUCTION

THERE exist many compute-intensive applications that
require a huge amount of processing power (nuclear

weapons simulations, protein folding, global climate
modeling, galaxy interaction simulations, etc.). These
applications require continued research and technology
development to deliver computers with steadily increasing
computing power. The required levels of computing
power can only be achieved with massively parallel
computers, such as the Earth Simulator [19], the ASCI
Red [1], and the BlueGene/L [5].

The huge number of processors and associated devices
(memories, switches, and links, etc.) significantly affects the
probability of failure. Each individual component can fail
and, thus, the probability of failure of the entire system
increases dramatically. One of the JASON Defense Advi-
sory Panel reports from 2003, about the requirements for
ASCI, states that “Scaling to PetaFlop using present
machine architectures implies very large number of
processors—of order 100,000, perhaps—might be needed.
Such large numbers raises serious questions of scalability of
code performance and of machine reliability.”

Thus, in these systems, it is critical to keep the system
running, even in the presence of failures. In addition,
failures in the interconnection network may isolate a large
fraction of the machine, containing many healthy proces-
sors that otherwise could have been used. Although
network components, like switches and links, are robust,
they are working close to their technological limits and,
therefore, they are prone to failures. Increasing clock
frequencies leads to a higher power dissipation, which
again could lead to premature failures. Therefore, fault-
tolerant mechanisms for interconnection networks are
becoming a critical design issue for large massively parallel
computers [25], [47], [26], [48], [37], [38].

Faults can be classified as transient or permanent.
Transient faults are usually handled by communication
protocols, using CRCs to detect faults and retransmitting
packets. In order to deal with permanent faults in a system,
two fault models can be used: static or dynamic. In a static
fault model, it is assumed that all the faults are known in
advance when the machine is (re)booted. In order to
implement it, once a fault is detected, all the processes in
the system are halted, the network is emptied, and a
management application is run in order to deal with the
faulty component. The management application detects
where the fault is, computes the information required by
the nodes in order to tolerate the fault, and distributes the
information. Then, the system is rebooted and the processes
are resumed. This fault model needs to be combined with
checkpointing techniques in order to be effective. Applying
checkpointing minimizes the fault’s impact on applications
because they are restarted from the latest checkpoint. In a
dynamic fault model, once a new fault is found, actions are
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taken in order to appropriately handle the faulty compo-
nent while the system keeps running. For instance, a source
node that detects a faulty component in a path can switch to
a different path.

Although there are different ways to deal with faults in
the interconnection network (see Section 2), most of the
solutions proposed in the literature are based on designing
fault-tolerant routing algorithms that are able to find an
alternative path when a packet meets a fault along the path
to its destination. Most of the proposed fault-tolerant
routing strategies require a significant amount of extra
hardware resources (e.g., virtual channels) to route packets
around faulty components in the case of failure. Alterna-
tively, there exist some fault-tolerant routing strategies that
use a very small number of extra resources to handle
failures, at the expense of either disabling certain healthy
nodes [25], thus reducing the processing power, or
dramatically increasing the latencies for some packets
[42]. Moreover, when faults occur, with most of those
fault-tolerant strategies, link utilization may become sig-
nificantly unbalanced, thus leading to premature network
saturation and consequently degrading network perfor-
mance even more.

In this paper, we overcome all these limitations,
proposing a fault-tolerant methodology for interconnection
networks that does not degrade performance at all in the
absence of faults, inflicts minimal performance degradation
in the presence of faults, and tolerates a reasonably large
number of faults. Indeed, fault tolerance is achieved
without disabling any healthy node, without requiring too
many extra hardware resources, and without introducing
any significant penalty (e.g., extra latency) when routing
packets in a faulty network. The methodology assumes a
static fault model and the use of a checkpoint/restart
mechanism.

The methodology is based on the use of intermediate
nodes for routing [22].1 That is, for some source-destination
pairs, packets are first forwarded to an intermediate node
and then from that node to the destination, in this way
splitting the routing path into two subpaths. Basically, we
avoid faulty links by reducing the number of possible
adaptive paths between source and destination nodes. In
particular, we remove those paths along which packets
could encounter any of the faults. Notice, though, that
adaptive routing is still used along both subpaths. How-
ever, for some few paths, an intermediate node is not
enough to avoid the faults. In order to increase the fault
tolerance degree, two extensions of the methodology are
proposed. These extensions restrict routing even more to
ensure that packets will not encounter the fault. The first
one disables adaptive routing and/or uses misrouting on a
per packet basis ([23], [24]). The second extension extends
the idea of intermediate nodes. Instead of using one
intermediate node, it allows the use of multiple intermedi-
ate nodes for some paths [34], enabling adaptive routing to
be used for all subpaths.

The methodology is valid for any network topology2 and
allows the use of fully adaptive routing even in the presence

of failures.3 To avoid deadlock, only three virtual channels
are required even for tori.4

In this paper, we present the fault-tolerant routing
methodology, fully exploring the impact of each of its
mechanisms ([22], [23], [34]). We compare them from a
uniform point of view and in the same scenarios, trying to
meet the trade-offs between fault tolerance, network
performance, and complexity.

The rest of the paper is organized as follows: Section 2
describes related work on fault tolerance. In Section 3, the
methodology based on using intermediate nodes is pre-
sented. The extensions to the methodology are presented in
Section 4. In Section 5, the different combinations of the
proposed methodology are evaluated and compared using
the same scenarios in terms of complexity, fault tolerance,
and performance. Finally, in Section 6, some conclusions
are drawn.

2 RELATED WORK

Basically, there are three ways to tolerate faults in
interconnection networks: component redundancy, fault-
tolerant routing algorithms, and reconfiguration. Using
component redundancy has been the easiest way to provide
fault tolerance. Components in the system are replicated
and, once a failed component is detected, it is simply
replaced by its redundant copy. The main drawbacks of this
approach are the high extra cost of the spare components
and the nonnegligible probability that the circuits required
to switch to the spare components may fail. An enhanced
version of this technique does not require spare compo-
nents. It simply bypasses faulty components, together with
some healthy components, to maintain network regularity.
For instance, in the BlueGene/L project [5], the nodes are
connected by using a 3D torus. The full BlueGene/L
supercomputer is constituted by 65,536 nodes, which are
allocated over 64 racks of 1,024-nodes, with two 512-node
midplanes per rack [20]. Once a failure is detected, all the
nodes included in the midplane (512-nodes) that contains
the faulty node/link are marked as faulty.

Another powerful technique is based on reconfiguring
the routing tables in the case of failure, adapting them to the
new topology after the failure [7], [44], [32], [33]. This
approach is appropriate for switch-based networks
(Myrinet [2], Quadrics [35], InfiniBand [27]) in which the
topology is defined by the end user. When using reconfi-
guration, any number of faults is tolerated without
requiring additional resources [38], as long as the network
remains connected. This technique is extremely flexible, but
this flexibility may also kill performance due to the need of
using generic routing algorithms as a consequence of the
irregularity in the resulting network topology. Often,
generic routing algorithms achieve poor performance when
applied to regular networks (e.g., 3D tori), as shown in [39].
This is because, in these cases, generic routing schemes are
usually not able to provide minimal routing in all cases,
regardless of whether they are deterministic or adaptive

G�OOMEZ ET AL.: A ROUTING METHODOLOGY FOR ACHIEVING FAULT TOLERANCE IN DIRECT NETWORKS 401

1. Intermediate nodes were introduced by Valiant [45] for other
purposes, such as traffic balancing.

2. For the sake of simplicity, we will focus on torus and mesh networks.

3. If intermediate nodes are used, fully adaptive routing refers to each
subpath.

4. Note that two virtual channels are already required to provide
deadlock-free fully adaptive routing [36].
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[41].5 Furthermore, they often provide worse traffic balance
than that provided by the routing schemes specifically
designed for these networks.

A large number of fault-tolerant routing algorithms for
multiprocessor systems have been proposed, especially for
mesh and torus topologies. Some approaches [30], [46] use
global status information of the network, whereas others
use only local status information. In particular, adaptive
routing is used together with link status in [15] and [31].
However, these approaches require using a large number of
virtual channels, depending on either the number of
tolerated faults [15] or the number of dimensions of the
topology [31]. Real systems implement very simple me-
chanisms that partly address the problem, such as the
direction order routing used in the Cray T3E [43]. Other
solutions consist of using routing algorithms together with
additional resources (virtual channels). Some of these
solutions are based on block faults [8], [4], [9], [10], [11],
[47], whereas others allow individual faults [21], [17], [12].
In the former case, several healthy nodes must be marked as
faulty, reducing the system’s processing capacity, in order
to build fault regions (either rectangular or nonconvex
regions). Packets are routed around these fault regions. To
this end, several virtual channels must be used. Finally,
some routing solutions ([28], [16]) are based on performing
misrouting and backtracking of packet headers. Despite
tolerating any number of faults, these strategies often
strongly penalize the network performance.

To overcome these drawbacks, a software-based fault-
tolerant routing approach [42] can be used. When a packet
encounters a fault, it is ejected from the network and is later
forwarded through an alternative path. This mechanism is
very flexible and supports many failure patterns, without
either marking healthy nodes as faulty or requiring
additional virtual channels. However, some packets may
suffer high latencies due to the packet ejection and
reinjection, and these packets also consume memory
bandwidth in the node where the injection/reinjection is
performed. An approach that minimizes the number of
required virtual channels and tolerates a fairly large
number of faults, at the expense of disabling some healthy
nodes, was recently proposed in [25]. This algorithm is
based on a static fault model and only requires two virtual
channels per link. In the absence of faults, dimension-order
routing (DOR) is used. When faults prevent the use of DOR,
a set of nodes must be sacrificed (lamb nodes) in order to
guarantee that every survivor node, a node that is neither
faulty nor a lamb, can reach every survivor node by at most
two rounds of DOR. Deadlock-freedom is guaranteed
provided that a different virtual channel is used during
each round. The main drawbacks of this routing algorithm
are that a significant number of nodes must be disabled for
packet transmission/reception (but not for routing) in order
to support communication among the remaining nodes and
that it does not support adaptive routing.

It is important to highlight the main differences between
our proposal, described in Sections 3-4, and other

approaches in the literature that also use a small number
of extra resources. In particular, unlike [42], in no case does
our proposed methodology require ejecting/reinjecting a
packet at an intermediate node, thus reducing latency
drastically. Moreover, unlike [25], our fault-tolerant meth-
odology does not need to deactivate any lamb node to
achieve good fault tolerance. Furthermore, the proposed
methodology allows packets to be adaptively routed, thus
increasing the overall network throughput.

3 METHODOLOGY

In this section, we will describe the basic mechanism for
achieving fault tolerance, that is, routing through inter-
mediate nodes. For this purpose, we will assume a k-ary
n-cube (torus) or an n-dimensional mesh network with
minimal adaptive routing based on Duato’s protocol [18]. In
the absence of faults, packets are routed using fully
adaptive routing, with at least two virtual channels (i.e.,
one adaptive channel and one escape channel) per physical
link. The adaptive channels enable routing through any
minimal path, whereas the escape channels guarantee
deadlock freedom by using a deterministic routing function
free from cyclic dependencies. At each hop, packets that
cannot use any of the adaptive channels that provide a
minimal path to their respective destinations use the escape
channel provided by the deterministic routing function.6

Also, a static fault model with checkpointing is assumed.
Detection of faults, checkpointing, and distribution of
routing info is performed as part of the static fault model
and, thus, will not be further discussed in this paper.

If faulty components can be encountered when routing
packets between a source-destination pair, the methodology
avoids these faults by using intermediate nodes for routing.
Packets are first forwarded to a suitable intermediate node
and, then, from this node to their final destination. This
way, intermediate nodes are used in order to obtain greater
control over the paths followed by packets, thereby
avoiding the faults. Notice that the packets are not ejected
from the network at the intermediate node. Fig. 1 shows a
source-destination pair that uses an intermediate node. The
original routing algorithm (based on Duato’s protocol) is
used in both subpaths. By using intermediate nodes, areas
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Fig. 1. The use of an intermediate node (I) limits the number of possible

paths, from the source (S) to the destination (D), enabling the fault (F ) to

be avoided.

5. Some generic routing strategies are able to provide minimal paths at
the expense of using a large number of virtual channels, often depending on
the network size.

6. Notice that packets can again be routed through adaptive channels
(when free) after using an escape channel.
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containing faults are avoided at the expense of reducing the

number of possible paths.
Deadlocks are avoided by using a separate escape

channel for each phase. That is, one escape channel is used

(if required) from the source to the intermediate node and

another one from the intermediate node to the destination.

This way, each phase defines a separate virtual network

and packets change virtual network at the intermediate

node. Thus, there are no dependencies between the two

subpaths, allowing two independent paths to be followed.7

Although each virtual network relies on a different escape

channel, they share the same adaptive channel(s). Thus, a

total of at least three virtual channels are required (one

adaptive and two escape). Notice that deadlock-free

minimal adaptive routing, based on Duato’s protocol,

requires at least two virtual channels, so only one additional

virtual channel is required.
The escape channels use deterministic dimension order

routing (DOR) and, for tori, also the bubble flow control

mechanism [6]. The bubble flow control mechanism avoids

deadlocks in the dimension rings of torus topologies by

ensuring that there is always an empty buffer that allows

packets to advance along the ring. With this mechanism, a

packet that is injected into the network, crosses a network

dimension, or originates from an adaptive channel requires

two free buffers (i.e., one for the packet and one additional

free buffer) in order to be allowed in the escape channel.

Indeed, a packet changing virtual network at an inter-

mediate node should also be considered as entering the ring

and, therefore, requires two free buffers. Alternatively, if

the bubble flow control mechanism is not used, deadlock

freedom can be provided in torus topologies through the

use of additional virtual channels [13]. If this latter

approach were used, each subpath (i.e., virtual network)

would require two escape channels, resulting in a total of

five virtual channels (i.e., four escape channels and at least

one adaptive channel). Anyway, this is an implementation

issue, aimed at guaranteeing deadlock-freedom along the

escape paths, that has no influence on the proposed fault-

tolerant routing methodology.8

Next, a methodology for identifying the intermediate

nodes is presented.

3.1 Intermediate Nodes for Adaptive Routing

In what follows, we will denote the source node as S and the

destination node asD. The intermediate node is denoted as I.

Faulty links are denoted as Fi. A node failure can easily be

modeled as the failure of all the links of a node.

When minimal adaptive routing is used, the intermediate
node I should have the following properties so that the
fault(s)Fi are avoidedwhen routingpackets fromS via I toD:

1. I is reachable from S.
2. D is reachable from I.
3. There is no I 0 (fulfilling the previous requirements)

giving a shorter path than I.

The first requirement guarantees that packets can be
routed from S to I and the second one that packets can be
routed from I to D. The third requirement guarantees that
the final path is the shortest possible. We define that, when
minimal adaptive routing is used, a node N2 is reachable
from a node N1 if and only if, for all i, Fi is not on any
minimal path from N1 to N2.

To identify the possible intermediate nodes, let T RS be
the set of nodes reachable from S and T D the set of nodes
from which D is reachable. Furthermore, let lðx; yÞ be the
length of the minimal path, in the fault-free case, from x to
y. We then define T j (for j � 0) in the following way: A
nodeN is in T j if and only if lðS;NÞ þ lðN;DÞ ¼ lðS;DÞ þ j.
This way, T j for different values of j defines nonoverlap-
ping sets of nodes, as shown in Fig. 2. These sets can easily
be identified by starting with the nodes that are traversed
on any minimal path from S toD (i.e., j ¼ 0) and continuing
outward.

Theorem 1. Let j be the smallest integer for which T j \ T RS \
T D is nonempty. A node N fulfills all three requirements of an
intermediate node I if and only if N 2 T j \ T RS \ T D.

Proof. We prove the theorem by induction. The theorem is
true for j ¼ 0 (i.e., for minimal routes):

. Let us assume that there is one node N in the set
that does not fulfill the requirements of an
intermediate node. Then, N would either have
to be unreachable from S, not have a valid route
to D, or not be on a minimal path from S to D. If
N is unreachable from S, it is by definition not in
T RS . If N does not have a valid route to D, it is by
definition not in T D. If N is not on a minimal path
from S to D, it is by definition not in T 0. Because
of the properties of set intersections, N must be in
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7. Note that, in certain cases, it may be unnecessary to carry out the
virtual network transition at the intermediate node as long as cyclic channel
dependencies are not introduced. However, these situations cannot be
foreseen when using adaptive routing. Applying deterministic routing
along the first subpath could help in some cases. However, the difficulties
in guaranteeing in all cases that cyclic channel dependencies are not
introduced prevent us from removing the need of using an additional
virtual network.

8. We suggest the use of the bubble flow control mechanism in tori
because it allows a more efficient implementation of the proposed
methodology (i.e., it requires a smaller number of virtual channels to
implement the escape paths). The bubble flow control mechanism is
currently being used in the BlueGene/L supercomputer [5].

Fig. 2. The nodes in the sets T j, for j � 5, for a particular source-

destination pair in a 2D torus.
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all three sets, T RS , T D, and T 0, to be in the set
T 0 \ T RS \ T D. Thus, we have a contradiction.

. Let us then assume that there is one node N ,
outside the set, which fulfills the requirements of
an intermediate node. N would then have to be
outside at least one of the sets T RS , T D, or T 0. If
N is outside T RS , it is unreachable from S and,
therefore, does not fulfill requirement one. If N is
outside T D, it has no valid route to D and,
therefore, does not fulfill requirement two. If N is
outside T 0, N is not on a minimal path from S to
D. Thus, we have a contradiction in all three
cases.

If the theorem is true for j ¼ m, then the theorem is
also true for j ¼ mþ 1: Concerning requirements one
and two, the arguments made for j ¼ 0 also hold for
j ¼ mþ 1. Furthermore, when j ¼ mþ 1, no route S-I-D

exists for j < mþ 1. Indeed, as each increase of j adds
one additional hop to the path S-I-D, all the intermediate
nodes found when j ¼ mþ 1 yield paths S-I-D of equal
lengths. Finally, for the same reason, no shorter path can
be found for j > mþ 1. The theorem therefore fulfills all
three requirements. tu

This way, to identify possible intermediate nodes, we

start by considering the minimal paths (j ¼ 0) and then, if

necessary, nonminimal paths (j > 0) to avoid the fault(s). By

minimizing j, preference is given to the shortest connected

paths. We illustrate the intermediate node selection in the

next section by applying Theorem 1 in two example

scenarios.

3.2 Example Scenarios

Fig. 3 shows a scenario with five link faults. Because there

are faults present in some of the minimal paths between S

and D, an intermediate node is needed. In order to find a

minimal path, we look for an intermediate node within T 0.

As shown in Fig. 3, there are several nodes within T 0 that

are either reachable from S or are able to reach D. However,

we are only interested in nodes with all of these attributes,

that is, the nodes given by the set T 0 \ T RS \ T D. In this

scenario, there is only one such node, that is, the one

identified as a possible intermediate node in Fig. 3. By using

this node as the intermediate node, it is guaranteed that the

faults are not encountered when packets are first routed
from S to I and then from I to D.

Notice that, in a mesh, if all the minimal paths are faulty,
it is not possible to find a suitable intermediate node even
when considering nonminimal paths (i.e., T j for j > 0)
when fully adaptive routing is used. This is because it is
then impossible to position the intermediate node in such a
way that all the minimal paths from S to I and from I to D

are fault free. In a torus, however, such faults can be
avoided by using a nonminimal path given by taking the
opposite direction to the minimal path. Thus, if all the
minimal paths in the torus shown in Fig. 2 were blocked by
faults, one could, for example, use the node two hops to the
left of the source as an intermediate node and, thus, get a
nonminimal path in the opposite direction of the ring.
Because this node is in T 2, the path length of this path
equals the minimal path plus two. To handle such a
situation in a mesh, it is necessary to use one of the
complementary mechanisms described in the next section.

4 COMPLEMENTARY MECHANISMS

In some situations, like the one in the last example, it is
impossible to avoid all the faults by using the methodology
presented in the previous section. Therefore, we now
present some alternative extensions to the methodology.
First, we present how the intermediate node concept can be
extended to use more than one intermediate node for some
source-destination pairs. Then, we present alternative
solutions based on using additional mechanisms, that is,
disabling adaptive routing and/or using misrouting for
some paths.

4.1 Multiple Intermediate Nodes

By using more than one intermediate node, additional
control over the paths followed by packets is gained,
enabling more faults to be avoided while still using
adaptive routing for all the paths. In order to still guarantee
deadlock freedom, an additional virtual channel is needed
for each additional intermediate node.9 This way, each
subpath continues to use a different escape channel. So,
when at most two intermediate nodes are used in each path,
a total of four virtual channels is required (i.e., three escape
channels and one adaptive channel).

When using multiple intermediate nodes, we refer to the
intermediate nodes as Ix, where I1 denotes the first
intermediate node in a route. We will first present a
methodology for using two intermediate nodes. Then, we
generalize this methodology so that it can be used, in a
recursive way, for any number of intermediate nodes.

4.1.1 Two Intermediate Nodes

When using two intermediate nodes, we are looking for
intermediate nodes I1 and I2 so that:

. I1 is reachable from S.

. I2 is reachable from I1.

. D is reachable from I2.
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9. If the bubble flow control mechanism was not used in a torus
topology, two virtual channels would be required for each additional
intermediate node.

Fig. 3. The faults are avoided by the use of an intermediate node. The

shaded area identifies the nodes in T 0.
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. There are no I 0
1

and I 0
2

(fulfilling the previous
requirements), giving a path shorter than I1 and I2.

Indeed, it can be observed that if a suitable I1 is

identified, then the second intermediate node I2 follows

from Theorem 1. Thus, the problem can be reduced to

identifying I1, where I1 must be selected in such a way that

all four requirements for I1 and I2 stated above are fulfilled

when I2 follows from Theorem 1.

In order to solve this problem, let us introduce a

variation of T D, namely, T k
D1

. We define this new set as the

set of nodes that can reach D through one intermediate

node (i.e., the 1 in the subscript denotes that one

intermediate node is used). This intermediate node is given

by Theorem 1 and the value of k here equals the value of j,

in the set T j, used in Theorem 1 for identifying it, e.g., the

set T 0

D1
consists of the nodes that have a minimal path, via

one intermediate node, to D. The set T 1

D1
, on the other

hand, consists of the nodes that have a path length equal to

the minimal path plus one, via one intermediate node, to D.

As before, T RS denotes the nodes reachable from S.

Theorem 2. Let j and k be the smallest integers (i.e., so that their

sum is minimized) for which T j \ T RS \ T k
D1

is nonempty. A

node N fulfills all four requirements of an intermediate node I1
if and only if N 2 T j \ T RS \ T k

D1
.

Proof. Let us define l as the sum of j and k, i.e., l ¼ jþ k. We
then prove the theorem by induction. The theorem is true
for l ¼ 0 (i.e., for minimal paths):

. Let us assume that there is one node N in the set

T 0 \ T RS \ T 0

D1
that gives a path S-N-I2-D that

does not fulfill the requirements of an intermedi-

ate node I1. It follows from Theorem 1 and the

definition of T k
D1

that I2 is reachable from N and
that D is reachable from I2. Thus, N must be

unreachable from S or the path S-N-I2-D is not

the shortest possible. If N is unreachable from S,

N is by definition not in T RS . It also follows from

Theorem 1 that the subpath N-I2-D is the shortest

possible. Thus, N cannot be on a minimal path

from S to D for the path S-N-I2-D to be a

nonminimal path. However, then N is by defini-
tion not in T 0. Therefore, we have a contradiction.

. Let us then assume that there is one node N

outside the set T 0 \ T RS \ T 0

D1
that fulfills the

requirements of an intermediate node I1. N

would then have to be outside at least one of
the sets T 0, T RS , or T 0

D1
. If N is outside T 0, it

violates our assumption that l ¼ 0. If N is outside
T RS , it is unreachable from S and therefore
violates requirement one. If N is outside of the
set T 0

D1
, it violates requirements two or three or

our assumption that l ¼ 0.

If the theorem is true for l ¼ m, then it is also true for
l ¼ mþ 1: As for reachability, the arguments used for
l ¼ 0 are still valid. Thus, it only remains to be shown
that the path S-N-I2-D is the shortest possible. By
definition, when l ¼ mþ 1, no N exists for l < mþ 1.
Each increase of l adds one hop to the path S-N-I2-D.

Thus, all paths where l ¼ mþ 1 are of equal length and
no shorter path can be found for l > mþ 1. tu

Thus, as before, to find the first intermediate node in a
path with two intermediate nodes, we start by considering
the minimal paths (i.e., jþ k ¼ 0) and then consider
nonminimal paths (i.e., jþ k > 0), if necessary, to avoid
all the faults. The second intermediate node is given by
Theorem 1. We will now extend this concept to any number
of intermediate nodes and then provide an example
scenario.

4.1.2 Any Number of Intermediate Nodes

Let us now generalize the definition of T k
D1

in order to
apply Theorem 2 for any number of intermediate nodes. We
therefore define T k

Dz in the following way:

. T 0

D0
: The set of nodes from which D is reachable

without the use of any intermediate node (i.e., the set
of nodes defined by the original set T D).

. T k
Dz (for z > 0 and k � 0): The set of nodes from

which at least one node in T j0 \ T k0

Dz�1
is reachable

without the use of any intermediate node, where
j0 þ k0 ¼ k.

Thus, a node N 2 T k
Dz reaches D through z intermediate

nodes and k is, here, the number of additional hops, in the
path from N to D, compared to the minimal path. Fig. 4
shows some examples of nodes in T k

Dz for different values
of k and z. Node 1 here has a minimal path without any
intermediate nodes to the destination (D) and, thus, belongs
to the set T 0

D0
. Node 2 has a minimal path, via one

intermediate node (i.e., node 1) to D, and therefore belongs
to the set T 0

D1
. Node 3 has a path to D via two intermediate

nodes (i.e., nodes 2 and 1), with a length of four hops more
than the minimal path, and thus belongs to the set T 4

D2
.

More specifically, j0 ¼ 4 because the first intermediate node
in this path (i.e., node 2) is in T 4 (relative to node 3 and D)
and k0 ¼ 0 because the path from node 2 to D is a minimal
one. Thus, k ¼ j0 þ k0 ¼ 4. The source node (S) has a path to
D through three intermediate nodes and this path is four
hops longer than the minimal path, thus S is in the set T 4

D3
.

In this case, j0 ¼ 0 because node 3 is on a minimal path
between S andD, while k0 ¼ 4 because node 3 is in T 4

D2
(i.e.,

the path from node 3 to D is four hops longer than the
minimal path).

Notice that the set T j \ T RS \ T 0

D0
is actually the same as

that in Theorem 1, thus resulting in paths with one
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Fig. 4. Examples of nodes in T k
Dz for different values of k and z. Node 1

is in T 0

D0
, node 2 is in T 0

D1
, node 3 is in T 4

D2
, and the source is in T 4

D3
.
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intermediate node. The set T j \ T RS \ T k
D1

is that given by
Theorem 2, resulting in paths with two intermediate nodes.
Similarly, T j \ T RS \ T k

D2
gives paths with three inter-

mediate nodes. Continuing this way, an arbitrary number of
intermediate nodes can be obtained. When paths of equal
length exist, preference should be given to paths with fewer
intermediate nodes.

4.1.3 Example Scenario

Fig. 5 shows the same scenario as previously shown in
Fig. 3, except that the source node is different. In this case,
all the minimal paths between S and D are blocked by
faults. The set T 0 \ T RS \ T 0

D0
, giving minimal paths with

one intermediate node, is therefore empty. The set
T 0 \ T RS \ T 0

D1
, giving minimal paths with two intermedi-

ate nodes, is also empty. Because preference is given to the
paths with the least number of intermediate nodes, when
the path length is equal, we then try to find an intermediate
node within T 2 (T j is empty for odd values of j in meshes)
giving a nonminimal path with one intermediate node.
However, this set, T 2 \ T RS \ T 0

D0
, is also empty.

There are now two more sets giving the same path
lengths as the previous one, but using two intermediate
nodes instead of one. Which of these two sets are given
preference is irrelevant for the correctness of the methodol-
ogy as they both give the same value for jþ k (which
should be minimized according to Theorem 2). Anyway, of
the two sets, the set T 0 \ T RS \ T 2

D1
is empty, while the set

T 2 \ T RS \ T 0

D1
gives us the possible intermediate nodes

shown in Fig. 5. Thus, the first intermediate node, I1, can be
selected among these three nodes. If I 0

1
is the first

intermediate node, then the second intermediate node, I2,
can be selected among the intermediate nodes that give I 0

1
a

path with one intermediate node to D. In this case, I2 would
be the same node as the one earlier identified as I1 in Fig. 3.

4.2 Disabling Adaptive Routing

A deterministic minimal routing function uses a subset of
the paths returned by an adaptive minimal routing
function. Therefore, a node given by Theorem 1 for adaptive
routing can also be used as an intermediate node when
deterministic routing is used. However, there are scenarios
where the set T j \ T RS \ T D is empty but where it is still
possible to find a suitable intermediate node if routing is
restricted to a deterministic route. This way, nodes that

could not be used as intermediate nodes with adaptive
routing may be used as intermediate nodes with determi-
nistic routing.

When fault tolerance through intermediate nodes is
applied in combination with deterministic routing, we are
looking for an intermediate node I such that:

. For all i, Fi is not on the S � I deterministic path.

. For all i, Fi is not on the I �D deterministic path.

. There is no I 0 (fulfilling the previous requirements)
giving a shorter path than I.

As can be observed, these are the same requirements as
those that formed the basis for Theorem 1, except that
deterministic routing now is assumed. Therefore, we can
obtain the desired nodes by applying Theorem 1 for
deterministic routing. In order to do this, let T d

RS be the
set of nodes reachable through deterministic routing from S

and T d
D the set of nodes that have a valid deterministic

route to D.

Corollary 1. Let j be the smallest integer for which T j \ T d
RS \

T d
D is nonempty. A node N fulfills all three requirements of an

intermediate node, when deterministic routing is used along
the subpaths if and only if N 2 T j \ T d

RS \ T d
D.

This gives intermediate nodes (I) where deterministic
routing is used from S to I and from I to D. However, even
when it is not possible to use adaptive routing all the way
from S via I to D (i.e., when the set T j \ T RS \ T D is
empty), it may still be possible to use adaptive routing from
S to I or from I to D.

Thus, if the intermediate node is selected from
T j \ T RS \ T d

D, adaptive routing can be used from S to I,
whereas deterministic routing must be used from I to D.
Similarly, if the intermediate node is selected from
T j \ T d

RS \ T D, deterministic routing must be used from S

to I, whereas adaptive routing can be used from I to D. As
before, j is minimized in order to get the shortest path
length possible.

4.2.1 Example Scenario

Fig. 6a shows a mesh network where all the shortest paths
between the source and the destination are blocked by faults.
Thus, the setT j \ T d

RS \ T d
D is empty for j ¼ 0. It is also empty

for j ¼ 1 as the set T j is empty for all odd values in meshes.
We must therefore try with j ¼ 2. The set T 2 consists of the
nodeswithin the shadedareas in the figure.Among thenodes
within T 2 that can be reached from S, using deterministic
(dimension order) routing, one that also has a deterministic
route to D (i.e., a node in T 2 \ T d

RS \ T d
D) can be chosen as

the intermediate node. As shown in Fig. 6a, there is one
such node in this scenario. This node should therefore be
used as the intermediate node. Notice that packets could
encounter a fault if adaptive routing was used in any of the
subpaths and it is therefore necessary to use deterministic
routing (i.e., disable adaptive routing) both from S to I and
from I to D.

4.3 Misrouting

The last complementary mechanism is the use of
misrouting. For this, we use direction-order routing
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Fig. 5. Two intermediate nodes must be used in order to avoid the faults.

The figure shows how the first of these intermediate nodes (i.e., I1) is

identified. The shaded areas identify the nodes in T 2.
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(X þ Y þ Z þX � Y � Z � ) instead of dimension order

routing. This is because direction order routing allows

packets to be routed in both directions of a dimension and,

therefore, offers greater flexibility to avoid faults. Further-

more, direction order routing allows routing through

nonminimal paths. We restrict packet misrouting to at most

three directions, up to eight hops in each direction, at the

beginning of each path/subpath.

4.3.1 Example Scenario

Fig. 6b shows a scenariowhere the shortest paths between the

source and the destination are blocked by faults. By using

direction order routing, packets are firstmisroutedonehop in

theX þ direction, then onehop in theY þ direction, and one

hop in theX � direction. By having an intermediate node at

this point, the packets are again allowed to travel in the Y þ

direction. So, from the intermediate node, the packets are

misrouted one hop in the Y þ direction and then one hop in

the X � direction before they continue toward the destina-

tion using adaptive routing.

5 EVALUATION

In this section, we will evaluate the methodology in terms of
fault tolerance, complexity, and performance. The three
basic mechanisms are analyzed individually: one inter-
mediate node (I), disabling adaptive routing (D), and
misrouting (M). Additionally, the following combinations
of these mechanisms are evaluated: I+D, I+M, M+D, and
I+D+M. The extension to more than one intermediate node
is also analyzed and is referred to as I�N, where N is the
maximum number of intermediate nodes used in a path.
We also analyze the combination of two intermediate nodes
(I�2) and disabling adaptive routing (D), that is, I�2+D.
Table 1 summarizes each variation of the methodology.

5.1 Fault Tolerance

A methodology is n-fault-tolerant if it is able to tolerate any
combination of n link failures. Indeed, we will say that a
given combination of failures is tolerated if the methodol-
ogy is able to provide a nonfaulty route between every
source-destination pair in the network. If, for a combination
of n faults, there is at least one source-destination pair
whose path is not fault-free, then that combination is not
tolerated and the methodology is not n-fault-tolerant.

G�OOMEZ ET AL.: A ROUTING METHODOLOGY FOR ACHIEVING FAULT TOLERANCE IN DIRECT NETWORKS 407

Fig. 6. (a) Adaptive routing must be disabled in both subpaths to avoid all the faulty links. The shaded areas identify the nodes in T 2. (b) Misrouting is

used in the first subpath and in the beginning of the second subpath in order to circumvent all the faults

TABLE 1
Variations of the Methodology
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Faults may disconnect some nodes in the network. As
these nodes can no longer send or receive messages, such a
situation is not considered as not tolerated. We only
consider link failures since a node failure can be modeled
as the failure of all the links of a node.10

We present fault tolerance results for a 3� 3� 3

(27 nodes) torus network. Although current systems are
being built with larger topologies (e.g., a 32� 32� 64 torus
for BlueGene/L), smaller networks can be exhaustively
evaluated from a fault-tolerant point of view and the results
can then be easily transferred to larger networks. In larger
networks, the faults will be at the same or a greater distance,
so it is reasonable to expect that the fault tolerance will be
the same and that the percentage of not tolerated combina-
tions will be even lower.

5.1.1 Fault Analysis Models

For a limited number of faults, all the possible combinations
of faults can be explored. However, as the number of faults
increases, the number of possible fault combinations
increases exponentially. Therefore, from a particular num-
ber of faults, it is impossible to explore all the fault
combinations in a reasonable amount of time. We use two
approaches to deal with this problem. The first approach
focuses on faults bounded into a limited region of the
network. Notice that scenarios where the faults are closely
located are difficult to solve because the number of fault-
free paths among the nodes in a region with many faults
will be reduced. As the number of possible fault combina-
tions is much lower for such a region than for the entire
network, all the fault combinations can be evaluated.
Although the obtained results cannot be directly extended
to the generic case, where the faults may be located over the
entire network, it gives us an approximation of the
effectiveness of the methodology in a critical situation.

The analyzed region is formed by all the links of the
nodes that are one hop away from a node (the center node),
which is randomly selected.11 We will refer to this region as
a distance 1 region. Fig. 7 shows a distance 1 region, formed
by 36 links. In a 3� 3� 3 torus, it only consists of 33 links
though, as three of the links then are shared by nodes
within the region. Notice that, with a high number of faults,
the center node is hardly accessible.

In the second approach, a statistical analysis is per-
formed. A subset of the total number of fault combinations
for a given number of faults is analyzed in order to check if
they are tolerated. The faults in each of these combinations
are randomly located over the entire network. From the
obtained results, we perform a statistical analysis to obtain
the fault tolerance of the proposed methodology.

5.1.2 Fault Tolerance Results

Table 2 shows the percentage of fault combinations not
tolerated by the different mechanisms and their possible
combinations in a 3� 3� 3 torus network. Results for the
three fault analysis models (exhaustive, distance 1, and
probabilistic) are shown. As can be observed, the I+D+M
combination achieves a very good fault tolerance degree. In
particular, all the evaluated fault combinations with up to
seven faults are tolerated. Notice that, for six-faults and up,
only the distance 1 and statistical analysis models are used.

As the distance 1 represents a worst-case analysis, this
strongly indicates that the mechanism is 7-fault-tolerant.
Moreover, for the statistical fault analysis model, all the
analyzed fault combinations (up to 14 faults) were tolerated.
However, in the distance 1 analysis model, some fault
combinations are not tolerated from eight faults upward.

Table 2 also shows the fault tolerance of the mechanisms
when used individually. The D mechanism is neither able to
tolerate any fault nor any combination of faults. This result
was expected since the deterministic routing used (i.e., DOR
routing) is not even 1-fault-tolerant. Regarding the
I mechanism alone, we can observe that it is only 1-fault-
tolerant. Moreover, the number of not tolerated fault
combinations increases significantly as the number of faults
in the network increases. For five faults, roughly a quarter
of the fault combinations are not tolerated. Finally, the M
mechanism obtains a better fault tolerance degree than the I
mechanism by being 3-fault-tolerant. However, for a higher
number of faults, the percentage of not tolerated combina-
tions increases significantly. Therefore, in light of these
results, it must be noticed that an acceptable fault tolerance
degree cannot be achieved by using any of the mechanisms
separately, requiring additional support to be effective.

Looking at the combinations of mechanisms, we can
observe that disabling adaptive routing is effective when it is
combined with intermediate nodes. In fact, I+D is 5-fault-
tolerant and the percentage of not tolerated fault combina-
tions remains low as the number of faults in the network
increases. The percentage of not tolerated fault combinations
for eight faults is lower than 1.5 percent in the distance 1
region. These results are obtained thanks to the use of
dimension order (X � Y � Z � ) routing. However, when
using direction order (X þ Y þ Z þX � Y � Z � ) routing
instead of dimension order routing, only three faults were
tolerated by I+D. This is because, when an intermediate node
is used, X � Y � Z � provides more flexibility in the entire
path (i.e., taking into account both the S � I stretch and the
I �D stretch) since the dimensions are always traveled in the
same order, regardless of the direction.

On the other hand, we can observe that disabling
adaptive routing together with misrouting does not help
much. In particular, D+M exhibits fault tolerance capabil-
ities similar to those obtained with M. I+M appears to be
7-fault-tolerant as I+D+M, although it has a slightly higher
percentage of not tolerated combinations in the distance 1
region for eight faults. The similar results are due to the fact
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10. When a link fails, we assume that it fails in both directions.
11. The selection of the center node does not affect the results due to the

symmetry property of torus networks.

Fig. 7. Distance 1 region in a 3D torus.
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that misrouting can also be used in the same way as
deterministic routing.

We also consider the combination of several intermediate
nodes. When using two intermediate nodes, the methodol-
ogy greatly increases its fault tolerance degree. In particu-
lar, it is 5-fault-tolerant. With six faults in the network, two
intermediate nodes are not enough for all the fault
combinations. This is similar to the result obtained for the
I+D combination. However, for more than five faults, I�2
obtains lower percentages of not tolerated combinations.
With three intermediate nodes, the methodology achieves a
very high fault tolerance degree. Taking into account the
distance 1 analysis, we can observe that I�3 tolerates as
many as nine faults, while there are some not tolerated
combinations with 10 faults. In the statistical analysis, the
I�3 combination could provide a valid path for every
nondisconnected pair of nodes for up to 14 faults in all the
analyzed fault combinations. The combination of two
intermediate nodes and disabling adaptive routing
(I�2+D) achieves very similar results, that is, it tolerates
nine faults with a slightly lower number of not tolerated
combinations for 10 faults.

Table 3 shows, in the third column, for each analyzed
combination of mechanisms and each number of faults, the
percentage of paths (source-destination pairs) that require
using any mechanism(s) of the combination in order to
avoid the faults.12 As can be seen, for one fault, 6.85 percent
of the paths are affected by faults. This percentage increases
as the number of faults increases. For five faults, more than
a quarter of the paths are affected by faults.

Additionally, Table 3 shows, for each analyzed mechan-
ism combination and each number of faults, the percentage

of the affected paths that use each of the available
mechanisms, either alone or in combination, in order to
avoid faults. For instance, when using I+D+M, for one fault,
all the faults are avoided by using only one intermediate
node. For five faults, several mechanisms, either alone (I,D)
or in combination (I+M, I+D), are required to provide fault
tolerance. It can be noticed that intermediate nodes (I) is the
most frequently used mechanism (when it is available). In
particular, for all the combinations of mechanisms that
allow the use of intermediate nodes, more than 98 percent
of the affected paths use only an intermediate node (fifth
column) to deal with faults when there are less than six
faults. Notice, though, that the additional mechanisms are
still required in order to ensure fault tolerance. When I is
not available (D+M combination), D is the most commonly
used mechanism since it provides paths shorter than M.
Remember that, when a path can use several options to
avoid the faults, it selects the one that avoids the faults and
provides a shorter path. Also, the option that allows
adaptive routing is preferred.

5.2 Required Resources and Complexity

In order to support the methodology, routing info must be
stored at each source node. For every destination, the
intermediate node(s) to use (if required) and, if applicable,
information about misrouting and/or switching off adap-
tive routing must be stored. Notice that the amount of
memory required to store the routing info is low, e.g., if the
I�2 combination is used in a large system with
65,536 nodes, 256KB of memory would be required.13 This
table can easily be compacted by only storing information
about the faulty paths.
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12. Because only the tolerated combinations are included when
calculating the percentage of affected paths, the percentage of affected
paths may differ for the different mechanism combinations.

13. Two bytes are used to store the address of each intermediate node
((2B+2B)*65,536=256KB).

TABLE 2
Percentages of Link Fault Combinations Not Tolerated by Each Mechanism and Their Combinations in a 3� 3� 3 Torus

In the statistical results, the error is always less than 1 percent.
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In addition, a proper packet header must be used,
according to the combination of mechanisms in use, in order
to allow the routing to be hardwired in the switches. In
particular, a packet routed through an intermediate nodewill
have two subheaders. The first one will be used for routing
the packet toward the intermediate node and the second one
for routing the packet toward the final destination. If more
than one intermediate node is used for some paths, an
additional subheader is needed for each one.

Fig. 8 shows the packet header used for the I+D+M
combination. The “I” bit indicates whether the packet is
being routed via an intermediate node or not and can be
used to select the proper escape channel. At the inter-
mediate node, the first subheader is removed and the “I” bit
is set to zero. As shown, the packet subheaders include
information about the directions and the number of hops to

misroute. Because we assume that misrouting can be
performed in three directions, three bits are used to indicate
the direction and three more to indicate the number of hops
to misroute in that direction. Furthermore, a bit in each of
the subheaders is used to disable adaptive routing.

The computational cost of the proposed methodology is
not too high, especially when taking into account that the
routing info is computed offline. Notice that most of the
affected paths will only use an intermediate node to avoid
faults and the cost of computing each intermediate node is
Oð1Þ. Therefore, for all the paths, the computational cost is
Oðn2Þ, where n represents the number of nodes. However,
when misrouting is used, the algorithm will have to explore
all the possible hops along each dimension (up to the
network radix, k) until a fault-free path is found. For a
3D torus (with n ¼ k3 nodes), in the worst case, the
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TABLE 3
Percentages of the Affected Paths in a 3� 3� 3 Torus Network that Make Use of a Specific Mechanism

when a Given Mechanism Combination Is Used

For up to five faults, all the possible combinations have been analyzed. From six faults upward, the study is reduced to the distance I region. The
percentages are based on the fault scenarios that are tolerated by the respective combinations of mechanisms.
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computational cost will be Oðk3Þ ¼ OðnÞ. Therefore, the
computational cost for all the paths by using the proposed
methodology with misrouting will be Oðn3Þ. Similarly, the
computational cost, in the worst case, when multiple
intermediate nodes are used is also Oðn3Þ.

5.3 Performance

In this section, we analyze how the different variations of
the methodology influence network performance for dif-
ferent numbers of failures. Moreover, we are interested in
comparing the proposed methodology with real fault-
tolerant mechanisms used in current systems. In particular,
we compare the performance degradation of the proposed
methodology with a mechanism similar to the one used in
the IBM BlueGene/L supercomputer. Thus, we will first
provide a brief overview of the BlueGene/L supercompu-
ter. Then, the simulation model is described in detail and,
finally, the performance results are presented and analyzed.

5.3.1 BlueGene/L Supercomputer

The BlueGene/L supercomputer [5] is based on a new
architecture that exploits system-on-a-chip technology to
get a target peak processing power of 360 teraFLOPS. The
machine currently holds the number one position on the top
500 list. BlueGene/L is configured as a 3D torus of 64�

32� 32 compute nodes, with point-to-point serial links
between the routers. Each node has two processors and is
directly connected with six neighbors, one in each of the six
directions. The standard fault tolerance mechanism im-
plemented in the BlueGene/L supercomputer uses a static
fault model with checkpointing. Fault tolerance is achieved
by bypassing planes. In each rack, there are additional link
boards that connect links from the backplane with
connectors in the front panel so that each rack can be
connected with neighboring ones. Internal switches on the
link boards allow a plane to be connected to the next one or
to skip one plane (each plane containing 512 nodes). By
shutting down the bypassed section of the machine, the
fault can be repaired. The BlueGene/L also has an
additional software-based fault-tolerant mechanism. When
using this mechanism, it is ensured that packets are injected
in a manner that forces them to avoid the faults. This
mechanism uses nonminimal paths and can handle up to
three faults, provided they are not collinear. However, this
mechanism has great performance impacts and is not
intended for general use [20].

The torus network uses virtual cut-through [29] and
provides both adaptive and deterministic minimal-path
routing. Physical channels are multiplexed into four virtual
channels. Two virtual channels are used for minimal
adaptive routing [18].14 The remaining two virtual channels
are used for minimal deterministic routing. The first of
these is used to implement the escape paths for the adaptive
routing, whereas the second one is reserved for high
priority packets. In the deterministic virtual channels, the
bubble flow control mechanism [36] is used to avoid
deadlocks inside a ring, whereas dimension order routing
(DOR) is used to avoid deadlocks when routing through
different dimensions.

5.3.2 Simulation Model

A detailed event-driven simulator has been developed to
model the performance behavior exhibited by the proposed
methodology and a mechanism similar to the one used in
the BlueGene/L. The simulator models a direct intercon-
nection network with point-to-point bidirectional serial
links. Each router has a nonmultiplexed crossbar with
queues only at the input ports. The crossbar has an input for
each input queue and an output for each output port. A
round-robin policy is used to select among packets
contending for the same output port.

A 3D torus has been used for all the simulations. Thus,
each node in the network has six ports connecting it to other
nodes. In addition, four internal ports connect the router to
the processing node. We will present results for an 8� 8� 8

(512 nodes) torus network.
Each physical input port is split into several virtual

channels (four or five), each providing buffering resources
in order to store two packets. The number of escape
channels will depend on the number of intermediate nodes
that can be used in a single path. Virtual channels are used
as adaptive or as escape channels, depending on the
number of required escape channels. In order to make a
fair evaluation, the same total number of virtual channels
has been used, regardless of the number of intermediate
nodes in the methodology.

Packets are adaptively routed through minimal paths by
using the adaptive virtual channels. In the escape channels,
packets are deterministically routed following the X þ Y þ
Z þX � Y � Z � ordering when misrouting is available.
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Fig. 8. Packet header for the methodology when the I+D+M combination is used.

14. It is expected that most of the traffic will use adaptive routing, so, in
order to reduce the head-off-line blocking effect, two virtual channels are
used.
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Otherwise, dimension-order routing (X � Y � Z � ) is
applied. The bubble flow control mechanism is used in
the escape channels.15 If a packet arrives at an input port
and the adaptive queues are full, the proper escape channel
is selected depending on the packet’s current destination
(I1; I2; . . . ; D). The output port is selected based on the
information located in the packet header (i.e., destination
node, adaptive routing disabled/enabled, and misrouting
info). If there are several possible output ports, then the
status of the available ports and the status of the queues at
the neighbor nodes are also taken into account.

In order to make the performance results independent of
the relative positions of the faults, a large number of
simulations has been performed. When required, confi-
dence intervals are provided. For each simulation run, the
packet generation rate is constant and equal for all the
nodes. The destination of a message is randomly chosen
(with the same probability for all the nodes). This pattern
has been widely used in other evaluation studies [3], [14]. In
all the simulations, the packet length is set to 128 bytes.

5.3.3 Performance Results

We have analyzed the network performance of the following
variations of the methodology: I+D, I+D+M, I+M, D+M, and
I�2. Up to two intermediate nodes are used for I�N because
all the combinations randomlygenerated for theperformance
evaluation could be solvedby the use of just two intermediate
nodes.16Furthermore, becausemostpaths (all in this case) can
be resolved using two intermediate nodes alone, the
performance of I�2+D is very similar to that of I�2 and has
not been included in the results.

The evaluation takes into account the overhead in the
packet header that is required for each combination of
mechanisms. We have run 50 simulations for each number
of faults and each combination of mechanisms. That is, for

each number of faults, 50 fault combinations were selected
randomly. In each of them, the faults were located
randomly over the links of the entire network. For each of
these fault combinations, we have run a simulation for each
combination of mechanisms.

Each point in Fig. 9a represents the mean overall
network throughput for the 50 simulations (that correspond
to a given fault combination). Results for different numbers
of failures in an 8� 8� 8 torus network with five virtual
channels are shown. Notice that, in all cases, there are at
least two adaptive channels.17 The confidence intervals for
the 50 simulations are always lower than �5. As can be
seen, D+M provides the lowest throughput. Indeed, once a
fault is present in the network, the achieved throughput is
decreased by 31.6 percent. This is due to several factors,
such as the use of deterministic routing for a large number
of paths, the use of nonminimal paths, and a larger packet
header. For larger numbers of faults, the throughput
decreases very slowly.

The I+D, I+D+M, I+M, and I�2 combinations obtain a
highly stable throughput, regardless of the number of faults
in the network. With one fault in the network, the
throughput is only slightly decreased. This is because only
intermediate nodes (see Table 3) are used for the affected
paths most of the time. Therefore, adaptive routing is not
seriously limited. As the number of injected faults increases,
the throughput decreases slightly (less when two inter-
mediate nodes are used). This behavior is due to the normal
traffic unbalance that the faults progressively introduce in
the network. Anyway, even with 14 faults present in the
network, the throughput only decreases by about 11 percent
for I+D, I+D+M, and I+M. The differences between these
combinations of mechanisms are due to the use of
nonminimal paths and the extra bits required in the packet
headers, by the I+D+M and I+M combinations, for mis-
routing information. However, although I+D+M and I+M
provide a slightly worse performance, note that they
tolerate a larger number of faults (up to seven faults). I+M
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Fig. 9. Throughput (flits/cycle) for several combinations of mechanisms in an 8� 8� 8 torus network. Error bars are not shown as they are too small

to be seen. (a) Five virtual channels are used. (b) Four virtual channels are used. The throughput for the mechanism used in the BlueGene/L

supercomputer is also shown.

15. Remember that, alternatively, deadlock freedom along the escape
paths could be achieved by using two virtual channels such as stated by
Dally and Seitz [13].

16. This is because, in an 8� 8� 8 torus, the percentage of not tolerated
fault combinations, when using two intermediate nodes, is much lower than
in a 3� 3� 3 torus.

17. Two adaptive channels for I�2, three for I+D, I+D+M, and I+M, and
four for D+M.
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provides performance results very similar to I+D+M. For
I�2, the performance degradation is even lower. In
particular, when there are 14 faults in the network, the
throughput is only decreased by 6.9 percent.

Finally, we compare the performance degradation of our
methodology against the performance degradation that
would be obtained when using a fault-tolerant mechanism
similar to the standard mechanism used in the BlueGene/L
supercomputer. The BlueGene/L system disables a
512-node plane in order to deal with a fault. As we are
using a smaller torus network, we will model the mechan-
ism of the BlueGene/L system by only disabling 32-nodes.
Fig. 9b shows the network throughput obtained with three
combinations of mechanisms (I+D, I+M+D, and D+M) and
the mechanism similar to the one used in the BlueGene/L
supercomputer when there are up to seven faults in an 8�
8� 8 torus. As the BlueGene/L uses four virtual channels
per physical link, in order to do a fair comparison, all the
simulations have been run with four virtual channels.

Notice that this is a worst case for the BlueGene/L-like
mechanism because it assumes that the seven faults are
located in different planes. If the seven faults were located
in the same plane, only that plane (32 nodes) would be
disconnected. However, our mechanism obtains a higher
network throughput for seven faults than the BlueGene/L-
like mechanism obtains for one fault (i.e., when only one
plane is disconnected). Network throughput degrades only
by 6.4 percent and 6.25 percent for I+M+D and I+D,
respectively, with seven random faults. When using the
BlueGene/L-like mechanism, network performance drops
by 6.8 percent and 47.1 percent, with one and seven faults,
respectively. However, if the seven faults were located in
the same plane (best scenario), the BlueGene/L-like
mechanism would reduce performance by 6.8 percent.

Also notice that, in a full-size BlueGene/L system, in the
presence of seven faults, the BlueGene/L mechanism
disables 512 nodes in the best case and 3,584 nodes in the
worst case, thereby reducing the total processing power.
Our methodology, on the other hand, inflicts no such
decrease in processing power.

5.4 Discussion

In light of the evaluation results, we observe that routing
through an intermediate node is the fault-tolerant mechan-
ism most widely used by the methodology. This is good
because it allows packets to continue being routed
adaptively in the presence of faults, thus avoiding an
excessive performance degradation. However, an inter-
mediate node alone is not sufficient in order to guarantee an
acceptable fault tolerance degree. In particular, we have
observed that also disabling adaptivity for some paths is
enough to increase the fault tolerance degree of the
methodology from one to five faults. Furthermore, this
combination of mechanisms (I+D) is able to tolerate up to
14 faults with a high probability. This is an interesting
result, especially when taking into account that the
improvement in the fault tolerance degree hardly increases
the implementation cost of the methodology. Moreover, it
has been shown that only a small percentage of the routing
paths need to disable adaptivity. This shows that the
combination of using intermediate nodes and disabling
adaptivity represents a cost-effective strategy.

An alternative way to tolerate up to five faults is to use
an additional intermediate node. The I�2 approach mainly

has two advantages. First, the mechanism does not require
modifying the way in which packets are routed, which
allows us to maintain the same router design used in the
absence of intermediate nodes. Second, the I�2 combination
allows all packets to be adaptively routed, which con-
tributes to keeping a good network performance. On the
other hand, this approach requires using an additional
escape channel.

Moreover, if we want to improve the fault tolerance
degree of the methodology, misrouting or additional
intermediate nodes can be used. In particular, the metho-
dology becomes 7-fault-tolerant when combining the I and
M mechanisms (I+M). Furthermore, this combination of
mechanisms tolerates up to 14 faults with a very high
probability. However, the application of misrouting leads to
an increase in the computation time of the fault-free routing
paths. However, this fact is insignificant because the new
routing paths are computed offline during the recovery
process when a static fault model is used. On the other
hand, we have observed that it is not worth combining the
three mechanisms (I+D+M) because it roughly achieves the
same fault tolerance degree and performance level as I+M
but at the expense of a slightly higher cost.

Alternatively, when using three intermediate nodes
(I�3), the methodology is 9-fault-tolerant. Its main draw-
back is that it requires a total of four escape channels,
although virtual channels are nowadays inexpensive.
Considering that very few paths are not resolved using
two intermediate nodes alone, the combination of two
intermediate nodes with disabling adaptive routing
(I�2+D) may be considered a more cost-effective way of
providing the same fault tolerance (i.e., tolerating nine
faults), saving one escape channel.

Finally, it is observed that, by applying only misrouting
and disabling adaptive routing (i.e., without using inter-
mediate nodes), either separately or jointly, is not enough to
provide a cost-effective fault-tolerant routing methodology.

6 CONCLUSIONS

In this paper, we have proposed a fault-tolerant routing
methodology for direct networks that assumes a static fault
model and tolerates a reasonably large number of faults
without significantly degrading performance. Moreover,
unlike other fault-tolerant approaches, the resulting routing
strategy does not need to disable any healthy node, does not
require too many extra hardware resources, and does not
degrade performance in the absence of failures. The
methodology requires at least one additional virtual channel.

The proposed methodology can potentially combine
three different fault-tolerant mechanisms. Among them,
intermediate nodes (I) is the most effective and elegant
mechanism to provide fault tolerance, providing the best
network performance in the case of failure. To achieve a
sufficient fault tolerance degree (tolerating five link faults),
it is necessary to use at least two intermediate nodes (I�2)
for some paths, requiring another additional virtual
channel. The fault tolerance of this mechanism can be
further increased by combining it with a simple mechanism
such as disabling adaptive routing (D) on a per packet basis.
The resulting mechanism (I�2+D) is then 9-fault-tolerant.

However, we have also shown that, by combining one
intermediate node with disabling adaptive routing on a per
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packet basis (D), it is possible to guarantee an acceptable

fault tolerance degree (up to five link faults are tolerated in

a 3� 3� 3 torus) without significantly affecting the im-

plementation cost or performance. Therefore, the resulting

mechanism (I+D) could be considered a cost-effective

mechanism.
If a higher fault tolerance degree is required, without

adding additional virtual channels, an intermediate node

combined with misrouting (M) can be used, at the

expense of increasing complexity. This mechanism (I+M)

is 7-fault-tolerant (in a 3� 3� 3 torus) with very high

probability and exhibits a network performance slightly

lower than that of I+D.
To sum up, we can conclude by stating that routing

through intermediate nodes is the key mechanism to

providing a cost-effective fault-tolerant routing methodol-

ogy for direct networks.
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[33] O. Lysne, J.M. Montañana, T.M. Pinkston, J. Duato, T. Skeie, and J.
Flich, “Simple Deadlock-Free Dynamic Network Reconfigura-
tion,” Proc. Int’l Conf. High Performance Computing, pp. 504-515,
Dec. 2004.
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1996, where she is currently an associate
professor of computer architecture and technol-
ogy. Her research interests are in the field of
interconnection networks. She is a member of
the IEEE.

Nils Agne Nordbotten received the Master’s
degree in communication systems in 2003 from
the University of Oslo, Norway. He is currently a
PhD student at the Simula Research Laboratory,
where the focus of his work is on fault tolerance
in interconnection networks. Previously, he has
also been involved in the areas of service
discovery, Bluetooth, and ad hoc networks.
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