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Abstract 

We present a mechanism for providing state feedback information to multicast 

sources of multimedia streams in a scalable and robust manner. The presented 

feedback mechanism is suitable for best-effort unreliable networks such as the 

Internet. This mechanism is useful for controlling the transmission rate of mul­

timedia sources in both cases of layered and single-rate multicast. It allows 

for determining the worst case state among a group of receivers, where each 

receiver may be in one of a set of finite states, and is applicable in receiver­

driven as well as in sender-driven adaptive multimedia systems. Simulation 

results show that the presented feedback mechanism scales well for very large 

groups of up to few thousands of participants. The efficiency of the proposed 
mechanism in eliminating the reply implosion problem, its robustness in fac­
ing network losses, as well as its responsiveness are illustrated. In addition, 

the advantages of the proposed mechanism over other feedback mechanisms 

are demonstrated. Moreover, adaptive enhancements for the mechanism are 

proposed to maintain its scalability for even larger groups. 
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1 INTRODUCTION 

Multimedia streams are becoming a main component of modern distributed 

collaboration and tele-teaching systems. Most of these systems rely on IP 

multicasting in order to scale to large groups of participants. However, the 

quality of service (QoS) requirements of the multimedia streams demand spe­

cial treatment. The main approaches taken for handling the requirements of 
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multimedia streams can be broadly classified as either proactive or reactive. 

The proactive approach relies on the existence of a resource reservation proto­

col (Gupta et al. 1995, Zhang et al. 1993}, and underlying scheduling mecha­

nisms, to reserve and guarantee end-to-end resources. On the other hand, the 

reactive approach relies mainly on the ability of the application to adapt itself 

to the level of available resources (Bolla et al. 1997, Bolot et al. 1994, Cheung 

et al. 1996, McCanne et al. 1996). Most of these approaches, for handling mul­

timedia streams, manage individual connections in isolation of others, which 

may lead to a state of competition for resources among streams belonging to 

the same session, thus decreasing the overall perceived session quality. Our 

approach, however, is to dynamically control the QoS offered by the sys­

tem across the set of connections belonging to the application. This control 

is based on the application semantics, and focuses on maintaining the best 

overall quality of session, at every instant during the session lifetime. To this 

end, we introduced the concept of Quality of Session (QoSess) (Youssef et 

al. 1997). 

In (Youssef et al. 1998), we propose an architecture for a middle-ware 

platform, which supports collaborative multimedia applications by provid­

ing QoSess control mechanisms. Conceptually the QoSess control layer acts 

as a closed loop feedback system that constantly monitors the observed be­

havior of the streams, takes inter-stream adaptation decisions, and sets the 

new operating level for each stream from within its range of permissible op­

erating points. Over wide area network connections, the QoSess control layer 

manages the resources that are collectively reserved, for the streams of a 

distributed application, by a resource reservation protocol, such as RSVP. 

Multi-grade streams are centric to the QoSess framework, in order to support 

heterogeneity of receivers and network connections. Multi-grade transmission 

can be achieved either by hierarchical encoding (McCanne et al. 1997, Sen­

bel et al. 1997), or by simulcast which is the parallel transmission of several 

streams each carrying the same information encoded at a different grade (Li 

et al. 1996, Willebeek-LeMair et al. 1997). 

In this paper, we present one of the main building blocks of the QoSess con­

trol layer: a scalable and robust state feedback mechanism. This mechanism 

provides the source of a multimedia stream with deterministic information re­

garding the state of the receivers. The state of a receiver may be defined as the 

layers which it is interested in receiving from the source of a hierarchically en­

coded stream. Given this knowledge, the sender can suppress or start sending 

the correct layers. The feedback mechanism is not only important for saving 

the sender's host and LAN resources but for saving WAN resources as well 

in situations where the application's addressing scheme for the layers does 

not permit the intermediate routers to suppress unwanted layers, or where 

the session is conducted over an Intranet whose subnets are inter-connected 

via low level switches that do not implement the IGMP protocol (Deering 

et al. 1990) for suppressing unwanted multicast packets. Soliciting feedback 
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from receivers in a multicast group might create a reply implosion problem, 

in which a potentially large number of receivers send almost simultaneous 

redundant replies. We present a scalable and robust solution to this problem. 

The rest of this paper is organized as follows. In Section 2, the role of 

feedback in several adaptive multimedia multicast systems is illustrated. A 

brief survey of the different approaches for providing scalable feedback is pre­

sented in Section 3. The proposed feedback mechanism is described in detail 

in Section 4, followed by a performance study and comparison in Section 5. 

In Section 6, adaptive enhancements for the proposed mechanism in order 

to support very large groups of receivers are described, and we present our 

conclusions in Section 7. 

2 FEEDBACK ROLE IN MULTIMEDIA MULTICAST 

Early attempts towards providing adaptive transport of multimedia streams 

over the Internet focused on the sender as the entity playing the major role 

in the adaptation process (Bolot et al. 1994, Busse et al. 1995). Information 

about the congestion state of the network, as seen by the receivers, was fed­

back to the sender which used it to adapt to changes in the network state. 

In many cases, the monitored performance parameters (e.g., loss rate, delay, 

jitter, throughput) were mapped, by the receiver, to one of several qualitative 

performance levels, and reported to the sender (Bolot et al. 1994, Busse et 

al. 1995, Cheung et al. 1996). The sender adapted its transmission rate by 

varying the quality of the transmitted media content by means of controlling 

several encoder parameters (e.g., frame rate, frame size, or quantization step 

for video streams). The sender often based its decisions on the worst case 

state reported (Busse et al. 1995), and sometimes based it on a threshold 

of the number of receivers suffering the worst state (Bolot et al. 1994). In 

this approach all receivers have to receive the same quality of multimedia 

streams regardless of the differences in their capacities and the capacities of 

the network connections leading to them. Although sometimes it is desired to 

maintain identical stream quality across all participants of a session (e.g., for 

some discrete media streams), yet this is not always the case especially with 

continuous media streams. 

The first approach, to address the need for providing a multi-grade ser­

vice to participants of the same session, was represented by the introduction 

of the concept of simulcast (Li et al. 1996, Willebeek-LeMair et al. 1997). 

In a simulcast system, the sender simultaneously multicasts several parallel 

streams corresponding to the same source, but each is encoded at a different 

quality level. Each receiver joins the multicast group that matches its capa­

bilities. Within a group, the same techniques of source adaptation, that were 

mentioned above, are applied within a limited range. Thus, the same feedback 

mechanisms are also deployed within each group. 

With the advent of hierarchical encoding techniques (McCanne et al. 1997, 
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Senbel et al. 1997), a new trend in adaptive multimedia transport appeared in 
which the receiver plays the sole role in adaptation (McCanne et al. 1996}. In 
such systems the receiver is responsible for determining its own capabilities, 
and consequently, it selects the number of layers to receive from the hierar­
chically encoded stream. The source, however, is assumed to be constantly 

multicasting all the layers. 

While it is very obvious that the layered encoding approach is more efficient 
in the utilization of resources relative to the simulcast approach, yet it is still 
debatable whether layered encoding techniques will be able to provide the 
same media quality as the simulcast encoders which operate in parallel, each 
optimized for a particular target rate. In spite of this debate, the layered 
approach is the most appealing from the networking point of view, due to its 
efficient utilization of network resources, especially bandwidth. However, this 
approach as described is not as efficient as can be. The fact that the source 
keeps sending at full rate, all layers, constantly, may lead to the waste of 
more resources than with simulcast, in the case where no receiver subscribes 
to some of the layers. On the other hand, augmenting this approach with a 
simple scalable feedback mechanism that provides the source with information 
regarding which layers are being consumed and which are not, yields more 
efficiency in resource consumption, as the sender can get actively involved in 
the adaptation process by suppressing the unused layers. 

The introduction of such a feedback mechanism, for receiver-oriented lay­
ered transport of multimedia streams, is not only an added efficiency feature 
for such transport protocols, but it is also a critical feature for the success 
of collaborative multimedia sessions in which multiple streams are concur­
rently active. In such collaboration sessions, multiple streams are typically 
distributed to all participants of the session, and the overall session quality is 
determined by the quality of each of the streams as well as by their relative 
importance and contribution to the on-going activity. In presence of scarce 
resources, it is logical to sacrifice the quality of one low priority stream for the 
sake of releasing resources to be used by a higher priority stream. Should the 
low priority stream source keep pushing all unused layers to the network, the 
decision taken by the receivers to drop these layers for releasing resources is 
rendered almost useless. This uselessness will hold true forever for the sender's 
host and LAN, while the rest of the network may eventually have these re­
sources released as the multicast routers stop forwarding the unused layers. 
In situations were the application's addressing scheme for the layers does not 
permit the intermediate routers to suppress unwanted layers, WAN resources 
may also be wasted. 

In the former case, besides the unnecessary delay in releasing resources, 

the fact that the sender's host and LAN will always be overloaded is very 
critical, as the session participants on this LAN may not be able to receive 
other higher priority streams. The problem is more crucial for Intranet based 
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collaboration systems since all the session participants (senders and receivers) 

are typically within a few hops from one another (Maly et al. 1997). 

Moreover, since the sender may be sending only a subset of its layers, it 

needs to know about the existence of clients for higher layers that are currently 

suppressed, as soon as these clients subscribe to these layers. This information 

must be provided to the sender in a timely and scalable way that avoids poten­

tial implosion problems in such cases when many clients subscribe to higher 

layers almost simultaneously. This is likely to happen when some streams are 

shutdown releasing resources that can be utilized by other active streams. 

From the above we conclude that a feedback mechanism is necessary for 

involving the sender in the adaptation process for receiver driven layered 

multicast of multimedia streams, especially in the context of collaborative 

multimedia sessions. Moreover, such a feedback mechanism is essentially the 

same as, and can replace, feedback mechanisms for supporting simulcast and 

single-rate multicasts. In the following section, we briefly describe the different 

approaches to providing scalable feedback, then in Section 4, we introduce the 

proposed scalable and robust mechanism for providing feedback in adaptive 

multimedia multicast systems. 

3 EXISTING SCALABLE FEEDBACK TECHNIQUES 

Soliciting information from receivers in a multicast group might create a re­

ply implosion problem, in which a potentially large number of receivers send 

almost simultaneous feedback messages that contain redundant information. 

Typical solutions to address this problem include probabilistic reply, expand­

ing scope search, statistical probing, and randomly delayed replies (Bolot et 

al. 1994). 

Probabilistic reply: In a probabilistic reply scheme, a receiver responds to 

a probe from the source with a certain probability. If the source does not 

receive a reply within a certain timeout period, it sends another probe. This 

scheme is easy to implement. However, the source is not guaranteed to receive 

the worst news from the group within a certain limited period. In addition, 

the relationship between the reply probability and the group size is not well 

defined. 

Expanding scope search: In the expanding scope search scheme, the time­

to-live (TTL) of the probe packets sent by the source is gradually increased. 

This scheme aims at pacing the replies according to the source capacity of 

handling them, since the source does not re-send the probe with increased 

scope until it has processed all previous replies. Clearly this is efficient only in 

the case where the receivers are uniformly distributed in TTL bands, which 

may not be the case. 
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Statistical probing: This scheme relies on probabilistic arguments for scal­

ability. At the start of a round of probes (called epoch), the sender and each 

of the receivers generate a random key of a fixed bit length. In each probe, the 
source sends out its key together with a number specifying how many of the 
key digits are significant. Initially, all digits are significant. H a match occurs 

at a receiver then that receiver is allowed to send a response. H no response is 

received within a timeout period, the number of significant digits is decreased 

by one and another probe is sent. In (Bolot et al. 1994), it was shown that 

there is a statistical relationship between the group size and the average round 
upon which a receiver first matches the key. This scheme is efficient in terms 

of number of replies needed to estimate the group size. However, as shown 

in (Bolot et al. 1994), the maximum response time (the time needed for the 

source to identify the worst case of all receivers) is equal to 32 times the worst 
case round trip time. For a typical worst case RTT of 500 milliseconds, it may 
take up to 16 seconds to find the worst case state of all receivers. 

Randomly delayed replies: In the randomly delayed replies scheme, each 

receiver delays the time at which it sends its response back to the source by 
some random amount of time. Clearly, the success of this scheme in prevent­
ing the reply implosion problem depends to a great extent on the duration 

of the period from which random delays are chosen. However, the scheme is 

very appealing, in the sense that it allows for receiving responses from all the 
receivers in the group, if the delay can be adapted using some knowledge of 

the size of the group. 

From the above basic mechanisms, the randomly delayed replies approach, 
augmented with suppression of redundant replies and careful selection of de­
lay periods, is the most appealing for two main reasons: first, a response is 
always guaranteed; and second, the response time is expected to be always 
low. This is the basic idea deployed in IGMP (Internet Group Management 
Protocol) (Deering et al. 1990). In IGMP, the probe is sent to a local area 

network (LAN), and hence as soon as one of the receivers responds to the 

probe it is guaranteed that all the other receivers will hear that response and 

suppress their replies. Also, in such a local environment, the timeout period 

can be set to a fixed small value. In contrast, in our case, the group of receivers 
may be distributed over a wide area network (WAN), thus a reply sent by one 

receiver may not be heard by another before the other one emits its own reply 

which may be redundant. This implies the need for careful selection of the 

delay randomizing functions. 
A closely related, but different, problem is the negative acknowledgment 

(NAK) implosion problem associated with reliable multicasting. A solution 

for the NAK implosion problem, which is based on randomly delayed replies 

with suppression of redundant NAKs, is adopted by the SRM protocol (Floyd 

et al. 1995). In SRM, when a receiver detects a lost packet, it randomizes 
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Figure 1 Overhead of session messages 

the delay before sending its NAK in the interval [C1di, (01 + C2)di], where 
di is the distance from receiver i to the source, 01 and 0 2 are constant 
parameters. Both the NAK and the state feedback implosion problems are 
similar in the need for soliciting replies from a potentially very large group 
of receivers. However, with NAKs, whenever a data packet is lost on a link, 
all the receivers that the faulty link lead to will eventually detect the loss 
and send a N AK. Thus the distance between a receiver and the faulty link 
is the major factor that determines when the receiver will detect the fault, 
and consequently favoring closer receivers, by letting them send their NAKs 
earlier,implies suppression of more redundant NAKs. On the other hand, in 
the state feedback problem, the capacity of the receiver, and consequently its 
state, may not be related to its distance from the source. Therefore, a different 

criteria for randomizing the delays is required. 

In SRM, each receiver must determine its distance from the source to use 
it in the delay function. The overhead of session messages (typically RTCP 

reports (Schulzrinne et al. 1996)) which are needed for that is not negligible. 

Figure 1, shows the overhead of RTCP reports for different session sizes and 
rates, assuming a single source. One of the objectives of the proposed feedback 

mechanism is to eliminate this high overhead, by designing the mechanism in 
a way that is not dependent on periodic session messages. 



124 

4 A SCALABLE FEEDBACK MECHANISM 

In this section, we describe the proposed mechanism for eliciting feedback 
information from the receivers in a multicast group. The objective of the al­
gorithm is to find out the worst case state among a group of receivers. The 
definition of the worst case state is dependent upon the context in which 
the feedback mechanism is applied. It can be the network congestion state 
as seen by the receivers. This may be useful for applications where a similar 
consistent view is required for all the receivers, and the source is not capable 
of providing a multi-grade service, and hence must adapt to the receiver ex­

periencing the worst performance. Another definition, of worst case state as 
seen by all receivers, is identifying the highest layer a receiver is expecting to 
receive in a hierarchically encoded stream. This allows the sender to adjust 

its transmission rate in order not to waste resources on layers that no receiver 
is subscribing to, and to start sending previously suppressed layers as soon 
as receivers subscribe to receive them. This is particularly important in the 
context of managing multimedia streams in collaborative sessions, because 
in such sessions the sender of a stream is typically simultaneously receiving 
multiple streams, and hence the assumption that the sender has abundant 
resources is not valid. 

In the rest of the paper, we assume that at every instant in time each 
receiver is in one state s, where s = 1, 2, ... ,H. His the highest or worst case 
state, and the state of a receiver may change over time. 

We consider the general case when neither the group size nor the round-trip 
time from the sender to each receiver is known. As will be shown later, this 
information is not necessary as the mechanism estimates the average round 
trip time in the group, and uses it to adjust its timeout periods. 

In the proposed mechanism, the sender sends one type of probe messages, 
called SolicitReply messages, on a special multicast group which the sender 
and all the receivers join. The probe message contains a RTT field, which 
contains an estimate for the average round trip time from the sender to the 
group members. Upon receiving the SolicitReply probe, a receiver sets a timer 
to expire after a random delay period which is drawn from the interval 

[ RTT RTT] Ctf(s)-2-, (Ctf(s) + C2g(s))-2- , 

where f(s) and g(s) are two non-increasing functions of the states, C1 and 

C2 are two parameters whose values are discussed later in detail. The receiver 
then keeps listening to the multicast group. If the timer expires, the receiver 
multicasts a reply message to the whole group. The reply message contains 
the state information as seen by this receiver (e.g., highest layer expected 
to receive in a hierarchically encoded stream). On the other hand, if the 
receiver receives another receiver's reply before its timer expires and that reply 



125 

C1 f(H) + C2 g(H) 

State H 

State H-1: 

c1 f(1) + c2 g(l) 

State 1 

Time 

receive probe 

Figure 2 Distribution of timeout periods according to receiver state 

contains either the same or higher (worse) state, then the receiver cancels its 

timer and suppresses its own reply. This implies the need for careful selection 

of f(s), g(s), cl, and c2 in order to avoid the reply implosion problem, while 

maintaining a low response time. In the subsequent subsections, we discuss in 

detail choices for f(s), g(s), Ct, C2, and RTT. 

4.1 Selecting the timeout functions 

The objective of setting the timeout periods as a function of f(s), and g(s) is 

to distribute the timeouts as in Figure 2. Receivers in higher states randomize 

their timeouts over periods that start earlier than receivers in lower states, 

thus allowing for higher state responses to suppress lower state responses. 

In addition, the lower state receivers randomize their timeouts over longer 

periods relative to higher state receivers. This is because as time elapses and 

no responses are generated this means that the distribution of receivers over 

states is biased and more receivers belong to the lower states. Thus it is desired 

to randomize these condensed replies over longer periods. 

In order to meet these objectives, f(s) and g(s) must be non-increasing 

functions of s. Also, f(H) should equal 0 to avoid unnecessary delays in 

response time, while g(s) > 0 must be satisfied for all values of s to allow 

for randomization of timeout periods. We chose to make f(s) and g(s) linear 

functions ins in order to avoid excessive delays in response time, where f(s) = 

H- s, and g(s) = f(s) + k = H- s + k. 

The parameters C1 and C2 scale the functions f(s) and g(s). C1 controls 
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the aggressiveness of the algorithm in eliminating replies from lower state 

receivers, while C2 controls the level of suppression of redundant replies from 

receivers in the same state. The values of these two parameters are explored 
in depth in the following sections. The value of k is set to 1. Selecting the 

value of k is not critical, since the parameter C2 scales g(s), and the value 

of c2 can be tuned to optimize the performance of the mechanism given the 

selected value of k. 

4.2 Exploring the parameter space 

In this section, we attempt to find bounds for the ranges of operation of the 

parameters C1 and C2. Obviously, low values for Ct and C2 are desired in 
order to reduce the response time. On the other hand, excessive reduction in 

the value of either of the two parameters may lead to inefficiency in terms of 

the number of produced replies possibly leading to a state of reply implosion. 

In order to effect a shift in the start time of the timeout periods based 

on the state of the receiver, as in Figure 2, Ct > 0 must be satisfied for all 

s < H. This shift allows for the high state replies to suppress low state replies. 
Similarly, C2 > 0 must be satisfied for all values of s, in order to allow for 
randomization of timeout periods for receivers belonging to the same state, 

thus enabling suppression of redundant replies which carry the same state 
information. 

To further bound the values of C1 and C2 , we analyze two extreme network 
topologies, namely: the chain and the star topologies. Given a certain distri­
bution of receiver distances from the sender, the feedback mechanism exhibits 
worst case performance when the receivers are connected in a star topology 
with the sender at its center. This is because connecting those receivers in 
a star topology maximizes the distance between any pair of receivers, to the 
sum of their distances from the sender, and hence minimizes the likelihood of 
suppression of redundant replies. On the contrary connecting those receivers 
in a chain topology minimizes the distance between any pair, to the difference 

between their distances from the sender, and hence maximizes the likelihood 
of suppression of redundant replies. Therefore, for a given distribution of dis­

tances, and an arbitrary topology, the performance of the feedback mechanism 

lies somewhere in between the chain and the star cases. 

(a) Chain topology 
In the chain topology, the sender is at one end of a linear list of nodes. The 

rest of the nodes in the list are receivers. Let r = R7 be a bound on the one 

way distance from the sender to any of the receivers or vice versa. Let the 
sender send a probe at time t. The farthest receiver receives the probe at time 

t + r. H this receiver is the only one in the highest state, and if it emits its 
reply as soon as it receives the probe, then all other receivers will have heard 
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this reply by time t + 2r. In order to suppress all replies from lower state 

receivers in this case, c1 2 must be satisfied. c1 = 2 makes the difference 

between the start time of two successive states equal to 2r. 

(b) Star topology 
In the star topology, the sender is connected to each receiver by a separate link. 

Any message sent from one receiver to another passes through the sender's 

node. Let all the receivers be at a distance r = RIT from the sender. Thus 

the distance between any two receivers is equal to 2r. 

Let Gs be the number ofreceivers in states, and let T8 be the first timer to 

expire for receivers in states. The expected value ofT8 is (Cd(s) + 

since Gs timers are uniformly distributed over a period of C2g(s)r. 

For receivers having the same state, if the first timer expires at time t, then 

all the timers that are set to expire in the period from t to t + 2r will not be 

suppressed, and all those that are set to expire after t + 2r will be suppressed. 

Therefore, the expected number of timers to expire is equal to 1 plus the 

expected number of timers to expire in a period of length 2r, which is equal 

to 1+ c!;("s). Looking at the case of s = H, since g(H) = 1, then setting C2 to 

any value less than 2 does not allow for suppression of any of the redundant 

replies from receivers in state H. Thus C2 > 2 must be satisfied. 

In order to suppress all replies from receivers in states- 1, we must have 

T8 + 2r < Ts-b 

(Cd(s) + )r + 2r < (Cd(s- 1) + )r, 
_ g(s-1) < Ct-2 

a. o.-1 c2 · 

For values of Gs and Gs-1 which are relatively larger than g(s) and g(s -1), 

we get c1 2, which is the same condition for c1 which we obtained from the 

chain topology. In Section 5, we explore the effect of C2 on the performance 

of the feedback mechanism using simulation experiments. 

4.3 Estimating the round trip time 

To compute the average round-trip time from the sender to the group of 

receivers, every probe sent is time-stamped by the sender. That time-stamp is 

reflected in the reply message together with the actual delay period that the 

receiver waited before replying. This allows the sender to compute the round­

trip time to this receiver. The smoothed average round-trip time, srtt, and 

the smoothed mean sample deviation rttvar are computed from the received 

round-trip time samples, using the same technique applied in TCP (Jacobson 
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1988}, as follows: 

srtt = a srtt + (1 - a) sample , 

rttvar = /3 rttvar + (1 - /3} lsrtt - sample! , 
a= 7/8, 

/3 = 3/4. 

In TCP, the amount srtt + 4 rttvar is used in setting the retransmission 

timeouts in place of twice the round-trip time. As will be shown in Section 5, 
this amount is conservative and over estimates the average round-trip time 

to the group members. Instead we use only srtt as the estimate for average 
round-trip time. The recent value of srtt is carried in the RTT field of the 

next probe. 

5 SIMULATION STUDY AND PERFORMANCE COMPARISON 

In this section, we examine various issues, related to the performance and 

tuning of the feedback mechanism, using simulation. First we show the ability 

of the new feedback mechanism to eliminate the reply implosion problem as 
we explore the effect of C2 on its performance. Then we examine the accuracy 

of the round trip time estimation algorithm. Finally, we further illustrate the 
scalability and robustness of the proposed feedback mechanism by contrasting 

it to an alternative candidate mechanism for feedback. 
In order to address these issues, we ran several simulation experiments. Each 

experiment was setup as follows. The group size, G, and the maximum round 

trip time, RTTmaz, were selected. Round trip times uniformly distributed 
in the interval [0, RTT maz] were assigned to all the receivers, except the 
worst case state receivers whose round trip times were uniformly distributed 
in the interval [t.RTTmaz, RTTmaz], for investigating the effect oft over the 
performance, where 0 t 1. The number of states, H, was set to 5, and 
each receiver was randomly assigned one of these states. The choice of 5 states 

(or layers) is reasonable as the state of the art hierarchical video encoders 
typically provide a number oflayers in this range (McCanne et al. 1996, Senbel 

et al. 1997}. Also, in applications where feedback information represents the 

perceived quality of service, typically 3 to 5 grades of quality are used (Bolot 
et al. 1994, Busse et al. 1995}. The feedback mechanism was simulated under 

the two extreme network topologies; the chain and the star. 

5.1 Bounding C2 

From the analysis in Section 4.2, we obtained the two conditions C1 :;::: 2 

and C2 > 2. Setting C1 to its minimum value 2 eliminates replies from lower 
states, while avoiding unnecessary delays in response time. However, selecting 

an appropriate value for C2 is not as easy as such. 

In Figure 3, the average number of replies is plotted for different values of 



:c 
= e-
.8 

s 
Ci:a 

Cz:.. 

4 

3 

2 

t.OX101 l.OxlOZ l.O>ct<J3 l.OxlO"'" 

Nu01.ber of receivers 

(a) chain topology 

Nu:DJ.ber of receivers 

(b) star topology 

Figure 3 The effect of C2 on the number of replies 

129 



130 

l.O>cto" l.O>clo" 

NuJD.ber of receivers 

Figure 4 The effect of C2 on response time 

C2. The value of C1 was set to 2, for all the experiments in this section, and 
the average round-trip time was used in the RTT field of the probe messages. 
It is clear from the figure that the performance of the feedback mechanism is 

not sensitive to the value .of C2 in the case of the chain topology. Also, the 
figure shows that the reply implosion problem is totally eliminated. Moreover, 

over 95% of the redundant replies were correct replies (i.e., worst case state 

replies) which shows the robustness of the mechanism in facing network losses 
and its efficiency in eliminating non-worst case replies. This also means that, 

practically, the sender may safely react according to the first received reply. 

Figure 4 depicts the corresponding average response times. The response time 

is measured at the sender, and represents the time from sending a probe until 

receiving the first correct reply. The response time behavior is the same for 

both topologies because it is dependent on the round-trip times distribution 

rather than on the topology. As shown in the figure, it is bounded from above 

by the maximum round-trip time to the group members. 

These figures suggest that C2 = 4 is a reasonable setup. C2 > 4 does not 

significantly reduce the number of replies, while the response time increases. 

As can be seen from the figures, for typical sessions with up to 100 participants 

(e.g., IRI sessions {Maly et al. 1997)), less than 10% of the receivers reply to a 

probe, in the worst case, while for larger sessions of thousands of participants 

the reply ratio is below 1.5%. 
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5.2 Evaluating the round trip time estimation technique 

As mentioned in Section 4.3, the amount srtt + 4 rttvar is used in setting 

the retransmission timeouts in place of twice the round trip time, in TCP. 

Figures 5(a) and (b) compare this approach to using only srtt as the estimate 

for average round trip time. We chose to avoid the conservative approach of 

TCP, and to use only srtt, to avoid unnecessary prolonging of delay periods 

thus avoiding excessive delays in response time. 

5.3 Performance comparison 

Here, we further illustrate the scalability and robustness of the proposed feed­

back mechanism by contrasting it to an alternative candidate mechanism 

for feedback. The alternative mechanism uses the same approach taken by 

SRM (Floyd et al. 1995) for discriminating between receivers in setting their 

timeout periods based on their individual distances from the source (i.e. time­

outs are selected from the interval [Ct£4, ( Ct + C2)di] where di is the one way 

distance from receiver ito the source). This, in turn, depends on the existence 

of session level messages for the distance estimation process as explained in 

Section 3. 

Figures 6 through 8 contrast the performance of our proposed feedback 

mechanism, At, to the alternative feedback mechanism, A2 • The comparisons 

are performed in two cases. In the first case, the worst case state receivers were 

distributed at distances in the range [0, RTTmaz] (i.e., t=O). In the second 

case, the worst case state receivers were distributed at distances in the range 

[0.2RTTmaz, RTTmaz] (i.e., t=0.2). 
Figure 6 shows that the total messages sent in response to a probe in the case 

of the new feedback mechanism, At, is much lower than the total response plus 

session messages for the alternative feedback mechanism, A2 • As discussed in 

Section 3, the session overhead for A2 is dependent on the session bandwidth; 

we depict the two cases of lMbps and 5Mbps sessions. For A2 , the session 

overhead assumed that an epoch (the time span from sending a probe until 

receiving the last possible reply) will take at most one second. 

Figure 7 shows that the number of messages carrying correct worst case 

state information constitute almost all the total messages sent in the new 

algorithm At. In A2 , on the contrary, almost all the messages sent are overhead 

messages. This demonstrates the robustness of the new feedback mechanism 

and its tolerance to losses in reply messages. 

However, Figure 8 shows that the response time of A2 is lower on the 

average. Nevertheless, this is not always the case for A2 , as a slight shift in 

the distribution of receiver distances reverses this situation and makes the 

response time of At lower. This trend continues as t increases. 

From these charts, we conclude that At is much more robust than A2 • Also, 
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the total overhead of A1 is always lower than that of Aa up to sessions of few 

thousand participants. However, for very large sessions approaching 10000 

participants, and for certain distributions of distances of receivers, the over­

head of A1 starts to rise significantly. This is true for star topologies which 

represent worst case performance for Al. For chain topologies, the perfor­

mance of the algorithm was found to be significantly less dependent on the 

value of t. In the next section, we address the issue of enhancing the perfor­

mance of A1 for very large sessions, and degenerate receiver distributions. 

6 ENHANCING THE FEEDBACK MECHANISM 

In this section, we present two enhancements for the feedback mechanism. 

These enhancements further improve the scalability of the feedback mecha­

nism and reduce its overhead. 

6.1 Adaptive feedback 

In the previous section, it was shown that the performance of the proposed 

feedback mechanism needs some tuning to enhance its scalability for very 

large groups especially in the case when the worst state receivers are far from 

the sender, and most importantly far from each other. We focus on the worst 

state receivers because the outcome of the simulation experiments, discussed 
in the previous section, shows that almost all the excess replies that are gener­

ated in these cases are redundant worst case replies. This means that the shift 
in the start time of the timeout periods is still effective in eliminating replies 

from lower state receivers. Thus the parameter C1 does not need tuning. It is 

the parameter C2 which needs to be adapted to support very large groups. In 

other words, as the group size increases too much, the fixed value of C2 = 4 

no longer suffices to effectively suppress enough redundant replies. To this end 
we developed a simple adaptive algorithm that the sender uses to adapt the 

value of Ca dynamically based on the number of received redundant replies. 

The sender counts the number of redundant worst state replies in response 

to a probe in the variable dups. Note that based on our previous results, the 

sender can safely count all replies coming in response to a probe assuming 

they are all worst state replies. Before sending a probe, the sender computes 

a new value for Ca and appends it to the probe message. This value is used 

by the receivers in computing their random timeout periods. The algorithm 

which the sender applies is as follows. 

AvgDups = a AvgDups + {1-a) dups; 

If AvgDups > THRESHOLD 

Ca = Min(Ca+1, MAX_C2}; 

Else 
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Figures 9(a) and (b) compare the performance of the static and adaptive 

feedback. In this simulation experiment, MIN _C2, MAX _C2, THRESH OLD, 

and a were set to 4, 50, 25, and 0 respectively. The figures show the ability 

of the simple adaptive algorithm to reduce the number of redundant replies 

drastically, without significant delay in response time. The tradeoff, however, 

is that it takes the sender a longer time before it can declare that the current 

epoch is over and no further replies will be received. Typically, the sender 

sends a new probe only at the end of an epoch, to avoid overlapping replies. 

The sender can always safely terminate an epoch after an amount of time 

equal to (Cd(h) + C2g(h) + from sending a probe, where his the 

highest state received in a reply to the current probe. After sending a probe, 

the sender sets a timer to expire after RTT plus the longest possible timeout 

period in the lowest state, for ending the epoch. As it receives replies, it ad­

justs this timer according to the above equation which is linearly proportional 

to c2. 
A more aggressive approach for ending an epoch without relying on C2 

would be to terminate the epoch after a period of time equal to RTT from 

the time of receiving the first reply. This aggressive approach safely assumes 

that any reply is coming from the highest state in the group. It attempts to 

give enough time for this reply to propagate to all other receivers and cause 

them to suppress their replies, if they haven't already sent it. The approach 

relies on the heuristic assumption that RTT :::::! . 

If it is desired to limit the bandwidth taken by the reply packets to R, then 

the THRESHOLD value can be set as a function of R. A simple approach 

is to set THRESHOLD = Repl: size X Epoch duration. 

6.2 Passive feedback 

The feedback mechanism, as described, keeps polling the receivers all the time. 

As soon as the sender determines that an epoch has ended, it immediately 

sends the next probe. While these probes are important for synchronizing 

the operation of the mechanism and avoiding potential spontaneous chains of 

status change notifications from receivers, yet in situations where the states 

of the receivers are stable for relatively long periods of time, this repeated 

probing is unnecessary. 

One possible solution to optimize the performance of the feedback mecha­

nism in such cases is to make the sender exploit the flexibility in spacing the 

probes, by increasing the idle time between ending an epoch and sending the 

following probe. However, this approach negatively affects the responsiveness 

of the feedback mechanism, especially when a change in state occurs after a 

relatively long stable state. 
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Another solution is to switch the feedback mechanism into passive mode 

whenever these relatively long stable states occur. When the sender gets sim­

ilar state feedback from n consecutive probes, it sends a probe with a passive 

flag set, and carrying the current highest state h. Receivers do not respond 
to this probe, and the sender enters a passive non-probing mode. H a receiver 

detects that its state has risen above h, it immediately sets a timer in the 
usual way to report its state. On receiving a reported new higher state, each 

receiver updates the value of h. Similarly, if a highest state receiver detects 

that its state has fallen below h, it sets a timer in the usual way. However, 
when the receivers hear a report below h they do not update the value of h 

(as other receivers may be still in the h state). The sender, on receiving this 
report, switches back to the active probing mode, and the same cycle repeats. 

7 CONCLUSION 

In this paper, we presented a scalable and robust feedback mechanism for 
supporting adaptive multimedia multicast systems. Providing the source of 
a stream with feedback information about the used layers of the stream is 
crucial for the efficient utilization of the available resources. The feedback 
mechanism allows the sender to always send only layers for which interested 

receivers exist, and to suppress unused layers. 
Simulation results showed that the proposed feedback mechanism scales 

well for groups of up to thousands of participants. For typical sessions with 
up to 100 participants (e.g., IRI sessions (Maly et al. 1997)), less than 10% of 

the receivers reply to a probe, in the worst case, while for larger sessions, of 

a few thousands of participants, the reply ratio is below 1.5%. The response 
time was found to be always below the maximum round-trip time from the 
sender to any of the group members. 

The mechanism was shown to be robust in facing network losses, and to 
be more efficient than mechanisms which rely on session level messages for 
estimating individual round-trip times from each receiver to the sender. In 
addition, adaptive enhancements for supporting groups of up to 10,000 par­
ticipants were proposed and shown to be effective in reducing the number of 
replies without a significant effect on response time. 

Currently, we are incorporating the feedback mechanism in the Quality 

of Session control platform described in (Youssef et al. 1998), for further 

exploration and experimentation. 
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