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Abstract—Massive MIMO is envisioned as one of the key
enabling technologies for 5G wireless and beyond. While utilizing
the spatial dimension to reduce interference and increase capacity
in multi-user scenarios, massive MIMOQO base stations present
several unique implementation challenges due to their large
physical size and the high datarate generated by all the elements.
To be cost-effective and energy efficient, practical designs must
leverage the particular characteristics of massive MIMO to en-
sure scalability. Here, we propose an array architecture based on
a common module which serves a small number of antennas with
RF transceivers, data converters, and several support functions.
Multiple chips are tiled into a grid and interconnected through
a digital nearest-neighbor mesh network, avoiding the severe
problems associated with analog signal distribution. Scalability
across a wide range of array sizes is achieved by using distributed
beamforming algorithms. It is demonstrated that by using this
approach, the maximum backhaul datarate scales as the number
of users rather than the number of antennas. Finally, we present
a detailed accounting of the power consumption of the array and
use the resulting optimization problem to show that per-element
overhead limits the minimum achievable power consumption.

I. INTRODUCTION

There has been significant recent interest in massive MIMO,
which refers to the use of base-station antenna arrays with
a very large number of elements to communicate with a
much smaller number of spatially dispersed users. This at-
tention is largely due to the fact that, as the base-station
array size increases, simple linear beamforming asymptotically
achieves the capacity of the multi-user channel [1], [2], [3].
In essence, massive MIMO base-stations exploit a very high
degree of spatial resolution to distinguish the users’ unique
spatial signatures and apply beamforming to cancel inter-
user interference. Under the relatively modest (and reasonable,
according to measurements [4], [S]) condition that the users’
channels become asymptotically orthogonal, it is possible to
near-perfectly cancel inter-user interference as the base-station
array size grows large [1], [6], [7], [8].

Accompanying the theoretical interest in massive MIMO,
there have been several recent demonstrations of test sys-
tems aimed at verifying theoretical results and understanding
practical design considerations. The Argos [9] and ArgosV2
[10] projects demonstrate systems with 64 and 96 antennas,
respectively, operating in the 2.4GHz ISM band. The system is
designed in a hierarchical manner, with the central controller
serving several hubs, each of which connects to a number of
radio modules and provides both a backhaul connection as well
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as digital signal processing capability through a local FPGA.
The 64-element Argos system has achieved a capacity up to
80 bits/s/Hz serving 15 users [9], [11].

The LuMaMi system built at Lund University [12] consists
of a 100-element array communicating with 10 users over
a 20MHz channel at 2.6GHz. The system uses 50 FPGAs
to implement the baseband processing after data aggregation.
The baseband samples are communicated to the FPGAs and
the central processor over a hierarchical backhaul network
which achieves an aggregate throughput of 384Gbps using a
series of interconnected PCI Express interfaces and serializers.
Very preliminary results indicate that this system is capable of
uplink spatial multiplexing [12].

The Ngara system built by CSIRO in Australia [13] im-
plements an array of up to 32 antennas. This system is
structured as a cascade of modules, with a bank of FPGAs
performing all the baseband processing and connecting to 32
data converters. The RF/analog circuits are divided into two
modules with analog signals routed between them. Operating
at VHF frequencies, Ngara achieves a spectral efficiency of up
to 67 bits/s/Hz, supporting SOMb/s uplink and downlink rates
to all users over 28MHz bandwidth.

Finally, the recently proposed USC SDR [14] system is
assembled hierarchically using servers, FPGAs, and custom-
designed RFICs. One or more servers control a series of
FPGAs, each of which is connected to up to four radios.
The backplane is designed using high-speed PCle interfaces
to perform fully centralized processing on the servers.

The demonstrator systems discussed above have focused
on using off-the-shelf hardware to verify theoretical predic-
tions. However, since deployments will vary widely in the
required channel capacity and consequently in the array size,
it is critical to implement massive MIMO base-stations in a
scalable manner to ensure that cost and power consumption
are weak functions of the number of antennas. To meet this
objective, it is necessary to rethink the array architecture
to design solutions specifically tailored to massive MIMO.
On this note, most of the testbeds described above have
assumed that fully centralized processing yields maximum
system flexibility. With this approach, the backhaul network
has emerged as a key implementation bottleneck, requiring
complex, expensive, and power-hungry components to handle
the enormous bandwidth of the array.

In this paper, we discuss the implementation challenges that

1284



IEEE ICC 2015 - Workshop on 5G & Beyond - Enabling Technologies and Applications

A2

N2

N2

4

=

|
<A [

[O——

Beam-
forming

]

Dig. Dig.
B8 85
Dig. Dig.
E3 BB

Y
|

Digital
Baseband

X Digital
Coding, Baseband

Mapping,

etc

]z

Beam-
forming

Beam-
forming

Beam- Coding,

forming

Coding,

Digital Digital
Baseband Baseband| ]}

Mapping,
etc

per antenna per user per antenna

per user

Central Processor

(a)

Central

Central Processor
Processor

(b)

per user

(c)

Fig. 1. Three possible array architectures. Analog traces are shown in red and digital links in green. (a) Analog-connected array: analog signals are routed

from the antenna to the central processor. (b) Digitally-connected array: the RF

front end and data converters are collocated with each antenna and ADC/DAC

samples are exchanged with the central processor. (c) Digitally-connected array with distributed beamforming: per-antenna digital baseband processing is

performed at the antenna and the beamforming computation is distributed thro

arise specifically in massive MIMO arrays and propose an
architecture that addresses them. The key feature is that the
baseband processing is distributed across a number of common
modules, where each module is connected to a small number
of antennas. The resulting data throughput grows only slowly
with the number of modules, enabling the use of low-cost and
energy-efficient links between them. Additionally, the common
module-based architecture significantly simplifies the signal
distribution and the physical layout of the array.

II. ARRAY ARCHITECTURE

Unlike traditional MIMO systems for wireless communica-
tion, massive MIMO demands uniquely large base-station ar-
rays. This presents a challenge in terms of merely transporting
signals between the data source/sink and the antenna elements.
At RF frequencies, a 100-element half-wavelength-spaced
array can easily measure almost a meter on a side. Though this
problem is alleviated at millimeter-wave frequencies, it is by
no means solved, particularly for arrays with a large number of
elements. This implementation issue poses two closely related
questions. First, how should the antennas be connected to the
central processor? Second, is the required backhaul bandwidth
achievable in practice?

Any array architecture requires partitioning the transceiver
functions into those implemented close to the respective an-
tennas and those implemented at the main system controller.
Since a transceiver can be subdivided into three major blocks
— (i) RF/analog front end; (ii) analog-to-digital converter
(ADC) and digital-to-analog converter (DAC); and (iii) dig-
ital baseband processor — three qualitatively different array
architectures arise from distributing different portions of the
transceiver chain (Fig. 1):

ugh the routing network.

1) Analog-connected array. In an analog-connected array,
the ADC, DAC, and all the digital baseband hardware
are at the central processor while analog signals are
routed to and from the antenna elements.
Digitally-connected array. In a digitally-connected ar-
ray, each antenna is equipped with a complete and
collocated analog front end, ADC, and DAC. Each
antenna element directly exchanges digitized samples of
its analog waveform with the central processor.
Digitally-connected array with distributed beam-
forming. In a digitally-connected array, any per-antenna
baseband processing can be performed locally at the
antenna. Consequently, beamforming can be distributed
into computations performed throughout the array. With
this scheme, the signals exchanged with the central pro-
cessor correspond to samples of the users’ data signals
rather than samples of each antenna’s RF waveform.

(O]

)

There are several issues with an analog-connected array
that limit its use to only a small number of elements. First,
analog routing introduces loss that depends exponentially on
distance, degrading the signal-to-noise ratio at the receiver and
increasing the power consumption in the transmitter. Second,
analog-connected arrays are very susceptible to crosstalk and
external interference which may limit the performance of
beamforming and spatial filtering. Third, analog routing scales
very poorly since arrays with more elements require both
more and longer transmission lines. Fourth, the routing loss
increases with frequency, presenting an obstacle to working
at high carrier frequencies. Finally, even moderate quality
transmission lines are expensive and bulky.

For all of these reasons, one can qualitatively conclude that,
to minimize the length of analog routing, each antenna should
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Fig. 2. Block diagram of example array and common module. Analog wires
are shown in red and digital links in green. For clarity, this example only shows
two antennas per common module. Each antenna is served by a separate RF
chain and data converters.

be as close as possible to its data converters. This naturally
points to an array composed of a grid of identical modules,
each consisting of a single RF transceiver, ADC, and DAC.
However, since each module also requires support circuits
such as frequency generation and a backhaul, equipping each
transceiver with independent copies of these blocks introduces
a large amount of redundancy. Instead, multiple transceivers
can be fused into one common module equipped with several
RF chains, ADCs, and DACs and a single set of support
hardware. Interestingly, this suggests that the optimal array is a
hybrid of analog and digital architectures, trading off between
sharing support hardware and adding analog routing loss.
This is discussed further in Section IV. To form the overall
array, multiple common modules are tiled together with digital
interconnections to their nearest neighbors. Additionally, each
common module is equipped with the digital hardware to per-
form distributed beamforming, which substantially improves
the scalability of the backhaul network. Fig. 2 shows a block
diagram of a module and, as an example, an array created
from nine identical modules, each driving two antennas.

A. System Model

The system considered here is a massive MIMO array with
M antennas communicating with K spatially dispersed users.
The base-station array is divided into a grid of N modules,
with N being an integer of divisor of M such that each
module serves M /N antennas. Communication to all users
is conducted over a total bandwidth B, such that the sampling
rate of the data converters must be at least 25. If each ADC
and DAC uses NVy;; bits and is oversampled by a factor of N,
then the datarate generated or consumed by one antenna is
R = 2BN,sNy;+ and the datarate of one module is (M/N)R.

III. BACKHAUL TOPOLOGIES AND DISTRIBUTED
BEAMFORMING

In a digitally interconnected array, the required capacity of
the backhaul network emerges as the main limitation on the
array size. Indeed, the Lund University testbed needs a total
backhaul capacity of 384Gb/s to support 100 elements using
20MHz of channel bandwidth [12].

With a digital interconnection fabric, two main types of
backhaul networks are possible. At one extreme, each common
module can have its own dedicated physical link to the central
unit. At the other, all modules can be daisy-chained on a single
link over which all the antennas’ signals are transmitted. These
topologies correspond to extremes that favor either low per-
link datarate on one hand or physical resource sharing on the
other. Other types of backhaul networks can be constructed by
combining these two extremes, such as having multiple par-
allel chains. Furthermore, a mesh network can be considered
an extension of the daisy-chain concept where each node can
communicate with all its nearest neighbors.

The fully parallel backhaul (Fig. 3(a)) requires the lowest
per-link datarate but has limited scalability. To serve all the
elements, the interconnect length must grow with the size of
the array. This requires progressively higher-performance and
more costly and power-hungry links and substrates to support
reliable bit transmission. In addition, routing complexity and
crosstalk between links increases with the number of modules.

These challenges are addressed by implementing the back-
haul as a nearest-neighbor mesh network, which requires
connections only at the scale of the inter-module distance
regardless of the total array size. Since connections are only
local, the challenge of globally routing N links while maintain-
ing acceptable crosstalk levels is avoided entirely. The mesh
also presents a level of redundancy that allows reconfiguration
of the routing path to circumvent failures.

Nevertheless, a mesh backhaul by itself does nothing to
reduce the total bandwidth required at the central processor, as
shown in Fig. 3(b). When performing centralized beamform-
ing, regardless of the backhaul topology there is a fundamental
requirement to exchange M unique waveforms with the central
processor, for a maximum datarate of M R. Furthermore, there
is an additional penalty in aggregate datarate due to the multi-
hop communication. Suppose the N modules are connected to
the central processor with N,j i, parallel daisy-chains where
Nchain 1s an integer divisor of N. At any point along the
chain, the datarate is proportional to the number of preceding
elements. Therefore, the aggregate datarate through the entire
array is

N
Nehain
M 1 N
Rtot = Nchain § ZWR — QM(NC}“M;” + 1)R (1)

i=1
The total power consumed by the backhaul network increases
as the product of the number of antennas and the number of
modules, corresponding to the penalty incurred by sending
data through multiple hops. Similar effects occur in the fully
parallel backhaul since some links must communicate over a
large distance, requiring increased power consumption.

A simple example shows the limitation of centralized pro-
cessing. Consider an array with M = 100, B = 20MHz, no
oversampling (N, = 1) and Ny;; = 10; even under these very
modest conditions and ignoring overhead such as addresses
and time-stamps, the datarate entering and exiting the central
unit is 40Gb/s. A state-of-the-art link operating at this rate
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Fig. 3. Three possible routing schemes. Datarates are shown for an illustrative example where each chip generates a datarate of 400Mb/s and the total
users’ sample rate is 600Mb/s. (a) Fully parallel backhaul: each chip has an independent connection to the central processor. (b) Mesh network backhaul with
centralized beamforming: chips are chained together into a mesh network and each antenna exchanges its unique waveform with the central processor. (c)
Mesh network with distributed beamforming: each chip computes its estimate of the users’ signals and these are summed throughout the routing network to

generate the overall beamformed samples.

over a few centimeters could achieve an energy efficiency of 1
pJ/bit [15]. If the array is designed with [N = 25 (4 antennas per
module) and Npqin = 5, merely transporting bits into and out
of the central processor consumes 120mW. For comparison,
this is approximately one-sixth the power consumption of
an entire 2x2 MIMO 802.11n reciver, including RF, PHY,
and MAC [16]. Even exploiting the greatest possible link
parallelism at the central processor, it would be difficult to
achieve array size-channel bandwidth product much greater
than 10GHz-antenna and the required circuits could easily be
the most expensive and power-hungry components in the array.

The solution to this problem is to perform distributed beam-
forming at each module. This idea was originally suggested
by [9]; here we extend the discussion, quantitatively compare
the routing capacity, and discuss the impact on the common
module design. The key insight is that the M/ waveforms at the
array antennas are not linearly independent but instead lie in
a K-dimensional subspace generated by the K distinct users.
By exploiting this redundancy, it is possible to exchange K
rather than M unique signals with the central processor by
performing distributed beamforming. In the massive MIMO
regime, where M > K, the required backhaul capacity is
substantially reduced.

Since linear beamforming is simply a matrix multiplication,
this computation can be easily distributed. In the uplink,
each element multiplies its received signal by a beamforming
weight vector containing one entry per user. These vectors are
then summed across the array to generate the per-user spatially
filtered signals. This task can be embedded in the digital link to
be very low-latency and low-energy. The process is reversed in
the downlink: all the users’ data streams are broadcast to all the
modules and each element combines them with the appropriate
beamforming weights to generate its DAC samples.

In an OFDM-based communication system where beam-
forming is performed independently on each subcarrier, each
common module requires a timing and frequency recovery
block, downsampling and upsampling filters, an FFT unit, and
a small number of complex multipliers and adders. At the
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Fig. 4. Maximum and aggregate datarates using either centralized or
distributed beamforming. In this example, B = 20MHz, N.pqin = 10,
Nyt = 10 and Np;tpr = 15. The number of users grows with the size
of the base station with fixed ratio M/K = 32.

beginning of each frame, each user transmits a synchronization
and training preamble which is used to estimate the timing
parameters for each user at each module. This training pream-
ble can also include channel estimation fields for computation
of beamforming weights. Subsequently, during data packet
transmission, distributed linear beamforming is performed in-
dependently for each subcarrier as described above. Note that
in both uplink and downlink the processing is exactly the same
as in the fully centralized case. The only additional hardware
required is a configurable-depth buffer on each module to
match the latency of the backhaul network.

The key result is that, by routing the users’ signals around
the array rather than the antennas’, the maximum required
datarate is proportional to the number of users rather than
the number of antennas (Fig. 3(c)). Consider a case where
each user’s modulated data stream is represented by real and
complex samples of Ny;, ¢ bits each. Then the maximum
datarate at the central processor is given by

Rmaz = 2I(B]\/vbit,bf (2)
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and the aggregate datarate to deliver all K signals to all N
modules is

Rior = 2N K BNpit g 3)

From these equations, it is evident that the capacity of the
central processor’s link is only proportional to the number of
users served, a substantial improvement over fully centralized
processing. Fig. 4 illustrates these benefits for an example case
with B = 20MHz, Ny;; = 10, Nbit,bf =15, and N pqin = 10.
Maintaining a constant ratio of base-station antennas to users
(M/K = 32), both maximum and aggregate datarates are re-
duced substantially when performing distributed beamforming.

IV. ENERGY OPTIMIZATION OF ARRAY AND COMMON
MODULE

Large arrays offer potentially large improvements in radi-
ated power efficiency, exploiting high directivity to reduce
the actual power consumption required to deliver a certain
equivalent isotropic radiated power (EIRP). However, radiated
power is only one part of the total power consumption, since
there are several sources of overhead that contribute a fixed
power cost for every transceiver. This overhead limits the
minimum achievable power consumption.

To formulate a power optimization problem, we follow a
similar procedure as in [17]. In the downlink, the total power
consumption of the array can be split into three contributions,
parametrized by the array parameters M and N.

VI 4 MP, + NPy @)

The first term expresses the power required to achieve a
desired EIRP with an array of M transmitters, each with
system-level efficiency 7 and a routing loss. The routing loss
is modeled assuming that each module’s M /N antennas are
arranged in a square with half-wavelength separation and,
for simplicity, that all wires are the same length. The loss
per unit length, k, depends on both the substrate and carrier
frequency. The second term accounts for the fixed power
consumption of each transmitter which is independent of the
radiated power. The final contribution consists of the overhead
power per common module, arising from shared blocks such as
voltage regulation, frequency generation, and backhaul. This
contribution increases when more modules are added to the
array but is amortized across all the antennas connected to a
single common module.

As can be seen from (4), there exist optimum values for both
N and M. The optimum value for N represents the tradeoff
between analog loss and sharing of functions across a common
module, while the optimum value for M represents the tradeoff
between radiated power and all sources of overhead. The
per-element overhead is therefore the limiting factor to the
achievable transmit-mode power consumption.

Fig. 5 shows the array power consumption as a function of
the number of elements. Each curve corresponds to a different
per-transmitter power overhead P;,. As expected, reducing
P, reduces the power consumption of the array, increases the
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Fig. 5. Total array power consumption as a function of number of elements,
for various per-transmitter overhead powers. Per-chip overhead is held con-
stant at ImW and the number of elements per chip is held constant at 4.
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Fig. 6. Total array power consumption as a function of number of elements
per module for various per-chip overhead powers. Per-transmitter overhead is
held constant at ImW and the total array size is fixed at 256 elements.

optimum number of elements, and flattens out the optimum.
Note that, in this figure, the spectral efficiency depends only
on the number of elements and converges to a fixed value
asymptotically with the array size. Fig. 6 shows the array
power consumption as a function of the number of elements
per module, for constant total array size and spectral efficiency.
Increasing the overhead power consumption of the module
increases the optimal number of elements per module.

In the receive direction, the analysis is somewhat different.
If the noise at each antenna is dominated by thermal noise
in the receiver itself rather than noise in the environment,
it will be uncorrelated between antenna elements. In this
regime, beamforming will average out the noise contribution
of each element, providing an SNR gain of M. Consider a
reference receiver which achieves the desired output SNR p
with power consumption F,,. Constructing an array from M
such receivers, the system will achieve an output SNR of Mp
with a power consumption of M P,,. Since noise figure is,
to first order, inversely proportional to power consumption,
each receiver’s power consumption can be reduced by a factor
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of M to achieve an output SNR of p with an overall power
consumption of P,,. In essence the array breaks a single high
performance receiver into many lower performance ones that,
in aggregate, recover the original performance. The bottom
line is that to achieve a target SNR, the array consumes the
same amount of power as a single-element receiver. In reality,
the power consumption is increased by the amount of per-
element overhead, requiring careful design to minimize the
performance loss compared to a single element receiver.

Note that the above analysis only considers operations that
must be performed on a per-element basis. Most of the digital
baseband processing in both transmit and receive direction
is performed on a per-user basis (e.g. coding, modulation,
interleaving, etc) and therefore does not present a power cost
that depends on the size of the array.

V. CONCLUSION

In this paper we have analyzed the implementation tradeoffs
of massive MIMO arrays. To address challenges associated
with the large number of elements, we have proposed design-
ing the array as a grid of identical common modules, each
of which serves a (small) number of antennas. Each common
module consists of a radio and data converters for each antenna
it serves along with several shared functions such as frequency
generation and a backhaul connection to the central processor.
These modules are digitally interconnected to their nearest
neighbors in a mesh network which provides connectivity
to the central processor. Furthermore, each module possesses
a small amount of digital baseband hardware to perform
distributed beamforming.

There are several advantages to this approach:

1) Because identical chips are connected to their nearest
neighbors, the array size can be increased or decreased
simply by adding or removing elements at the periphery
and providing short connections to their neighbors.

2) This architecture is applicable to many deployments
since the flat hierarchy provides flexibility to accommo-
date a variety of array sizes, aspect ratios, and substrates.

3) With distributed beamforming, the maximum datarate at
the central processor is proportional only to the number
of users rather than the number of base-station elements.
This significantly improves the scalability of massive
MIMO arrays since this is frequently limited by the cost
and power burdens of a very high capacity backhaul.

In addition, we presented a framework that shows how

to pick the array parameters to minimize total power con-
sumption. These optima trade off the radiated power and the
overhead incurred by adding more elements to the array. Based
on the insights gained from this system-level analysis, it can
be envisioned to implement a module as a single CMOS
integrated circuit and the entire array assembled on a flexible
or conforming substrate.
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