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Abstract

Text summarization and sentiment classification, in NLP, are two main tasks implemented
on text analysis, focusing on extracting the major idea of a text at different levels. Based
on the characteristics of both, sentiment classification can be regarded as a more abstrac-
tive summarization task. According to the scheme, a Self-Attentive Hierarchical model for
jointly improving text Summarization and Sentiment Classification (SAHSSC) is proposed
in this paper. This model jointly performs abstractive text summarization and sentiment
classification within a hierarchical end-to-end neural framework, in which the sentiment
classification layer on top of the summarization layer predicts the sentiment label in the
light of the text and the generated summary. Furthermore, a self-attention layer is also pro-
posed in the hierarchical framework, which is the bridge that connects the summarization
layer and the sentiment classification layer and aims at capturing emotional information
at text-level as well as summary-level. The proposed model can generate a more relevant
summary and lead to a more accurate summary-aware sentiment prediction. Experimental
results evaluated on SNAP amazon online review datasets show that our model outper-
forms the state-of-the-art baselines on both abstractive text summarization and sentiment
classification by a considerable margin.

Keywords: Abstractive text summarization, Sentiment classification, Hierarchical end-
to-end framework, Self-attention mechanism

1. Introduction

Text summarization and sentiment classification are two of the most active and fundamental
tasks in natural language processing (NLP), which are widely applied to analyze the textual
materials in practical scenarios such as online news, website articles, and user reviews. Text
summarization aims to create a representative summary with the major points of an origi-
nal text. In general, there are two approaches to automatic summarization: extraction and
abstraction. In this study, the abstraction-based summarization is mainly discussed and
analyzed. Compared with the extraction-based summarization, which forms the summary
by selecting a subset of existing words or phrases in the original text, the abstraction-based
methods build an internal semantic representation and then apply natural language gener-
ation techniques to create a summary closer to a human-generated one. As for sentiment
classification, generally known as sentiment analysis or opinion mining, it aims to extract
and quantify affective states and subjective information of the writers from their texts by
a series of sentiment labels. The summary expresses the major idea of an original text in
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a shorter length whereas the sentiment label further summarizes the sentiment tendency of
the text.
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Figure 1: Comparison between the work proposed by Ma et al. and our proposed model.

There are lots of works in the research of text summarization and classification, but
most of the existing models are simply built for one of them. In past years, there have
been several systems of text analysis [Hole and Takalikar (2013); Mane et al. (2015)], which
have been able to produce the summary and the sentiment label from the source content
by lots of hand-crafted features. Some previous studies have extracted the important part
of an original text to analyze the sentiment by summarization methods [Shetty and Bajaj
(2015); Bhargava and Sharma (2017)], and one work trained text classification and the
summarization jointly to improve the performance of summarization [Cao et al. (2017)].
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However, these works only focus on either text summarization or sentiment classification.
Unlike the previous works, Ma et al. (2018) have first jointly improved the two tasks within
an end-to-end neural network-based framework, regarding the sentiment classification as a
more abstract type of summarization.

As shown in Fig.1(a), the hierarchical model proposed by Ma et al. (2018) (namely HSSC)
is composed of two recurrent neural networks (RNNs) – an encoder and a decoder, a MLP,
as the classification layer, and two independent general attention mechanisms integrated
on decoder for extracting different representation of the texts for word generation and
classification. The model first encodes the complete source text, and then decodes one
word at a time from the learned text representation for word generation. After generating
the complete summary, the model predicts the sentiment label from a series of the learned
text representations for sentiment classification. The hierarchical end-to-end framework is
able to greatly combine the summarization layer and the sentiment classification layer, but
it still exists insufficiency. It should be noted that the model still does not fully utilize
the information of the generated summary, although it uses the hidden state of decoder
RNN as extra information to guide the extraction of the text representations for sentiment
classification by attention mechanism.

In this study, the generated summary from summarization is further explored, and a
variant hierarchical framework is proposed towards jointly improving summarization and
sentiment classification, which has a similar motivation but achieved differently, presented
in Fig.1(b). Specifically, the proposed model generates the summary by an attention-based
encoder-decoder layer, and then predicts the sentiment label based on an original text as
well as the generated summary. Enhanced by such scheme, the model gains the information
of sentiment from different levels of the text, which helps to make accurate and effective
judgments on sentiment. In addition, the supervision of the generated summary by senti-
ment classification guides the summary decoder to generate the summary that has the same
sentiment tendency as the original text.

To improve the model, the self-attention-based hierarchical framework instead of the
attention-based scheme in Fig.1(a) is adopted, since the self-attention is a scalable atten-
tion mechanism and can also guide the attention of source content without extra information
in some cases, like sentiment classification [Lin et al. (2017)]. Specifically, the self-attention
layer between summarization layer and sentiment classification layer is employed to obtain
the embedding representation of text and summary for sentiment classification in the hier-
archical model. Compared with the attention mechanisms in Fig.1(a), which aim to extract
the information of text for summarization and sentiment classification, the self-attention
mechanisms in this study focus on the information of sentiment from the original text and
the generated summary.

Overall, the contribution of this paper is to propose a Self-Attentive Hierarchical mod-
el for jointly improving text Summarization and Sentiment Classification (SAHSSC). Al-
though our work is not the pioneer towards improving both the two tasks within an end-to-
end neural framework, the proposed model has two improvements over the work proposed
by Ma et al. (2018): (1) it further makes use of the generated summary from summarization
in the joint task, enabling the hierarchical structure to build a close bond between the two
tasks; (2) while creating the representations of text and summary, two different self-attention
mechanisms are applied on encoder and decoder, which extract the information of sentiment
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from text and the generated summary. In order to evaluate the performance of our model
in comparison to the common state-of-the-art models, we experiment on Amazon online
reviews datasets (SNAP). It shows that our model outperforms the current state-of-the-art
models in multiple metrics on both abstractive summarization and sentiment classification.

The rest of the paper is organized as follows. In section 2, the proposed model is
presented in details. Section 3 describes the experiments and the results. The related work
is briefly described in section 4. In the end, the conclusions are drawn in section 5.

2. The Proposed Model

In this section, we first briefly give the problem formulation, and then introduce the proposed
model in details. Finally, we present the overall loss function for training.

2.1. Problem Formulation

Given a review data pair (X, Y, l), where X, Y and l separately denote the original review
text, the corresponding summary and the corresponding sentiment level, our model aims to
map from the source text X to Y and l. Specifically, both the original content X and the
summary Y are sequences of words:

X = {x1, x2, ..., xL}

Y = {y1, y2, ..., yM}

where L and M denote the number of words in the sequences X and Y, respectively. The
label l ∈ {1, 2, ...,K} denotes the level of sentiment of the original text X, from the lowest
rating 1 to the highest rating K.

2.2. Summarization Layer

In the proposed model, the summarization layer is a standard Seq2Seq model with attention
mechanism. The first idea of Seq2Seq was proposed to translate one sequence to another
sequence through an encoder-decoder neural architecture in machine translation [Bahdanau
et al. (2014)]. Recently, abstractive summary generation has been treated as sequence
translation from an original text to a summary [Rush et al. (2015); See et al. (2017); Paulus
et al. (2017)].

Formally, given a review text X = {x1, x2, ..., xL} represented into a sequence of word
embeddings, the text encoder first reads the words in x and encodes them into a series
of context vectors H = (h1, h2, ..., hL) though a bidirectional Long Short-term Memory
Network (BiLSTM) in our model. The BiLSTM includes contextual information from past
and future words into the vector representation ht of a particular word vector xt, as follows:

ht =
−→
ht +

←−
ht (1)

−→
ht =

−−−−→
LSTM(xt,

−→
h t−1) (2)

←−
ht =

←−−−−
LSTM(xt,

←−
h t+1) (3)

633



Wang Ren

where
−→
ht and

←−
ht are the hidden outputs of the forward LSTM and the backward passes of

the BiLSTM respectively.
And then, the summary decoder sequentially generates a summary Y = {y1, y2, ..., yM}

with context vectors as input, formally defined as follow:

p(Y |X) =

M∏
t=1

p(yt|ct, y1, ..., yt−1) (4)

At t-th time step, the decoder RNN generates one word conditioned on the context vector
ct extracted by attention mechanism [Bahdanau et al. (2014)] and the decoder hidden state
st. The generation probability of the t-th word can be calculated as:

p(yt|X) = softmax(Wgut) (5)

ut = tanh(Wstst +Wctct) (6)

st =
−−−−→
LSTM(ct, yt−1, st−1) (7)

where yt−1, st−1 are the last generated words and the hidden state of decoder LSTM at t-1 -
th time step, separately; Wg, Wst and Wct are parameter matrices. And, given the context
vectors H, the attention mechanism computes an attentive context vector ct at t-th time
step, which allows the decoder to get full information of the source text. ct is computed as:

ct =
N∑
i=1

αtihi (8)

αti =
exp(eti)∑N
j=1 exp(etj)

(9)

etj = tanh(sTt−1Wthj) (10)

where ct is a weighted sum of context vector hi in H, and the weight αti for the each hi is
sequentially computed by Equation 9 and 10; the Wt is a trainable parameter matrix.

2.3. Self-Attention Layer

Between the summarization layer and sentiment classification layer, the proposed self-
attention layer consists of two independent self-attention mechanisms. The self-attention
is a special case of the attention mechanism, which models the dependencies between to-
kens from the same sequence [Lin et al. (2017); Vaswani et al. (2017); Shen et al. (2018)].
Such an attention mechanism is usually used for sentence representation which abstracts
sentence-level meanings. In our model, the self-attention layer aims to create the embedding
representations of the original review text X and the summary Y generated from the sum-
marization layer. Specifically, given the text context memory H = (h1, h2, ..., hL) carrying
the semantics of the original review along all time steps from the encoder, self-attention
first yields a weight matrix Aenc = (aenc1 , aenc2 , ..., aencL ), computed as:

Aenc = softmax(wenc
2 tanh(W enc

1 HT )) (11)
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where wenc
1 is a parameter vector and W enc

2 is a parameter matrix. The softmax() is used
to normalize the attention weights to sum up to 1.

Then, weighted by Aenc, we obtain the text vector representation v(text) by computing
a weighted sum of H :

v(text) = AencH (12)

For the summary generated from decoder, the model collects the word representations
of all time steps into the summary context memory U = (u1, u2, ..., uM ). Similar to the text
vector, the summary vector representation v(sum) is computed as:

v(sum) = AdecU (13)

Adec = softmax(wdec
2 tanh(W dec

1 UT )) (14)

In our proposed model, both the learned vector representations of text and summary
are used for sentiment classification, but they provide the sentiment information from two
different granularities for the sentiment prediction.

2.4. Sentiment Classification Layer

The sentiment classification layer is a feed-forward MLP network. Given the text vector
representation v(text) and the summary vector representation v(sum), the classification layer
computes the probability distribution of the sentiment labels, as follow:

p(l|X) = softmax(Wvtv
(text) +Wvsv

(sum)) (15)

where Wvt and Wvs are trainable parameter matrices. The logistics layer makes the final
prediction with the top probability of the sentiment label.

2.5. Overall Loss Function

The proposed model is trained by minimizing a joint loss for summarization and sentiment
classification, as following:

L = Ls + λLc (16)

where
Ls = −

∑
t

ytlogp(yt|X) (17)

Lc = −llogp(l|X) (18)

Here, Ls and Lc separately denote the loss of summarization and that of sentiment classifi-
cation, which both are the categorical cross entropy. And λ is a hyper-parameter to balance
the two losses, λ = 0.5 is set in this work.

3. Experiments

To demonstrate the effectiveness of the proposed method, we conducted extensive experi-
ments. In this section, we first introduce our experimental settings. Then, we report and
analyze the experimental results on text summarization and sentiment classification com-
pared with several popular baselines and the state-of-the-art model. Finally, we provide the
further analysis by ablation study and visual interpretation of the proposed model.
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3.1. Experimental Settings

3.1.1. Datasets

In the experiment, we evaluate on SNAP Amazon Reviews Dataset originally provided
by He and McAuley [He and McAuley (2016)], a part of Stanford Network Analysis Project
(SNAP)1. The dataset contains product reviews and metadata from Amazon2, including
142.8 million reviews spanning May 1996 - July 2014. Raw data includes product, reviews
content, user information, rating and summaries. In this work, we form the benchmark
datasets with three subsets of Toys & Games, Movies & TV and Gourmet Foods
in the Amazon Reviews Datasets, and pair each review content with the corresponding
summary and sentiment label from the three raw datasets. The statistics of three benchmark
datasets used in our experiments is shown as Table 1.

Dataset Total Size # Review # Summary Sentiment

Toys & Games ≈167k 99.8 4.4 {1,2,3,4,5}
Gourmet Foods ≈151k 93.0 4.5 {1,2,3,4,5}
Movies & TV ≈1,697k 161.1 4.9 {1,2,3,4,5}

Table 1: Statistics of the datasets. # denotes the average length.

3.1.2. Evaluation Metric

For abstractive summarization, the ROUGE (Recall-Oriented Understudy for Gisty Eval-
uation) metrics are used for the automatic evaluation of the generated summaries [Lin
and Hovy (2003)]. ROUGE is based on the comparison of n-grams between the produced
summary and reference summaries, as:

ROUGEN =

∑
S∈{reference summaries}

∑
gramn∈S Countmatch(gramn)∑

S∈{reference summaries}
∑

gramn∈S(gramn)
(19)

Following previous work [Chopra et al. (2016); Rush et al. (2015); See et al. (2017)], our
summarization evaluation is based on three variants of ROUGE3, namely, ROUGE-1 (uni-
gram), ROUGE-2 (bigram), ROUGE-L (longest-common substring) in the reported result.

For evaluation metric on sentiment classification, we use the category accuracy for pre-
defined sentiment labels, which is the accuracy of five-class sentiment.

3.1.3. Implementation Details

In the experiments, we use a vocabulary of 50k words for both the original texts and
summaries, and replace the OOV words with <unk>. For Toys & Games, Gourmet Foods
and Movies & TV dataset, the word embedding dimension and the hidden size of our model
are respectively set to 256, 256, 512. The word embedding is random initialized and learned
from training. We conduct mini-batch training with batch size of 64 and randomly shuffle

1. http://snap.stanford.edu/data/web-Amazon.html
2. https://www.amazon.com
3. We obtain the ROUGE scores using the pyrouge package at https://pypi.org/project/pyrouge/.
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the training data at every epoch in the training. And, we use the Adam optimization with
the initial learning rate lr = 0.0003, momentum parameters β1 = 0.9 and β2 = 0.999, and
ε = 1× 10−8 to minimize the training loss [Kingma and Ba (2014)]. Following Rush et al.
(2015), we split the learning rate lr by half if the validation loss doesn’t improve for an
epoch, and train the model for total 20 epochs. Moreover, at training time, we use dropout
with different dropout rates p of 0.2, 0.2, 0.0 for Toys, Foods and Movies datasets to avoid
overfitting [Gal and Ghahramani (2016)], and clip the gradients with a maximum gradient
norm of 10.0 [Pascanu et al. (2013)].

3.1.4. Baselines

For the comprehensive comparison based on the evaluation metrics, we first choose sev-
eral popular baselines on abstractive summarization or sentiment classification, which are
comparable to our model.

For abstractive text summarization, following the previous work [Hu et al. (2015)], the
baselines are as follows:

• Sequence-to-Sequence model (S2S): It uses an uni-LSTM layer to map the source
content to a vector, and then uses another uni-LSTM layer to decode the target
summary [Sutskever et al. (2014)].

• Attention-based Sequence-to-Sequence model (S2S-att): The standard Sequence-to-
Sequence model with global attention mechanism [Bahdanau et al. (2014)].

For sentiment classification, we compare our model with three strong classifiers, as
follows:

• BiLSTM: The BiLSTM model uses a bidirectional LSTM and max pooling across all
the LSTM hidden outputs to get the embedding vector of source context, then uses a
1-layer MLP to output the classification result.

• CNN: The CNN model uses the same scheme as BiLSTM model, but substituting
BiLSTM with one layer of 1-D convolutional network.

• Self-attention-based BiLSTM model (BiLSTM-SA): The BiLSTM model integrated
with the self-attention mechanism.

To further analyze the performance of our model on both summarization and sentiment
classification, we apply the current state-of-the-art model proposed by Ma et al. (2018) and
its joint baseline model on the same datasets, as follows:

• a joint model of Attention-based Sequence-to-Sequence model and BiLSTM model
(S2S-att+BiLSTM): S2S-att and BiLSTM share the same bi-directional LSTM en-
coder, and the S2S-att produces the summary with a uni-directional LSTM decoder,
while the BiLSTM predicts the sentiment label with an MLP.

• HSSC: The structure of HSSC has been presented in Section 1.

In the experiments of above baseline models, based on the performance of the validation
sets, we tune their hyper-parameters to yield the best performance.
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3.2. Experimental Result

Model
Toys & Games

ROUGE-1 ROUGE-2 ROUGE-L Accuracy

S2S 16.01 3.50 15.76 -
S2S-att 16.96 4.04 16.65 -
CNN - - - 70.3
BiLSTM - - - 70.7
BiLSTM-SA - - - 71.9
S2S-att+BiLSTM 16.82 4.29 16.72 70.8
HSSC 17.78 4.74 17.64 72.0

SAHSSC (this work) 18.88 5.12 18.75 72.5

Model
Gourmet Foods

ROUGE-1 ROUGE-2 ROUGE-L Accuracy

S2S 14.55 3.41 14.39 -
S2S-att 15.02 3.74 14.83
CNN - - - 71.1
BiLSTM - - - 70.9
BiLSTM-SA - - - 71.8
S2S-att+BiLSTM 15.12 3.81 14.87 71.3
HSSC 15.63 4.14 15.22 72.0

SAHSSC (this work) 16.23 4.53 16.03 72.4

Model
Movies & TV

ROUGE-1 ROUGE-2 ROUGE-L Accuracy

S2S 11.53 2.96 11.39 -
S2S-att 12.47 3.32 12.13 -
CNN - - - 67.1
BiLSTM - - - 67.8
BiLSTM-SA - - - 68.8
S2S-att+BiLSTM 12.51 3.57 12.36 68.1
HSSC 13.67 4.52 13.47 68.7

SAHSSC (this work) 14.34 4.88 13.87 69.2

Table 2: Experimental results evaluated on the test sets of Toys & Games, Gourmet Foods
and Movies & TV dataset on abstractive text summarization and sentiment clas-
sification on three types of ROUGE metric and accuracy of 5-class sentiment.

The experimental results reported on ROUGE score for summarization and accuracy
for classification applied on the three test sets is presented in Table 2. Note that the
ROUGE scores on the SNAP datasets are lower than that on the other standard datasets
for summarization, such as DUC and LCSTS [Hu et al. (2015)]. The reason for the difference
lies in the source of datasets: the common datasets for summarization are generally derived
from the formal news and official reports, but the SNAP datasets consists of a large number
of online user reviews, in which most of the texts are informal and full of noise.

For abstractive text summarization, the results show that the joint models including S2S-
att+BiLSTM, HSSC and the proposed model (SAHSSC) can achieve better performance on
ROUGE scores than S2S and S2S-att, which indicates that the supervision of the sentiment
labels improves the representation of the original text. In addition, the proposed model in
this study still outperforms S2S-att+BiLSTM and HSSC on a considerable margin, which
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indicates that our model is able to generate better summaries by learning to map from
the generated summary to sentiment label. On the whole, our model (SAHSSC) achieves
the best performance over the competitive state-of-the-art baselines in terms of abstractive
summarization on the three datasets.

As for sentiment classification, BiLSTM-SA surprisingly performs better compared with
two standard neural-network-based classifiers, CNN and BiLSTM, and even surpasses the
performance of S2S-att+BiLSTM, which shows that the self-attention mechanism enables
the model to learn a better text embedding for sentiment classification. With regard to the
joint models, the better results than the three classifiers can be attributed to more labeled
data and better representation of the original text. Moreover, the proposed model gets
better accuracy than S2S-att+BiLSTM and HSSC, which demonstrates that the information
of summary is beneficial to predict the sentiment label, and the model also obtains more
effective information of the summary for sentiment prediction. In general, due to making
use of the information of summary by self-attention mechanism, the proposed model in this
study achieves the best performance over the popular baselines and the current state-of-
the-art joint model in terms of sentiment classification on the three datasets.

3.3. Ablation study

Model
Toys & Games

ROUGE-1 ROUGE-2 ROUGE-L Accuracy

w/o text-attn 18.05 4.53 17.91 67.3
w/o summary-attn 17.14 4.19 16.98 72.2
SAHSSC(full model) 18.88 5.12 18.75 72.5

Model
Gourmet Foods

ROUGE-1 ROUGE-2 ROUGE-L Accuracy

w/o text-attn 15.77 3.98 15.43 68.1
w/o summary-attn 15.26 3.76 14.93 71.9
SAHSSC(full model) 16.23 4.53 16.03 72.4

Model
Movies & TV

ROUGE-1 ROUGE-2 ROUGE-L Accuracy

w/o text-attn 13.75 4.23 13.56 66.8
w/o summary-attn 12.53 3.47 12.46 68.7
SAHSSC(full model) 14.34 4.88 13.87 69.2

Table 3: Comparison between partial models and full model of ablation study. ROUGE
and Accuracy respectively evaluate the performance of summarization and classi-
fication.

For the purpose of further testing the effectiveness of the approach in this study, the
effect of each component of the proposed self-attentive architecture has been investigated,
which enables the model to combine the summarization layer with the sentiment classifi-
cation layer. The expanded comparisons have been also made between the partial model
without text-level self-attention or summary-level self-attention and the full model, as shown
in Table 3.
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Without text-level attention module, the performances of both abstractive summariza-
tion and sentiment classification drop off, especially the sentiment classification. This is
because that the text encoder can be directly guided by sentiment classification layer to
learn the representation of the text. Moreover, the model without summary-level atten-
tion module reports the relatively poor performance on abstractive text summarization as
the sentiment classification layer enables the summary decoder to generate the better sum-
maries by directly back-propagating its gradient. Compared with the two partial models,
the full model yields significant improvements on both summarization and classification.

3.4. Visualization

As an interpretation of the learned self-attentive text embedding and summary embed-
ding from the self-attention layer, we plot heatmaps for some reviews of Toys & Games,
Gourmet Foods and Movies & TV datasets, as shown in Figure 2. Some examples of 1-star
and 5-star from three test sets in SNAP amazon reviews datasets are randomly selected.
In the heatmap, the attention score with red colors of different transparency is marked,
and the deeper color denotes the higher attention score. As you can see, the model can
capture the informative words or phrases that strongly indicate the sentiment and opinion
in the original text by self-attention, such as ”really disappointed”, ”horrible”, ”love”, ”a
fun game”, ”five stars” and ”yuck”. However, the text-level attention also focuses on lots
of useless and even disturbed information of the original text, such as ”no major crashes”,
”works”, ”regular scene”, ”ended up”, ”ibs reaction” and ”forgettable warrior”. Moreover,
the distraction problem of attention mechanism may become more serious in the longer
review text. As far as summary is concerned, the generated summary can express the main
idea of the original text with a relatively short sentence and the summary-level attention
can further emphasize the key factor on sentiment and opinion of the original text, such as
”fun”, ”awful”, ”good” and ”terrible”.

4. Related Work

Inspired by the recent success of neural machine translation (NMT) [Bahdanau et al. (2014)],
Rush et al. (2015) first proposed an encoder-decoder model for abstraction-based text sum-
marization, in which an attentive convolutional encoder compresses texts and a feedforward
neural network language model generates summaries. Chopra et al. (2016) introduced a re-
current neural networks (RNN) decoder to generate abstractive summaries. To handle
out-of-vocabulary (OOV) problem, Nallapati et al. (2016) modelled rare/unseen words by
a generator-pointer model so that the decoder is able to generate words in source texts, and
See et al. (2017) further incorporated the pointer-generator model with the coverage mech-
anism. Paulus et al. (2017) combined the supervised word prediction with reinforcement
learning (RL) for abstractive summarization.

The recent advancement of neural architecture makes LSTM and CNN popular on sen-
timent classification of text analysis. Kim (2014) first found that CNN achieved excellent
results on sentiment analysis, and Tang et al. (2015) introduced neural network approach
to learn continuous document representation for sentiment classification with convolutional
neural networks (CNNs) or long short-term memory networks (LSTMs). Another study
carried out by Zhang et al. (2015) explored the effectiveness of character-level convolutional
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1-star Toys & Games
original text i am really disappointed in this . we got it for our son and after one adult driven test 

drive to see how the controls worked ( with no major crashes ... a few wall bumps and 
one ceiling touch , by far nothing hard enough to visibly damage it ) and it would not 
lift off again after that . no visible damage , no gears stripped , full charge ... all it 
would do after the first 2 minute flight was spin on the ground . it is repackaged and 
on its way back to amazon as i type . save your money .

reference summary bummer .
generated summary do not waste money

5-star
original text my kids ( ages 3 and 5 ) love the rudolph dvd game . it works in much of the same 

way as a regular scene it game but it is simplified so that even my 3 year old can get 
the answers right . my kids have watched rudolph a few times but you don ' t need to 
know the movie to play this game ( although it makes it fun to know the character ' s 
names ) . we did not play with the game board because i found it too confusing for 
younger children . we just played with the dvd and did not keep score . the dvd would 
show a scene and then ask a question related to the scene . an adult really needs to 
supervise for younger children who aren ' t familiar with the dvd remote control . my 
kids really enjoyed it . the only problem i had was with the game board which was 
divided into 4 sections - my kids couldn ' t really get the concept of it and i found it a 
little difficult to understand myself . overall , a fun game .

reference summary my kids love it

generated summary fun game for kids

(a)
1-star Gourmet_Foods

original text okay , people . i just don ' t get it ! how can this stuff be getting five stars from so many 
people ? do they know what coffee is supposed to taste like ? yuck , yuck , and double 
yuck ! this is akin to drinking dirty water ! i have even doubled the pods to try to get a 
richer cup ... to no avail . what taste it has is horrible ... not that there is much taste at 
all ! i will struggle through this case and never buy it again ! all i wanted was a cup of 
decaf in the afternoon or evening ... a good cup of decaf ! is that too much to ask ? 
apparently so ! i wouldn ' t recommend this stuff to my worst enemy ! again , i say yuck ! 
also , my tummy ' s reaction is such that i suspect there is gluten in the packaging of the 
pods ... perhaps in the glue ? i contacted senseo to ask about it and they wouldn ' t give 
me an answer to my question unless i filled out a <unk> that would give them tons of 
information about me ! forget it ! that made me even more suspect ! i can ' t say for sure 
that there is gluten hiding somewhere . it is only a suspicion created by an all too familiar 
ibs reaction . buy this stuff at your own risk , or , if you enjoy drinking weak coffee that 
looks and tastes like dirty water .

reference summary yuck ! and if you are gluten intolerant , be wary !

generated summary awful

5-star
original text i have a hamilton beach on the go one cup brewer . these pods are perfect for it . i like 

the coffee . it is not as bold as i had expected , but i do like it . i went from needing 
cream and sugar in coffee ( because i never measured properly and ended up with either 
too strong or weak coffee ) to being able to drink these black . wish there was more 
consistency in the price . i have to watch it all the time to see whether or not it will be 
going back to a reasonable price ( ~ $ 25 ) .

reference summary good coffee
generated summary good coffee

(b)
1-star Movies & TV

original text i am a little tired of every single movie that played in times square in the 1980 ' 
s being called a classic . this movie , another of the seemingly endless & # 34 ; 
viet nam vet goes nuts and starts killing for fill in the blank & # 34 ; , is a 
terrible movie . steve james seems to be the only one who cares enough to emote , 
christopher george seems to be there for a paycheck and robert ginty , here 
known as bob ginty ( also in the forgettable warrior of the lost world , see the 
mst3k version ) sleepwalks through his role . this is the ' directors cut ' , 
supposedly full of gore and violence . hell , any episode of the walking dead has 
more of both , better acting and story as well . this film seems to be missing huge 
portions of the script . we never find out how eastland finds out his friend was 
mugged , why the cia is interested and how he got all the weapons he uses . just 
a silly and rather boring , slow moving film from beginning to end . there are far 
better bad movies out there , so see one of those instead .

reference summary a terrible movie . exterminate this exterminator !
generated summary a terrible movie

5-star
original text classic revenge film , one of my all time favorites in this genre . thrilled to have 

a nice widescreen dvd recording of . elite film , love it to death . this film 
belongs right there with say death wish , the crow , the punisher several others 
but it just fits that great film about revenge , this one is ! must check this film 
out ! very deserving of the 5 star rating .

reference summary awesome revenge film !
generated summary a classic revenge film

(c)

Figure 2: Heatmap of the attention scores of Toys & Games, Gourmet Foods and Movies
& TV test sets.

networks (CNNs) for text classification. For the purpose of cross-language sentiment clas-
sification without machine translation strategies, Becker et al. (2017) proposed an efficient
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deep neural model constituted by CNNs or LSTMs. In a standard sentiment classification
model, there are several LSTM or CNN layers to generate a sentence embedding and a
multi-layer perceptron (MLP) to predict the sentiment label from the embedding. Lin et al.
(2017) further enhanced the LSTM layer by integrating with self-attention mechanism to
create the sentence embedding.

There are some studies concerning with both text summarization and sentiment classi-
fication. Hole and Takalikar (2013) and Mane et al. (2015) jointed the text summarization
and the sentiment classification into a text analysis system as two independent function
modules. Shetty and Bajaj (2015) and Bhargava and Sharma (2017) analyzed the senti-
ment by summarization to extract important parts of the text. However, the above systems
only train the summarization part and the sentiment classification part independently, and
require rich hand-crafted features. Cao et al. (2017) proposed a model to improve the per-
formance of text summarization by jointly training the text classification. Unlike above,
Ma et al. (2018) first attempted to jointly improve text summarization and sentiment clas-
sification within a end-to-end neural framework. Because of the inspiration from Ma et al.,
a novel self-attentive hierarchical model is proposed in this paper. As mentioned before in
Section One, this study differs from the previous studies to further make use of the generated
summary, and to enhance the hierarchical framework with self-attention mechanisms.

5. Conclusion

In this paper, the proposed model jointly performs text summarization and sentiment clas-
sification within a self-attentive hierarchical neural framework. Compared with the state-
of-the-art joint model and other popular baselines, our model achieves better performance
on both the summarization and sentiment classification in the extensive experiments on the
Amazon reviews datasets, which shows that our work is a better method to jointly improve
the two taks. For future research, we believe that jointly learning multiple tasks within
an end-to-end neural network framework is an interesting and effective direction, and there
would be more such datasets for further application.
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