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#### Abstract

A semiclassical multichannel branching model is developed and applied to various dynamical phenomena in polyatomic molecular systems. The model is based on the reaction path Hamiltonian of Miller, Handy and Adams [J. Chem. Phys. 72, 99 (1980)] and also utilizes the semiclassical perturbation-infinite order sudden approximation of Miller and Shi [J. Chem. Phys. 75, 2258 (1981)] for describing vibrational inelasticity along the reaction path. Specific applications of the model are made to state-specific unimolecular decomposition, energy level splitting in multidimensional double-well potentials, and to reaction probabilities along reaction paths with multiple transition states.


## I. Introduction

Recent work by $u s^{1}$ has been concerned with the state-specific unimolecular decomposition of polyatomic molecules. The goal is to discover the relevant factors which determine whether a molecule behaves statistically in its unimolecular decay, even at the level of individual quantum states, or is mode-specific. ${ }^{2}$ (By the latter we mean that different quantum states, though they have essentially the same total energy, have significantly different rates of unimolecular decay.) To this end we considered several model problems--systems consisting of two coupled oscillators, one of which could dissociate-and carried out numerically exact quantum mechanical calculations for the energies and decay rates (i.e., inverse lifetimes) of the individual quantum states (actually metastable, or resonance states) of the system. Various choices of the parameters in these model systems produced statistical or mode-specific behavior in the state-specific unimolecular decay.

Quantum mechanical calculations such as these ${ }^{l}$ are no doubt the rigorously correct way to characterize state-specific unimolecular decay, but they are unfortunately not feasible for systems of more than two or three vibrational degrees of freedom (to say nothing of rotation, which we are ignoring for the present). The unimolecular decomposition of formaldehyde, for example,

$$
\mathrm{H}_{2} \mathrm{CO} \rightarrow \mathrm{H}_{2}+\mathrm{CO}
$$

is one target of our work, but it has six vibrational degrees of freedom and is thus beyond the capabilities of this rigorous approach.

One possible way to avoid these difficulties is to use classical, rather than quantum, mechanics to describe the process, i.e., to carry out a classical trajectory simulation of the unimolecular decomposition. There have indeed been many such calculations, ${ }^{3}$ and in many (perhaps most?) situations there is no reason to believe that this does not describe the process correctly. In the energy region of the formaldehyde decomposition where the reaction proceeds by tunneling, ${ }^{4}$ however, a classical trajectory approach is clearly inadequate.

Furthermore, there may be cases for which the unimolecular decay, though energetically possible classically, simply does not take place via classical mechanics. Hase, ${ }^{5}$ for example, has seen this, i.e., quasi-periodic trajectories which have enough energy to dissociate classically but which do not. Heller ${ }^{6}$ has discussed this under the term "dynamic tunneling". In the language of classical s-matrix theory ${ }^{7}$ it is simply an example of a "classically forbidden" process. If this situation maintains, then classical mechanics gives zero for the rate of unimolecular decomposition, whereas in reality (i.e., quantum mechanically) the rate is non-vanishing.

Thus there are situations for which a quantummechanical description of the unimolecular decay will be necessary, but as noted above the completely rigorous quantum mechanical approach is not feasible for more than three-atom systems. The purpose of this paper, therefore, is to describe and illustrate an approximate quantum mechanical model for determining state-specific unimolecular decay rates, one which is
capable of being applied to polyatomic molecular systems of interest and, though not rigorously correct, has a good chance of being at least semi-quantitatively accurate.

The model we have developed, which is presented in Section II, is an extension and combination of several different methodologies that one of us and colleagues have developed in recent years. First, it is a multichannel version of a semiclassical branching model that has been earlier shown ${ }^{7 b}, 8$ to describe unimolecular decay in one-dimensional systems correctly; the multichannel aspect of it is what extends the model from one-dimension to many dimensions (i.e., degrees of freedom). At the level of implementation we have also utilized the reaction path Hamiltonian ${ }^{9}$ model to characterize the polyatomic molecular system; this describes the molecular dynamics as motion along a reaction coordinate which is coupled to transverse, locally harmonic vibrational modes. Finally, we have also utilized the recently developed semiclassical perturbation-infinite order sudden (SCP-IOS) approximation ${ }^{10}$ for treating vibrational inelasticity in the transverse vibrational modes as the system moves along the reaction coordinate, Applications of the model to state-specific unimolecular decay are presented in Section III, and one sees that it is able to reproduce rather well the rigorous quantum mechanical results of the two-dimensional model systems studied previously.

This semiclassical multichannel branching model is capable, however, of describing other dynamical phenomena than state-specific unimolecular decay. For example, Section IV shows how it can be used to determine energy eigenvalues of a polyatomic system, in particular
those of a double-well potential which is coupled to the other transverse vibrational modes. Section $V$ shows that it can also be used to extend the "unified statistical" model ${ }^{11}$ of chemical reaction rates to include the effects of inelasticity between the transverse vibrational modes along the reaction coordinate.

## II. The Semiclassical Multichannel Branching Model

## A. Construction of the S-matrix

Consider non-reactive scattering on a potential energy surface for which the potential energy along the reaction coordinate $s$ is as depicted in Figure 1; the system begins at $s=+\infty$, moves to the left, collides, and eventually returns to $s=+\infty$. If there are F degrees of freedom overall, there are F-1 vibrational degrees of freedom orthogonal to the reaction coordinate (which are not shown in Figure 1).

We wish to construct the S-matrix for total energy $E$,

$$
\begin{equation*}
\underset{\approx}{S}(E) \equiv \underset{\approx}{S} \equiv\left\{S_{\underset{\sim}{n}, \underset{\sim}{n}}\right\} \tag{2.1}
\end{equation*}
$$

which are the amplitudes for transitions between an initial state $\underset{\sim}{n} \equiv\left(n_{1}, n_{2}, \ldots, n_{F-1}\right)$ and final state $\underset{\sim}{n}{ }^{\prime} \equiv\left(n_{1}^{\prime}, n_{2}^{\prime}, \ldots,{\underset{F}{\prime}}_{\prime}^{\prime}\right)$ of the transverse vibrational modes at $s=+\infty$. The idea of the branching model is to approximate this net amplitude $\underset{\sim}{S}$ as a sum of amplitudes constructed from the different "trajectories" which can arise from tunneling through the barrier in Figure 1. Figure 2 depicts the first three such "trajectories": the first is reflected by the barrier without tunneling, the second tunnels through and makes one oscillation in the well before tunneling back out, the third tunnels through and makes two oscillations in the well before tunneling back out, and so on. The amplitude associated with the first "trajectory" is

$$
\begin{equation*}
{\underset{\approx}{\text { out }}}^{(\underset{\approx}{(1-P)}}{ }^{1 / 2} \cdot{\underset{\approx}{\text { in }}} \tag{2.2a}
\end{equation*}
$$

that associated with the second "trajectory" is
and that with the third "trajectory" is
and so on. In these expressions $\underset{\sim}{S}$ in is the $S$-matrix (i.e., matrix of transition amplitudes) associated with the incoming motion from $s=+\infty$ to the outer turning point $s=s_{3}$ (see Figure 2); $\underset{\sim}{s} 0$ is the $s$-matrix for motion in the interior well from $s=s_{2}$ to $s_{1}$ and back to $s_{2}$; and $\underset{\sim}{S}$ out is the $S$-matrix for the outgoing motion from $s=s_{3}$ back to $+\infty$. $\underset{\sim}{P}$ is the matrix of tunneling probabilities. Note that $\underset{\sim}{S}$ in $^{\text {and }} \underset{\sim}{S}$ out are in general rectangular matrices since there are in general a different number of transverse vibrational states that are energetically open at $s=s_{3}$ and $s=+\infty$; thus in the matrix element ${\underset{\sim}{n} \underset{\sim}{n}, \underset{\sim}{n}{ }_{\sim}^{(i n)}}^{\prime}$, for example, $\underset{\sim}{n}{ }^{\prime}$ refers to transverse vibrational states at $s=+\infty$ and $\underset{\sim}{n}$ to those at $s=s_{3}$, while for ${\underset{\sim}{n},{\underset{\sim}{n}}^{\prime}}_{(\text {out })}^{\prime}$ the identifications are reversed. (By symmetry,
 indices of which refer to the transverse vibrational states at $s=s_{2}$. It is clear that the physical meaning of $\underset{\sim}{s}{ }_{\text {in }}$ and $\underset{\approx}{S}{ }_{\text {out }}$ is that they describe vibrational inelasticity in the region outside the barrier (i.e., entrance/exit channel effects), whereas ${\underset{\sim}{~}}_{0} 0$, the $S$-matrix per oscillation in the well, describes vibrational inelasticity in the region of the potential well. Although it is not necessary,
we assume for simplicity of presentation that $\underset{\sim}{P}$ is a square matrix (i.e., the same number of vibrational states are open at $s=s_{2}$ and $s_{3}$ ), and furthermore in applications below it will even be approximated as diagonal. All the matrices are functions of the total energy $E ;$ i.e., $\underset{\sim}{S_{i n}}=\underset{\approx}{S_{i n}}(E)$, etc.

The net amplitude $S$ is obtained by adding the amplitudes for all "trajectories" of the type described above,
of which Eq. (2.2) gives the first three. The general $\mathrm{k}^{\text {th }}$ term in Eq. (2.3) has the direct mechanistic interpretation by simply reading the various factors from right to left: the system evolves from $s=+\infty$ to $s_{3}\left(\underset{\approx}{ } \mathrm{~S}_{\mathrm{in}}\right)$, tunnels through the barrier $\left(\underset{\sim}{\left(P^{1 / 2}\right)}\right.$, oscillates in the well ( $k+1$ ) times, not tunneling out each time it is reflected at $s_{2}$ $\left(\underset{\approx}{S} 0 \cdot\left[(\underset{\approx}{1-P})^{1 / 2} \cdot{\underset{\approx}{S} 0}_{S_{0}}^{k}\right)\right.$, tunnels out through the barrier $\left(\underset{\sim}{( }{ }^{1 / 2}\right)$, and finally moves from $s_{3}$ back out to $s=+\infty(\underset{\sim}{s}$ out $)$. The factor $(-1)^{k}$ enters because of the extra reflections involved in the $k^{\text {th }}$ "trajectory". The geometric series in Eq. (2.3) is easily summed to give

$$
\begin{align*}
& \underset{\approx}{S}=\underset{\approx \text { out }}{S} \cdot(\underset{\approx}{(1-P})^{1 / 2} \cdot{\underset{\approx i n}{s}}^{\text {in }} \tag{2.4}
\end{align*}
$$

Equation (2.4) is the general result for the S-matrix given by this semiclassical multichannel branching model. The semiclassical aspect of the branching model is that we have used it to construct a probability amplitude; in other instances. ${ }^{11}$ we have used similar branching models to construct probabilities, and within the present nomenclature we would refer to these as classical branching models (see also Section V). The multichannel aspect of the present treatment is that the quantities $\underset{\sim}{S_{0}} 0^{\text {, }}$ $\underset{\approx}{P}, S_{\approx i n}$ and $\underset{\approx 0 u t}{ }$ are matrices in the transverse vibrational state quantum numbers, and as such it is necessary to maintain the correct order of the matrix products in Eqs. (2.3) and (2.4). The matrix products, which involve sums over intermediate transverse vibrational states, are a manifestation of the quantum principle ${ }^{12}$ that one sums over all intermediate states that are not observed.

## B. Complex Eigenvalues

Rather than considering a collision process as in the previous section, we now consider unimolecular decay of the collision complex, i.e., the metastable state, that is prepared in some manner that need not concern us here. The individual metastable states are characterized by complex energy eigenvalues, $E_{r}-i \Gamma / 2$, the real part of which is the energy $E_{r}$ of the state and the imaginary part of which determines its "width" $\Gamma$; the lifetime of the state is h/ , i.e., its unimolecular decay rate is $\Gamma / \hbar$.

The complex eigenvalues of the metastable system are defined ${ }^{13}$ rigorously as the poles of the $S$-matrix $\underset{\approx}{S}(E)$, so we now use the $S$-matrix given by the branching model, Eq. (2.4), to determine these poles. It is clear that poles in $\underset{\sim}{S}(E)$ occur at values of $E$ for which the inverse
matrix in Eq. (2.4) is singular, i.e., values of $E$ for which

$$
\begin{equation*}
\operatorname{det}\left|\underset{\approx}{1}+[\underset{\approx}{[1-P(E)}]^{1 / 2} \cdot{\underset{\approx}{S}}_{S_{0}}(E)\right|=0, \tag{2.5}
\end{equation*}
$$

where we have emphasized that $P$ and $S_{0}$ are functions of $E$.
Equation (2.5) is the desired equation for determining the complex eigenvalues, i.e., the state-specific energies and lifetimes, of the metastable system. As one would intuitively expect, the equation involves only the "interior" S-matrix $\underset{\approx}{S} 0$ and the tunneling probabilities, and not the "exterior" s-matrices $\underset{\sim}{s}{ }_{\text {in }}$ and $\underset{\sim}{s}$ out.

It is useful to check the form taken by Eq. (2.5) in several limiting cases. First, for a one-dimensional system $P$ and $S_{0}$ become $1 \times 1$ matrices, i.e., simple numbers, and the WKB approximation for them is

$$
\begin{align*}
& S_{0}(E)=e^{2 i \phi(E)}  \tag{2.6a}\\
& P(E)=e^{-2 \theta} /\left(1+e^{-2 \theta}\right) \tag{2.6b}
\end{align*}
$$

where $\phi(E)$ is the WKB phase integral across the well and $\theta(E)$ the usual barrier penetration integral. Eq. (2.5) then reads

$$
1+e^{2 i \phi} 1\left(1+e^{-2 \theta}\right)^{1 / 2}=0
$$

which is equivalent to

$$
\phi(E)=\left(n+\frac{1}{2}\right) \pi-\frac{i}{4} \ln \left(1+e^{-2 \theta}\right)
$$

and as has been shown before, ${ }^{7 b}$ for $e^{-2 \theta} \ll 1$, this gives the usual WKB eigenvalue equation for the real part of the complex eigenvalue,

$$
\begin{equation*}
\phi\left(E_{r}\right)=\left(n+\frac{1}{2}\right) \pi \quad, \quad n=0,1,2, \ldots \tag{2.7a}
\end{equation*}
$$

with the width $\Gamma$ given by

$$
\begin{equation*}
\Gamma=\left(\frac{\mathrm{dE}}{\mathrm{r}} \mathrm{dn} / 2 \pi\right) \mathrm{e}^{-2 \theta} \tag{2.7b}
\end{equation*}
$$

Equation (2.7) is the well-known semiclassical (i.e., WKB) result for the one-dimensional case. ${ }^{14}$

It is useful also to check the multichannel aspect of Eq. (2.5) by some simple analytic test, and one way to do so is to consider the limit in which tunneling is "turned off"; i.e., one sets $\underset{\sim}{P}=0$, whereby Eq. (2.5) becomes

$$
\begin{equation*}
\operatorname{det}\left|\underset{\sim}{1}+\underset{\approx}{S_{0}}(E)\right|=0 \tag{2.8}
\end{equation*}
$$

In this limit the system is no longer metastable, but a truly bound molecular system with real energy levels corresponding to bound motion in the interior well coupled to the transverse vibrational modes. It is still difficult to draw any intuitive conclusions from Eq. (2.8), but in Appendix A it is shown that in the perturbative limit, i.e., that $\underset{\sim}{S} 0$ is almost diagonal, the energy levels given by Eq. (2.8) do indeed correspond to the usual quantum mechanical perturbative expression for real energy eigenvalues.

Finally, although the derivation of Eq. (2.5) has referred to the situation in Figure 1, where the effective potential has a barrier, this
actually need not be the case. Appendix B shows that Eq. (2.5) is also capable of describing Feshbach resonances, ${ }^{15}$ for which the effective potential typically has an attractive well but no barrier (as, e.g., a Morse potential). In this case metastability arises T because of excitation in the region of the potential well of transverse vibrational states that are energetically forbidden in the asymptotic ( $s \rightarrow \infty$ ) region. Appendix B shows how Eq. (2.5) reproduces (with appropriate approximations) the usual Feshbach golden rule-like expression for the width of metastable states for this case.

## C. Dynamical Approximations

As discussed in the Introduction, the principle aim of the present paper is to provide an approach that can be applied to real molecular systems. To utilize Eq. (2.5) for determining the state-specific unimolecular decay rates one thus needs a relatively simple method for constructing $\underset{\sim}{S} 0$, the $S$-matrix per oscillation in the well, and $\underset{\sim}{P}$, the tunneling probabilities. Although any number of approaches might be used to do this, a particularly attractive one is the semiclassical perturbation-infinite order sudden approximation (SCP-IOS) discussed recently by Miller and Shi. ${ }^{10}$

The SCP-IOS approximation makes use of the reaction path Hamiltonian of Miller, Handy and Adams ${ }^{9}$ for modeling the molecular system; if ( $s, p_{s}$ ) are the mass-weighted reaction coordinate and its conjugate momentum and $(\underset{\sim}{n}, \underset{\sim}{q}) \equiv\left(n_{k}, q_{k}\right), k=1, \ldots, F-1$, are the action-angle variables for the transverse vibrational modes, then the classical Hamiltonian has the form $H\left(p_{s}, s, n, q\right)=\frac{\frac{1}{2}\left[p_{s}-\sum_{k, k}^{F-1} B_{k, k}(s) \sqrt{\left(2 n_{k}+1\right)\left(2 n_{k}+1\right)} \sqrt{\frac{\omega_{k}(s)}{\omega_{k}(s)}} \operatorname{sinq}_{k} \operatorname{cosq}_{k^{\prime}}\right]^{2}}{\left[1+\sum_{k-1}^{F-7} B_{k, F}(s) \sqrt{\frac{2 n_{k}+1}{\omega_{k}(s)}} \sin q_{k}\right]^{2}}$

$$
\begin{equation*}
+v_{0}(s)+\sum_{k=1}^{F-1}\left(n_{k}+\frac{1}{2}\right) \omega_{k}(s) \tag{2.9}
\end{equation*}
$$

where $V_{0}(s)$ is the potential energy along the reaction path, $\left\{\omega_{k}(s)\right\}$ are the local harmonic frequencies of the transverse vibrational modes along the reaction path, and the matrix elements $\left\{B_{k, k},(s)\right\}$ couple the transverse vibrational modes to each other and to the reaction coordinate (labeled as modes $k=F$ ). More discussion of this Hamiltonian, and how it can be constructed from ab initio quantum chemical calculations,
and the nature of the coupling elements is given in earlier papers. ${ }^{9,11,16,17}$

Since the action variables $\left\{n_{k}\right\}$ are the classical counterpart to vibrational quantum numbers, this Hamiltonian provides a convenient framework for implementing the branching model developed above.

Construction of the interior S-matrix $\underset{\sim}{S_{0}}(E)$ within the SCP-IOS approximation is a relatively simple adaptation of the work of Miller and Shi. ${ }^{10}$ With $\hbar=1$ everywhere the expression is

$$
\begin{equation*}
{\underset{\sim}{n} \underset{\sim}{n} n_{\sim}^{\prime}}(E)=\frac{e^{i \phi_{0}}}{(2 \pi)^{F-1}} \int_{0}^{2 \pi} d \underset{\sim}{q} \exp [-i \Delta \underset{\sim}{n} \cdot \underset{\sim}{q}+i \Delta \phi(\underset{\sim}{q})] \tag{2.10}
\end{equation*}
$$

where $\Delta \underset{\sim}{n}={\underset{\sim}{n}}^{\prime}-\underset{\sim}{n}$ and

$$
\begin{align*}
& \phi_{0}=\phi_{0}(\underset{\sim}{n}, E)=2 \int_{s_{1}}^{s} \mathrm{~d} s \sqrt{2\left[E-V_{a}(s)\right]}  \tag{2.11a}\\
& \Delta \phi(\underset{\sim}{q}, \underset{\sim}{n}, E)=\sum_{k=1}^{F-1} 2 \operatorname{sinq}{\underset{k}{ }}_{\int_{s_{1}}^{2}}^{d} d s \sqrt{2\left[E-V_{a}(s)\right]} B_{k F}(s) \sqrt{\frac{2 n_{k}+1}{\omega_{k}(s)}} \cos \left[\delta_{k}(s)\right] \\
& +\sum_{k, k=1}^{F-1}\left[\cos \left(q_{k}-q_{k^{\prime}}\right) \int_{s_{1}}^{s} d s B_{k k^{\prime}}(s) \sqrt{\left(2 \eta_{k}+1\right)\left(2 \eta_{k^{\prime}}+1\right)} \sqrt{\frac{\omega_{k}^{\prime}}{\omega_{k}^{\prime}}} \sin \left(\delta_{k}-\delta_{k^{\prime}}\right)\right. \\
& \left.+\cos \left(q_{k}+q_{k},\right) \int_{s_{1}}^{s} d s B_{k k^{\prime}}(s) \sqrt{\left(2 n_{k}+1\right)\left(2 n_{k^{\prime}}+1\right)} \sqrt{\frac{\omega_{k}^{\prime}}{\omega_{k}}} \sin \left(\delta_{k}+\delta_{k},\right)\right] \tag{2.11b}
\end{align*}
$$

with

$$
\begin{equation*}
\delta_{k}(s)=\int_{s_{1}}^{s} d s^{\prime} \frac{\omega_{k}\left(s^{!}\right)}{\sqrt{2\left[E-V_{a}\left(s^{T}\right)\right]}} \tag{2.11c}
\end{equation*}
$$

and finally, in Eq. (2.11) $\underset{\sim}{n}$ is replaced by $\frac{1}{2}\left(\underset{\sim}{n}+\underset{\sim}{n}{ }^{\prime}\right)$, and $V_{a}(s)$ is the vibrationally adiabatic potential

$$
\begin{equation*}
v_{a}(s)=v_{0}(s)+\sum_{k=1}^{E-1}\left(n_{k}+\frac{1}{2}\right) \omega_{k}(s) \tag{2.11d}
\end{equation*}
$$

One recognizes the $z e r 0^{\text {th }}$ order phase of the $S$-matrix, $\phi_{0}$, as the vibrationally adiabatic WKB phase integral back and forth across the well; the phase $\Delta \phi(\underset{\sim}{q})$ arises because of couplings between the various modes and thus gives rise to a non-diagonal $S$-matrix, i.e., to vibrational inelasticity.

One practical note concerns the unitarity of the $S$-matrix $\underset{\sim}{S}{ }_{0}(E)$. Since it is a square matrix of probability amplitudes, it is clearly a unitary matrix (i.e., $\underset{\sim}{S^{\dagger}} \cdot \underset{\sim}{S}=\underset{\sim}{S} \cdot S^{\dagger}=\underset{\sim}{1}$ ). The approximation to it given by Eq. (2.10) et seq. however, will not be exactly unitary, and for the applications in the next section this would cause major errors. (Also, the roots of Eq. (2.8), i.e., the real eigenvalues of a bound system, will not be real if $\underset{\sim}{S} 0$ is not unitary!) It is thus important to unitarize any approximate $\underset{\sim}{S} 0$ by some means. One way to do this is via an R-matrix procedure. Thus an S-matrix $\underset{\sim}{S}$ and $R$-matrix $\underset{\sim}{R}$ are related by

$$
\begin{equation*}
\underset{\approx}{S}=(\underset{\approx}{(1-i R)}) \cdot(\underset{\approx}{l}+i R)^{-1}, \tag{2.12a}
\end{equation*}
$$

or inversely

$$
\begin{equation*}
\underset{\approx}{R}=-i(\underset{\approx}{1-S}) \cdot(\underset{\approx}{1+S})^{-1} . \tag{2.12b}
\end{equation*}
$$

If $\underset{\sim}{S}$ is unitary then $\underset{\approx}{R}$ is hermitian, and vice-versa. Thus if $S$ is not unitary, then $\underset{\approx}{\mathrm{R}}$ given by Eq. (2.12b) will not be hermitian. One can make $R$ hermitian, however, by simply taking its hermitian part, $\approx$

$$
\begin{equation*}
\underset{\approx}{\mathrm{R}} \mathrm{H}=\frac{1}{2}\left(\underset{\approx}{\mathrm{R}}+\underset{\approx}{\mathrm{R}^{\dagger}}\right) \tag{2.13}
\end{equation*}
$$

Thus one prescription for unitarizing an approximate S-matrix is to use Eq. (2.12b) to construct the corresponding approximate R-matrix and then "hermitizing" this approximate R-matrix via Eq. (2.13). When $\mathrm{R}_{\mathrm{H}}$ is then put back into Eq. (2.12a) in place of $\underset{\sim}{\mathrm{R}}$, a unitary S-matrix results. The result of this prescription is that the unitarized S-matrix, $\underset{\sim}{S} U^{\prime}$, is given in terms of the approximate $S$-matrix by

$$
\begin{equation*}
\left.\underset{\approx}{\mathrm{S}} \mathrm{U}=\underset{\approx}{[\mathrm{S}} \cdot \underset{\approx}{(1+S)^{-1}}+\underset{\approx}{\underset{\sim}{S} \cdot\left(\underset{\sim}{(1+\widetilde{S})^{-1}}\right]} \cdot \underset{\approx}{\underset{\approx}{(1+S})^{-1}}+\underset{\approx}{(1+\widetilde{S})^{-1}}\right]^{-1} \tag{2.14}
\end{equation*}
$$

where

$$
\underset{\approx}{\tilde{S}}=\left(S^{+}\right)^{-1}
$$

This prescription for unitarizing an approximate $S$-matrix is, of course, not unique. If the approximate $S$-matrix is too far from unitarity, however, so that the particular unitarization scheme matters, then one has less confidence in the overall model for such a case.

Finally, the tunneling probabilities $\underset{\sim}{\underset{\sim}{\mid}}$ can also be obtained within the SCP-IOS approximation. 10,17 For the applications discussed in the next section the coupling elements $\left\{B_{k, k},\right\}$ have very little effect on the tunneling probabilities and were thus neglected. In this limit the SCP-IOS approximation becomes the vibrationally adiabatic approximation 18 and the matrix $\underset{\sim}{P}$ is diagonal,
where $\theta$ is the vibrationally adiabatic barrier penetration integral,

$$
\begin{equation*}
\theta \equiv \theta(\underset{\sim}{n}, \mathrm{E})=\int_{\mathrm{s}_{2}}^{\mathrm{s}_{3}} \mathrm{ds} \sqrt{2\left[\mathrm{v}_{\mathrm{a}}(\mathrm{~s})-\mathrm{E}\right]} \tag{2.16}
\end{equation*}
$$

Equation (2.15) is valid only for small tunneling probabilities, the more generally valid expression being

$$
\begin{equation*}
P_{\underset{\sim}{n},{\underset{\sim}{n}}^{\prime}}=\delta_{\underset{\sim}{n},{\underset{\sim}{n}}^{\prime}}\left(1+e^{2 \theta}\right)^{-1} \tag{2.17}
\end{equation*}
$$

Equation (2.17) is meaningful even for relative energies above the barrier, in which case $\theta(\underset{\sim}{n}, E)$, the analytic continuation (in $E$ ) of Eq. (2.16), is negative.

## III. Mode-Specific Unimolecular Decomposition

The first application we consider of the multichannel semiclassical branching model is to the situation discussed in Section II; i.e., we use Eq. (2.5) to determine the energies and lifetimes of a metastable system. The example chosen is one of the two-oscillator models for which we have earlier ${ }^{1 b}$ carried out rigorous quantum mechanical calculations. The potential function is

$$
\begin{equation*}
V(x, y)=\frac{1}{2}\left(x^{2}+y^{2}\right)-\frac{1}{3}\left(x^{3}+x y^{2}\right) \tag{3.1}
\end{equation*}
$$

which is a one-barrier Henon-Heiles-like potential.
For this example the reaction path is straight (the $x$-axis), and the reaction path Hamiltonian thus takes the relatively simple form

$$
\begin{align*}
H\left(p_{s}, s, n, q\right) & =\frac{1}{2}\left[p_{s}+\frac{\omega^{\prime}(s)}{2 \omega(s)}\left(n+\frac{1}{2}\right) \sin (2 q)\right]^{2} \\
& +V_{0}(s)+\left(n+\frac{1}{2}\right) \omega(s) \tag{3.2a}
\end{align*}
$$

where

$$
\begin{align*}
& V_{0}(s)=\frac{1}{2} s^{2}-\frac{1}{3} s^{3}  \tag{3.2b}\\
& \omega(s)=\sqrt{1-\frac{2}{3} s} \tag{3.2c}
\end{align*}
$$

Since the complete potential function in Eq. (3.1) is quadratic in the transverse degree of freedom (i.e., in $y$ ), the reaction path Hamiltonian is actually the exact Hamiltonian for this example.

The interior $S$-matrix $\left\{S_{n, n}{ }^{\prime}\right\}$ and tunneling probabilities $P_{n}$
were constructed as in Section IIc. Figures 3 and 4 show the results given by the present model, i.e., Eq. (2.5), and our earlier ${ }^{1 b}$ rigorous quantum mechanical values, respectively. As discussed before, this example shows quite pronounced mode-specificity--i.e., the unimolecular decay rate is not at all a monotonic function of the total energy--and most significant for present considerations, one sees that the multichannel semiclassical branching model reproduces the correct results quite well. This is true even for metastable states with energies above the saddle point ( $\mathrm{V}_{\mathrm{Sp}}=\frac{1}{6}$ ), for which the analytically continued barrier penetrations integrals discussed in Section IIc were required. This test of the overall model, including the SCP-IOS approximations for $\underset{\sim}{S} 0$ and $\underset{\sim}{P}$, is thus quite encouraging.
IV. Energy Levels in a Multidimensional Double-Well Potential

As noted in the Introduction, the multichannel branching model can be used to describe other phenomena than the energies and lifetimes of metastable systems. Here we show how it describes the energy levels of a multidimensional double well potential.

Consider first inelastic scattering on a potential surface for which the potential along the reaction coordinate is as sketched in Figure 5; here again there are ( $F-1$ ) transverse vibrational modes (in the spirit of the reaction path Hamiltonian) that are not depicted. We want to construct the $S$-matrix for this scattering system, as was done in Section II, but now there are two interior wells, separated by a barrier. The analysis of Section II can be generalized to treat the present case (or for that matter, any number of wells and barriers) by an inductive argument similar to that used earlier to generalize a classical branching model to treat multiple wells and barriers. Thus one considers the entire region of well $a$, barrier 1 , and well b as the "inside" region that is separated fron the "outside" region by barrier 2 (see Figure 5). If $\underset{\sim}{\underset{\sim}{S}} 0$ is the $S$-matrix that characterizes this complete "inside" region (wells $a$ and $b$ and barrier 1), then Eq. (2.4) applies as before to give the S-matrix as

$$
\begin{align*}
& \underset{\approx}{S}(E)=\underset{\approx \text { out }}{S} \cdot\left(\underset{\approx}{\left(1-P_{2}\right.}\right)^{1 / 2} \cdot \mathrm{~S}_{\approx} \text { in } \\
& +\underset{\approx \text { Out }}{S_{\approx}}{\underset{\sim}{P}}^{1 / 2} \cdot{\underset{\approx}{S}}_{0}^{\left[1+\left(1-P_{\approx}\right)^{1 / 2}\right.} \cdot \underset{\approx}{\left.\mathrm{S}_{0}\right]^{-1}} \cdot{\underset{\approx}{2}}_{2}^{1 / 2} \cdot \mathrm{~S}_{\approx} \text { in } \quad, \tag{4.1}
\end{align*}
$$

where $S_{\approx}$ in and $\underset{\approx}{ } S_{\text {out }}$ are the incoming and outgoing $S$-matrices for the "outside" region in Figure 5 and $\underset{\approx 2}{ }{ }_{2}$ the matrix of tunneling probabilities for barrier 2. To determine the S-matrix $\underset{\approx 0}{S_{0}}$ in $E q$. (4.1),
i.e., the $S$-matrix for wells $a$ and $b$, separated by barrier 1 , one recognizes that this complex "inside" region is equivalent to the scattering system in Figure 1 if one identifies the external scattering region of Figure 1 with the region of well $b$ in Figure 5. Thus $\mathrm{S}_{\approx 0}$ in Eq. (4.1) is itself given by Eq. (2.4),

$$
\begin{aligned}
& \mathrm{S}_{\approx}=\underset{\approx \mathrm{b}, \text { out }}{\mathrm{S}} \cdot\left(\underset{\approx}{\left(1-\mathrm{P}_{1}\right)^{1 / 2}} \cdot \mathrm{~S}_{\approx \mathrm{b}, \text { in }}\right.
\end{aligned}
$$

where $\underset{\approx}{S}$ a is the S-matrix for motion back and forth across well a $\left(s_{1} \rightarrow s_{2} \rightarrow s_{1}\right), \underset{\approx}{S} b$, in is the $S$-matrix for inward motion across well $b\left(s_{4} \rightarrow s_{3}\right), \underset{\approx}{s}$, out the $S$-matrix for outward motion across well $b$ $\left(s_{3} \rightarrow s_{4}\right)$, and $\underset{\approx}{P_{1}}$ the (square) matrix of tunneling probabilities for barrier 1. The final expression for the S-matrix for the present system is obtained by inserting Eq. (4.2) for $\underset{\sim}{S}{ }_{0}$ into Eq. (4.1). It is clear how one can extend this procedure inductively to generate the $S$-matrix for the case of an arbitrary number of wells and barriers.

For the present application, though, we are interested in energy levels, so we "switch off" tunneling through barrier 2, i.e., we set $\underset{\sim}{P_{2}}=0$, and look for poles of the $S$-matrix $\underset{\sim}{S}(E)$. With $\underset{\sim}{P_{2}}=0$, Eq. (4.1) shows that the poles occur at values of E for which

$$
\begin{equation*}
\operatorname{det}\left|1+S_{\approx 0}(E)\right|=0 \tag{4.3}
\end{equation*}
$$

and with $S_{\approx} 0$ given by Eq. $(4.2)$ this becomes

Eq. (4.4) can be put in a more useful form by multiplying it from the left by $\operatorname{det} \mid \underset{\sim}{S_{b}}$, in $\mid$ and from the right by $\operatorname{det}\left|\underset{\sim}{S_{b}, \text { out }}\right|$ (recall that $\operatorname{det}|\underset{\sim}{A}|^{\text {: }}$ $\operatorname{det}|\underset{\sim}{B}| \cdot \operatorname{det}|\underset{\sim}{C}|=\operatorname{det}|\underset{\sim}{A} \cdot B \cdot C \underset{\sim}{C}|)$, recognizing that $\underset{\sim}{S}{ }_{b}$, the S-matrix per oscillation in well b $\left(s_{3} \rightarrow s_{4} \rightarrow s_{3}\right)$, is given by

$$
\begin{equation*}
\underset{\approx}{S_{b}}=\underset{\approx}{S_{b}} \text {, in } \cdot{ }_{\approx}^{S_{\mathrm{b}}}, \text { out } \tag{4.5}
\end{equation*}
$$

with this Eq. (4.4) becomes

$$
\begin{align*}
& =0 \text {. } \tag{4.6}
\end{align*}
$$

Note here that the indices of $\underset{\sim}{S} \mathbf{a}$ refer to transverse vibrational states at $s_{2}$ and those of $s_{b}$ to transverse vibrational states at $s_{3}$, and since ${\underset{\sim}{\sim}}_{\underset{\sim}{p}}^{1}$ is assumed to be vibrationally adiabatic, all the matrices in Eq. (4.6)--S $\underset{\sim}{\underset{\sim}{a}}, \underset{\sim}{S} \underset{\sim}{S}$, and $\underset{\sim}{P} \mathcal{D}^{-}$-are thus square matrices of the same dimension. Finally, it is not difficult to manipulate Eq. (4.6) to the following more symmetrical form,
which shows that wells $a$ and $b$ enter the eigenvalue equation on equal footings. The matrices $\underset{\sim}{S},{\underset{\sim}{c}}^{S_{b}}$, and $\underset{\sim}{P}{ }_{1}$ are functions of the total energy $E$, and the roots of Eq. (4.7) give the (real) eigenvalues of the multidimensional double well potential.

Recent quantum mechanical calculations by Bowman et al. ${ }^{19}$ of the splittings in a symmetric double well potential, coupled to one transverse vibrational mode, provide an interesting example with which to test the branching model. For our calculations the SCP-IOS approximation described in Section IIc was used to construct $\underset{\widetilde{\sim}^{a}}{S^{a}}(E)$, which is identical to $\underset{\sim}{S} b$ for the case of a symmetric double well, and $\underset{\sim}{P}$. Table I shows the results obtained from Eq. (4.7) for the splitting of the nearly degenerate doublets, the most sensitive quantity for such systems, compared to Bowman's (correct) quantum results. (Splittings for higher energy levels were not attempted since in this case Bowman's model potential has more than two wells.) One sees here, too, that the overall model--the semiclassical multichannel model plus the SCP-IOS reaction path treatment for the required component parts--provides a good description of the phenomenon.

## V. Reaction Probabilities

Consider now a reactive potential energy surface for which the potential along the reaction coordinate is as sketched in Figure 6. Reaction corresponds to motion from region a (s $\rightarrow-\infty$ ) to region b ( $s \rightarrow+\infty$ ) and as before, the ( $F-I$ ) transverse vibrational modes are not indicated in the figure.

One of us earlier proposed a "unified" statistical model ${ }^{11}$ to describe the average reaction probability on such potential surfaces for which there are two "bottlenecks" of the motion (in this case the two barriers). The goal was to have a simple model that "unified" transition state theory, which is correct if there is only one significant bottleneck to the reaction, and phase space theory, which is correct if there exist two bottlenecks with a long-lived collision complex between them. The "unified" model does indeed accomplish this, but it incorporates an implicit assumption of microcanonical equilibrium in the region between the two bottlenecks. Here we show how this assumption can be relaxed by using the multichannel branching model.

Here it is convenient to let $\underset{\sim}{S} a^{a}, \underset{\sim}{S} 0$, and $\underset{\sim}{S}$ b be transition amplitudes for the intervals (see Figure 6) $\left(-\infty, s_{1}\right),\left(s_{2}, s_{3}\right)$, and ( $\left.s_{4},+\infty\right)$, respectively. (Note that here $\underset{\approx}{S} 0$ is the $S$-matrix for a single pass across the well, not a complete oscillation in it.) $\underset{\sim}{S} \underset{a}{ }, \underset{\approx}{S} 0, \underset{\sim}{S}{ }_{b}$ are in general rectangular matrices since the numbers of transverse vibrational states that are energetically open at $s=-\infty, s_{1}, s_{2}, s_{3}, s_{4}$ and $+\infty$ are in general different. ${\underset{\sim}{P}}_{\sim}$ and $\underset{\sim}{P} 2$ are, as before, the (diagonal) matrices of tunneling probabilities for barriers 1 and 2. These quantities can all be
approximated, as in the previous applications, via the SCP-IOS reaction path model described in Section IIc. The branching analysis goes very much as in Section II with obvious modifications. The first two "trajectories", for example, that contribute to the $a \rightarrow b$ reaction correspond to going straight across the inside well, with amplitude
and to making one extra oscillation back and forth across the well, with amplitude
and so on. (Here $\underset{\sim}{\mathrm{S}}{ }^{\mathrm{tr}}$, the transpose of $\underset{\sim}{\mathrm{S}}{ }^{\mathrm{S}}$, is the amplitude for going across the well in the negative direction.) It is easy to write down the amplitude for the general such trajectory and to sum over them all, giving the net amplitude for the $a \rightarrow b$ reaction as

Equation (5.1), of course, describes the $a \rightarrow b$ reaction at a much greater level of detail than the "unified" statistical model. (It also requires correspondingly more input in order to implement it.) For example, the energy dependence of $\underset{\sim}{S_{b, a}}(E)$ will in general show the complicated resonance structure corresponding to the formation and decay of metastable states (i.e., collision complexes) in the inside well region. The energies and lifetimes of these individual metastable
states are given, as in Section III, by the poles of the S-matrix, which from Eq. (5.1) one easily sees are the complex energies $E$ for which

$$
\begin{equation*}
\operatorname{det}\left|\underset{\approx}{1}+(\underset{\approx}{1-P} \underset{\approx}{ })^{1 / 2} \cdot{\underset{\approx}{\mathrm{~S}}}_{\mathrm{tr}} \cdot\left(\underset{\approx}{1}-{\underset{\approx}{\mathrm{P}}}^{1}\right)^{1 / 2} \cdot{\underset{\approx}{\mathrm{~S}}}_{0}\right|=0 . \tag{5.2}
\end{equation*}
$$

For example, if one turns off the tunneling, i.e., sets $P_{1}=P_{2}=0$, then this equation reads

$$
\operatorname{det}|\underset{\sim}{1}+\underset{\sim}{s}|=0
$$

 the well; this is the same eigenvalue equation for a single well obtained earlier, Eq. (2.8).

In many cases, though, one may be interested only in an energyaveraged reaction probability and not in the level of detail provided by Eq. (5.1). This is equivalent to neglecting all the cross terms in constructing the reaction probabilities

$$
\begin{equation*}
\left.\left(\underset{\sim}{\mathrm{P}}, \mathrm{P}_{\mathrm{a}}\right)_{\underset{\sim}{n},{\underset{\sim}{n}}^{\prime}} \equiv \mid \underset{\sim}{\mathrm{s}} \mathrm{~b}, \mathrm{a}\right)\left._{\underset{\sim}{n}, \underset{\sim}{n}}\right|^{2} \tag{53}
\end{equation*}
$$

The branching model for this average reaction probability thus becomes

$$
\begin{aligned}
& \underset{\sim}{P} b \leftarrow a=\underset{\approx}{P} \cdot \underset{\approx}{P} 2 \cdot \underset{\approx}{P} 0 \cdot \underset{\approx}{P} \perp \underset{\approx}{P}
\end{aligned}
$$

$$
\begin{align*}
& +\ldots \text {, } \tag{5.4}
\end{align*}
$$

where the rectangular matrices $\underset{\sim}{P} a, \underset{\sim}{P} 0$ and $\underset{\sim}{P} b$ are defined by

$$
{\underset{\sim}{p}}_{(P)}^{\underset{\sim}{n},{\underset{\sim}{n}}^{\prime}}\left|=\left|\left(\underset{\sim}{S_{a}}\right)_{\sim}^{n},{\underset{\sim}{n}}^{\prime}\right|^{2}\right.
$$

etc. Equation (5.2) is a geometric series that is easily summed to give

We note that Eq. (5.4), which is the result of a classical multichannel branching model, has no resonance structure in its energy dependence, for this is all lost when the interference between the different "trajectories" that contribute to the $a \rightarrow b$ reaction is neglected.

The reaction probability of Eq. (5.4), although less detailed than that given by Eq. (5.2), still has more information than the "unified" statistical model.
VI. Concluding Remarks

Our goal in developing the semiclassical branching model described above is to have a simple but reasonably quantitative methodology for utilizing ab initio quantum chemical reaction path calculations to describe various aspects of polyatomic reaction dynamics. Such ab initio quantum chemical calculations provide the quantities $\left[\mathrm{V}_{0}(\mathrm{~s}),\left\{\omega_{k}(\mathrm{~s})\right\}\right.$, and $\left\{B_{k, k}{ }^{\prime}(s)\right\}$ ] which characterize the reaction path Hamiltonian, and then the SCP-IOS approximation provides the "components" that go into the formulae obtained from the branching model. One thus has a complete machinery for an $a b$ initio polyatomic reaction dynamics. The numerical examples presented above indicate the overall approach to be quantitatively accurate enough to be of considerable use when applied to real polyatomic systems.

In concluding we note that although the presentation in Section II, for example, assumed that the potential along the reaction path, $\mathrm{V}_{0}(\mathrm{~s})$, has an actual barrier (cf. Figure 1), it is actually not necessary that this be the case. Suppose, for example, that $\mathrm{V}_{0}(\mathrm{~s})$ is a Morse potential

$$
\begin{equation*}
V_{0}(s)=D\left[e^{-2 \alpha\left(s-s_{0}\right)}-2 e^{-\alpha\left(s-s_{0}\right)}\right] \tag{6.1}
\end{equation*}
$$

For energy $E$ the classical turning points, defined by $V_{0}(s)=E$, are

$$
\begin{equation*}
s=s_{0}-\frac{1}{\alpha} \ln (1 \pm \sqrt{1+E / D}) \tag{6.2}
\end{equation*}
$$

For $\mathrm{E}<0$ there are two real turning points, as expected, while for E > 0 the " + " sign in Eq. (6.2) gives the real inner turning point,

$$
\begin{equation*}
s_{1}=s_{0}-\frac{1}{\alpha} \ln (1+\sqrt{1+E / D}) \tag{6.3}
\end{equation*}
$$

and the "-" sign gives a complex outer turning point

$$
\begin{align*}
s_{2} & =s_{0}-\frac{1}{\alpha} \ln (1-\sqrt{1+E / D}) \\
& =s_{0}-\frac{1}{\alpha} \ln (\sqrt{1+E / D}-1) \pm i \frac{\pi}{\alpha} \tag{6.4}
\end{align*}
$$

The action integral $\theta$ between these two complex outer turning points is negative, so that the situation is entirely equivalent to the "over barrier" case. Thus Eq. (2.17) provides the transmission probability of passing into or out of the well from the outside (even though for real $s$ there is no physical barrier that identifies the "inside" and "outside".) As noted in Section III, results obtained in over barrier cases were essentially as good as in the under barrier (i.e., tunneling) cases, so it seems clear that the model should apply equally well even if there is no (real) barrier.

## Appendix A: Real Eigenvalues in the Perturbative Limit

Here we consider Eq. (2.8),

$$
\begin{equation*}
\operatorname{det}\left|{ }_{\approx}^{1}+\underset{\approx}{S}(E)\right|=0 \tag{A.1}
\end{equation*}
$$

the equation which determines real eigenvalues in a multidimensional potential well. $\underset{\sim}{S}(E)$ (here the " $O$ " has for convenience been dropped) is the S-matrix per oscillation in the effective potential well $\mathrm{V}_{\mathrm{a}}(\mathrm{s})$. The goal here is to show that in the perturbative limit Eq. (A.1) gives essentially the same results as ordinary quantum mechanical perturbation theory for eigenvalues. Thus the off-diagonal elements of $\underset{\sim}{S}$ are assumed to be small, and the diagonal elements are those of the unperturbed system,

$$
\begin{equation*}
\underset{\approx \underset{\sim}{n}, \underset{\sim}{n}}{ }(E)=e^{2 i n(\underset{\sim}{n}, E)}, \tag{A.2}
\end{equation*}
$$

where $\eta$ is the phase shift for one pass across the well for channel $\underset{\sim}{n}$.
To make a perturbative expansion of Eq. (A.1) we use the following general relation that is easy to derive: The determinant of any matrix $\underset{\sim}{A}$ is given to lowest order in its off-diagonal elements by

$$
\begin{equation*}
\operatorname{det}|\underset{\sim}{A}|=\operatorname{det}|\underset{\sim}{A} 0| x\left[1-\frac{1}{2} \sum_{\substack{k, k^{\prime} \\ k \neq k^{\prime}}} \frac{A_{k k^{\prime}} A^{\prime} k^{\prime} k}{A_{k k} A^{\prime} k^{\prime}}\right] \tag{3}
\end{equation*}
$$

where $\underset{\sim}{A} 0$ is the diagonal part of $\underset{\sim}{A}$. Applied to Eq. (A.1), Eq. (A.3) gives
where $\underset{\sim}{S} 0$ is the diagonal part of $\underset{\sim}{S}$. Since $\operatorname{det}\left|\underset{\sim}{1}+\underset{\sim}{S_{0}}(E)\right| \neq 0-$ for this factor is zero only for $E$ equal to a zero ${ }^{\text {th }}$ order energy level-Eq. (A.4) implies that
where the symmetry of the S-matrix has been utilized.
To proceed further we note that the zero ${ }^{\text {th }}$ order energy levels $\left\{\mathrm{E}_{\underset{\sim}{0}, n_{s}}^{0}\right\}$, where $n_{s}$ is the quantum number for the s-degree of freedom, are defined semiclassically by

$$
\begin{equation*}
n(\underset{\sim}{n}, E)=\left(n_{s}+\frac{1}{2}\right) \pi \tag{A.6}
\end{equation*}
$$

which shows that the factor $\left(1+e^{2 i n(\underset{\sim}{n}, E)}\right)^{-1}$ in Eq. (A.5) has a polar singularity when $E$ is equal to one of the zero ${ }^{\text {th }}$ order energy levels with the same value of the transverse quantum numbers. More specifically, for $E$ close to the particular zero ${ }^{\text {th }}$ order eigenvalue $E_{n}^{0}, n_{s}^{0}$, a Taylors series expansion gives

$$
\left(1+e^{2 i n(\underset{\sim}{n}, E)}\right)^{-1} \simeq\left[\left(E-\underset{\sim}{\sim},{\underset{\sim}{s}}_{0}^{0}\right)(-2 i) \frac{\partial \eta\left(\underset{\sim}{n}, E_{B_{2}, n_{s}}^{0}\right)}{\partial E}\right]^{-1}
$$

Since this polar structure is true for all values of the quantum number $n_{s}$, the complete energy dependence of this factor can be reasonably well represented by a sum of such pole terms; i.e., one has

$$
\begin{equation*}
\left[1+e^{2 i n(\underset{\sim}{n}, E)}\right]^{-1} \simeq \sum_{n_{s}}\left(E-E_{n_{n}, n_{s}}^{0}\right)^{-1} \frac{\partial E_{n}^{0}, n_{s}}{\partial n_{s}} /(-2 \pi i), \tag{A.7}
\end{equation*}
$$

where we have utilized the fact that

$$
\begin{equation*}
\left.\frac{\partial n(n, E)}{\partial E}\right|_{E=E_{n, n_{s}}^{0}}=\pi / \frac{{\underset{\sim}{n}, n_{s}}_{0}^{\partial n_{s}}}{\partial} \tag{A.8}
\end{equation*}
$$

With Eq. (A.7), the eigenvalue equation, (A.5), reads

$$
\begin{align*}
& \frac{\partial E_{n_{n}^{\prime \prime} n_{s}^{\prime \prime}}^{0}}{\partial n_{s}^{\prime \prime}} \quad \frac{\partial E_{n_{n}^{\prime} n_{s}^{\prime}}^{0}}{\partial n_{s}^{\prime \prime}} /(-2 \pi i)^{2} \quad . \tag{A.9}
\end{align*}
$$

We now look for a root of Eq. (A.9) that is close to a particular zero ${ }^{\text {th }}$ order energy level, $E_{\underset{\sim}{n}, n_{s}}^{0}$, say; i.e., we set

$$
E=E_{\underset{\sim}{n}, n_{s}}^{0}+\Delta E_{\sim}^{n}, n_{s}
$$

where $\Delta \mathrm{E}_{\underset{\sim}{n}, \mathrm{n}_{\mathrm{s}}}$ is small. When this is substituted into Eq. (A.9) the dominant terms are those for which either ( ${\underset{\sim}{n}}^{\prime}, n_{s}^{\prime}$ ) or ( ${\underset{\sim}{n}}^{\prime \prime}, n_{s}^{\prime \prime}$ ) equal $\left(\underset{\sim}{n}, n_{s}\right)$ and Eq. (A.9) thus becomes
which gives the standard quantum mechanical second order perturbation expression

$$
\begin{equation*}
\Delta E_{\underset{\sim}{n}, n_{s}}=\sum_{\underset{\sim}{n} n_{s}^{\prime}} \frac{H_{n n_{s}, n_{\sim}^{\prime} n_{s}^{\prime}}^{2}}{E_{\underset{\sim}{n} n_{s}}^{0}-E_{\underset{\sim}{n}}^{0} n_{s}^{\prime}}, \tag{A.11}
\end{equation*}
$$

provided we establish the following correspondence:

$$
\begin{equation*}
H_{\sim}^{n n},_{\sim}^{n} n_{n}^{\prime} n_{s}^{\prime} \leftrightarrow S_{n, n^{\prime}}(\bar{E}) \sqrt{\frac{\partial E_{\sim}^{n} n_{s}}{\partial n_{s}} \frac{\partial E_{n^{\prime} n_{s}^{\prime}}^{0}}{\partial n_{s}^{\prime}}} /(-2 \pi i) \tag{A.12}
\end{equation*}
$$

Equation (A.12) can be established by noting the perturbative approximation for the S-matrix element in the classical path limit:

$$
\begin{equation*}
S_{\underset{\sim}{\sim},{\underset{\sim}{n}}^{\prime}}(\bar{E})=-i f_{d s} e^{i\left[\delta_{n}^{n}(s)-\delta_{n}^{n}\right.}{ }_{\sim}^{(s)]} \underset{\sim \sim}{H_{\sim}^{n n}},(s) / v(s), \tag{A.13}
\end{equation*}
$$

where the integral is over one oscillation in the s-well and $v(s)=$ $\sqrt{2\left[E-V_{a}(s)\right]}$ is the local velocity (i.e., $\int \mathrm{ds} / \mathrm{v}(\mathrm{s})=\int \mathrm{d} t$, where t is the time). Since

$$
\begin{equation*}
\frac{\partial E_{n, n_{s}}}{\partial n_{s}}=\frac{2 \pi}{\tau_{n}} \tag{A.14}
\end{equation*}
$$

where $\tau_{n_{s}}$ is the period of the s-oscillation, Eq. (A.12) thus reads

When one realizes that the phase factor in the integrand of Eq. (A.15) is the adiabatic version of $\exp \left[i\left(E_{n}^{0}, n_{s}-E_{n_{n}^{\prime}}^{\prime} n_{s}^{\prime}\right) t / \hbar\right]$, the RHS of $E q$. (A.15) is recognized as the usual ${ }^{20}$ semiclassical approximation to the matrix element on the LHS.

This anlaysis thus shows that in the perturbative limit at least, the multichannel aspect of the eigenvalue equation given by the branching model, Eq. (A.1), does indeed correspond to the correct quantum mechanical perturbation expression for eigenvalues.

Appendix B: Feshbach Resonances in the Perturbative Limit

A slight modification of the perturbative analysis in Appendix A can be used to show that the multichannel branching model is also capable of describing Feshbach resonances, 15 i.e., metastable states that are more naturally thought of as being formed by temporary excitation of (asymptotically) closed channels rather than by being trapped by a barrier as in Figure 1.

Suppose, therefore, that the effective potential along the reaction coordinate in Figure 1 is replaced by a Morse-like potential, i.e., one for which there is no actual barrier. As noted in Section VI, however, there still exists an "effective barrier" in the sense that there is a complex turning point and a non-unit probability of making a transition from the "outside" to the "inside" region of the potential well. The situation is entirely equivalent to there being an actual barrier with the energy above it. The real part of the complex turning point effectively defines the division between the "inside" and the "outside" regions of the potential.

The complex eigenvalues of the system are thus still given within the branching model by Eq. (2.5),

$$
\begin{equation*}
\operatorname{det}\left|\frac{1}{\approx}+(1-\mathrm{P})^{1 / 2} \cdot \mathrm{~S}\right|=0 \tag{B.1}
\end{equation*}
$$

where $S \equiv S(E)$ (the subscript " 0 " has for convenience been dropped) is the $S$-matrix per oscillation in the "inside" region of the potential well (detemmined by the real inner turning point and the complex outer turning point). Lf one now considers the perturbative limit, as in

Appendix A, then Eq. (B.I) leads in a similar fashion to the obvious generalization of Eq. (A.5) :

For open channels, i.e., values of $\underset{\sim}{n}$ for which $\left.E>V_{0}(s)+h \underset{\sim}{\sim} \cdot \underset{\sim}{n}+\frac{1}{2}\right)$ as $s \rightarrow+\infty$, the transmission probability $\mathrm{P}_{\mathrm{n}}$ is given by Eq. (2.17), where $\theta$ is negative for this "over barrier" situation, so that one has

$$
\left(1-P_{n}\right)^{1 / 2} \simeq e^{-|\theta(n)|}
$$

For closed channels, on the other hand, i.e, those for which $\left.E<V_{0}(s)+\hbar \underset{\sim}{\omega} \cdot \underset{\sim}{n}+\frac{1}{2}\right)$ as $s \rightarrow+\infty$, it is clear that one must have $\mathrm{P}_{\mathrm{n}}=0$. Equation (B.2) thus specializes to the following:

$$
\begin{align*}
& 1=\frac{1}{2} \sum_{\underset{\sim}{n}} \sum_{\underset{\sim}{n}} C \frac{S_{n}^{n}, n^{\prime}}{} \frac{2}{\left[1+e^{2 i n(\underset{\sim}{n}, E)}\right]\left[1+e^{2 i n\left({\underset{\sim}{n}}^{1}, E\right)}\right]} \\
& +\sum_{\underset{\sim}{n}} C \sum_{\underset{\sim}{n}} 0 \frac{S_{n}^{n}, \underset{\sim}{n}{ }^{2} e^{-\left|\theta\left({\underset{\sim}{n}}^{2}\right)\right|}}{\left[1+e^{2 i n(\underset{\sim}{n}, E)}\right]} \\
& +\frac{1}{2} \sum_{\underset{\sim}{n}} \sum_{\underset{\sim}{n}} \sum_{\sim} S_{\underset{\sim}{n}, \sim_{\sim}^{n}}{ }^{2} e^{-|\theta(\underset{\sim}{n})|} e^{-\left|\theta\left(\underset{\sim}{n}{ }^{\prime}\right)\right|} \quad, \tag{B.3}
\end{align*}
$$

where the subscript " 0 " or " C " on the summation symbol indicates a sum over the open or closed channels, respectively. Since one typically
expects $\exp [-|\theta(\underset{\sim}{n})|] \ll 1$, the approximation

$$
1+e^{-|\theta(\underset{\sim}{n})|} e^{2 i n(\underset{\sim}{n}, E)} \simeq 1
$$

has also been incorporated in Eq. (B.3).
One notes that the first terim on the RHS of Eq. (B,3), that involving only the closed channels, is identical to Eq. (A.5) of Appendix A. Therefore if only this term were retained in Eq. (B.3), the equation would determine real eigenvalues and the system would thus be stable. (In the usual notation of Feshbach analysis ${ }^{15}$ these would be the branching model's approximation to the eigenvalues of $H_{Q Q}$, the closed channel Hamiltonian.) As we shall see presently, it is the second term in Eq. (B.3), the one which couples open and closed channels, that gives rise to an imaginary part to the eigenvalue and thus cuases the system to be metastable. (The third term, that involving open channel-open channel couples is smaller still and will be neglected for the present discussion.)

Proceeding as in Appendix A, the energy E is assumed to be close to a particular (real) zero ${ }^{\text {th }}$ order closed channel eigenvalue,

$$
E=E_{\underset{\sim}{n}, n_{s}}(0)+\Delta E_{\underset{\sim}{n}, n_{s}}
$$

where $\Delta{\underset{\sim}{n}}_{\underset{\sim}{n}, n_{s}}$ is small and $\underset{\sim}{n}$ is a closed channel. Utilizing Eq. (A.7) and continuing as before, Eq. (B.3) then gives $\underset{\underset{\sim}{n}, n_{s}}{ }$ as

$$
\begin{align*}
& \Delta E_{\sim}^{n_{n}, n_{s}}=\sum_{\underset{\sim}{n}} C \sum_{\underset{\sim}{n}}\left(E_{\underset{\sim}{n}, n_{s}}^{(0)}-E_{n_{n}^{\prime} n_{s}^{\prime}}^{(0)}\right)^{-1} \frac{\partial E_{n, n_{s}}}{\partial n_{s}} \frac{\partial E_{n^{\prime}} n_{s}^{\prime}}{\partial n_{s}^{\prime}} \\
& \times\left[{\underset{\sim}{n},{\underset{\sim}{n}}^{\prime}} /(-2 \pi i)\right]^{2} \\
& \text { (0) } \\
& +\sum_{\underset{\sim}{n}} 0 e^{-\left|\theta\left({\underset{\sim}{n}}^{\prime}\right)\right|} \frac{\partial{\underset{\sim}{n}}_{n}^{n} n_{s}}{\partial n_{s}} \quad S_{\underset{\sim}{n}, n_{\sim}^{\prime}}{ }^{2} /(-2 \pi i) \quad . \tag{B.4}
\end{align*}
$$

The first term in Eq. (B.4), which describes the effect of other closed channels on the closed channel eigenvalue $E_{n, n_{s}}(0)$, is of the same form as that obtained in Appendix $A$; it is a real second-order perturbation correction to the energy of the metastable state. Since $S_{\underset{\sim}{n}, \underset{\sim}{n}}{ }^{2}<0$, one sees that the second term of Eq. (B.4), which describes the effect of open channels on the closed channel eigenvalue, is negative imaginary and thus gives a perturbative approximation to the width of the metastable state, One also sees that the width implied by Eq. (B.4) has the same form as that given by Feshbach theory ${ }^{15}$ in its lowest order perturbative limit, i.e.,

$$
\Gamma_{\underset{\sim}{n}, n_{s}} \simeq \sum_{\underset{\sim}{n}} 0
$$

where $\rho$ is a normalization factor.
One thus sees that the semiclassical multichannel branching model is capable, in principle at least, of describing Feshbach-type metastable states as well as those caused by tunneling through a barrier.
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Table I. Energy Level Splittings in a Two-Dimensional Symmetric Double Well Potential.
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## Figure Captions

1. Sketch of the effective potential V along the (mass-weighted) reaction coordinate $s$ for the situation discussed in Section II.
2. Depiction of the first three "trajectories" of the branching model, the amplitudes associated with which are given by Eqs. (2.2a), (2.2b), and (2.2c), respectively.
3. Unimolecular decay rates as a function of energy, as given by the branching model, for the individual metastable states of the system described in Section III. The solid points and open points correspond, respectively, to the states that are even and odd with regard to reflection across the x-axis.
4. Same as Figure 3, except the values shown are from the rigorous quantum calculations of reference lb.
5. Sketch of the effective potential $V$ along the (mass-weighted) reaction coordinate $s$, for the situation discussed in Section IV.
6. Same as Figure 5, except for the situation discussed in Section V.
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