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ABSTRACT

Although online recommendation systems such as recom-
mendation of movies or music have been systematically stud-
ied in the past decade, location recommendation in Location
Based Social Networks (LBSNs) is not well investigated yet.
In LBSNs, users can check in and leave tips commenting on a
venue. These two heterogeneous data sources both describe
users’ preference of venues. However, in current research
work, only users’ check-in behavior is considered in users’
location preference model, users’ tips on venues are seldom
investigated yet. Moreover, while existing work mainly con-
siders social influence in recommendation, we argue that
considering venue similarity can further improve the rec-
ommendation performance. In this research, we ameliorate
location recommendation by enhancing not only the user lo-
cation preference model but also recommendation algorithm.
First, we propose a hybrid user location preference model
by combining the preference extracted from check-ins and
text-based tips which are processed using sentiment analysis
techniques. Second, we develop a location based social ma-
trix factorization algorithm that takes both user social influ-
ence and venue similarity influence into account in location
recommendation. Using two datasets extracted from the lo-
cation based social networks Foursquare, experiment results
demonstrate that the proposed hybrid preference model can
better characterize user preference by maintaining the pref-
erence consistency, and the proposed algorithm outperforms
the state-of-the-art methods.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Information
Filtering; J.4 [Computer Applications]: Social and Be-
havioral Sciences

General Terms

Algorithms, Experimentation
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1. INTRODUCTION
With the rapid growth of online information, more and

more users need high-quality personalized services for the
purpose of information retrieval. Recommendation systems
are popular systems that leverage various techniques to sug-
gest information items (e.g. movies, music, news, locations,
etc.) that users are likely to be interested in. Typically,
given a set of users’ preference, such as preference profile
or ratings of items, recommendation systems try to predict
users’ preference for unrated items. It has been widely stud-
ied in both academia and industry.

With the recent booming of location sharing services such
as Foursquare1, location recommendation is becoming an
emerging research topic. In location sharing services, a user
can check in at a venue and post a check-in message at
the same time, expressing how she felt when visiting the
place. Besides, they can also leave tips to comment on a
venue2. Different from the classical recommendation sys-
tems with explicit rating records which reflect users’ pref-
erence, location recommendation usually utilizes user’s be-
havior, i.e. check-in, to model users’ preference with re-
gard to a venue [3, 7, 22, 30, 31]. Nevertheless, merely
using check-in data has two shortcomings. First, check-in
data of a user may not be sufficient to reflect her preference.
Compared to web based rating services which capture users’
preference on items, check-ins only represent users’ habitual
behaviors. Intuitively, users prefer those venues with high
check-in frequencies. However, those less checked venues
may not be necessarily less favored by users. Second, check-
in frequency is directly considered as the degree of users’
preference in location recommendation, the negative feed-
back in the comments made in each venue is not taken into
account, which may introduce biases to the user preference
measure. Besides user preference model, recommendation
algorithm should also be improved to handle both inter-
user and inter-venue relationships. The state-of-the-art lo-
cation recommendation approaches only consider how user
social network can influence recommendation results. But
in fact, location recommendation needs to consider more
factors such as geographical constraint, venue category and
reviews, etc.

In this paper, aiming at solving the two aforementioned
problems in location recommendation, we firstly propose a
novel user preference model with extra information besides
check-in and then extend matrix factorization model in clas-
sical social recommendation to capture both social and inter-
venue influence.

1https://foursquare.com/
2Since “venue” is used to represent a location in Foursquare,
we don’t differentiate the two terms throughout this paper.



First, we consider both check-ins and comments of venues
in location recommendation. Unlike check-in messages which
tend to express the real-time personal feeling, tips of a venue
are more like customer reviews. For example, for an Italian
restaurant, user may post a check-in message like “happy
with my buddies here∼” and leave a tip like “Good place in
center New York, I went there last Sunday night and had
great spaghetti with reasonable price. But I had a very long
waiting time, almost one hour just for appetizer!!!” Further-
more, according to the post3, about two thirds of Foursquare
users post tips on venues. Such information can then be used
for personalized venue recommendation. In this paper, we
use text-based sentiment analysis techniques to extract one’s
sentiment in tips and then convert it as a preference mea-
sure. We also propose a fusion framework to get a unified
preference model from both check-ins and tips.
Second, venues in location recommendation can construct

a similarity network according to their geo-distance, cate-
gories, reviews, etc. Similar to user social network, we be-
lieve that venue similarity can also influence recommenda-
tion performance. Therefore, we introduce a Location Based
Social Matrix Factorization (LBSMF) model to capture the
influence on recommendation from both user social network
and venue similarity network perspectives.
The remainder of this paper is organized as follows. In

section 2, we briefly survey the related work in three re-
lated domains. Section 3 describes the problem of both data
model and approach. Section 4 and 5 detail the proposed
preference model and algorithm, respectively. In section 6,
we conduct a series of experiments using data collected from
Foursquare for evaluation. Conclusion and future work is
presented in section 7.

2. RELATED WORK
Our work is related to three main research threads: (1)

sentiment analysis on social web; (2) recommendation sys-
tems in social network and (3) location recommendation.

2.1 Sentiment Analysis on Social Web
Sentiment analysis plays an important role in information

retrieval. It sheds light on what people think, and how they
feel about something or somebody under certain circum-
stance. This high level information can then be used in many
applications such as customer review analysis, business and
government intelligence, personalized recommendation, etc.
With the booming of social web, sentiment analysis brings
us deeper understanding about online social network [28].
Micro-blogs such as Twitter provide huge amount of data
which can be used to discover collective sentiment knowl-
edge [4, 5, 23, 27]. Many applications can then be built
such as trend analysis of political election [11, 29], investi-
gating consumer opinions of certain brands [15], detecting
influenza epidemics [10] and searching the emotional web
[17], etc. In location based social networks, Cheng et al.
[8] conduct sentiment analysis of tips in Foursquare and in-
vestigate its impact on user mobility. In our work, with a
different purpose, we conduct sentiment analysis of tips in
Foursquare in order to extract users’ preference about venues
in LBSNs and argue that users’ sentiment can be deployed
in improving location recommendation performance.

3http://techcrunch.com/2011/08/04/klout-adds-
foursquare-but-how-much-will-it-boost-my-score/

2.2 Social Recommendation Systems
A wide range of research work has been done in building

recommendation systems using data mining technologies [1].
They mainly fall into three categories: memory-based ap-
proach, model-based approach and hybrid approach. Memory-
based approaches explore historical rating records to predict
unknown ratings without learning step, e.g., classical collab-
orative filtering methods. They focus on user-item rating
matrix and attempt different strategies to estimate missing
ratings. Model-based approaches use the learned model from
historical data to predict unknown ratings. They leverage
statistics and machine learning techniques to learn models
from data in order to predict the missing ratings. Hybrid ap-
proaches combine the two aforementioned approaches with
certain fusion criterion.

The recent growth of social network provides rich social
information which can be deployed in recommendation. Un-
like traditional recommendation systems assuming that users
and items are independent from each other, recommendation
systems in social network are able to take the social factor
into account. The basic assumption is that users’ preference
is partially influenced by their social circles. For example,
users often resort to their friends or someone they trust for
recommendation.

According to social relationship type, social network can
be divided into two categories: unidirectional and bidirec-
tional. In unidirectional social network, users establish the
relationship without the need of confirmation from others.
One example is the follower and following relationship in
Twitter4. Recommendation based on unidirectional social
network can be called trust-based social recommendation [2,
12, 13, 19, 21, 24]. In bidirectional social network, the friend
relationship can be established if and only if both sides ac-
cept it such as friendship on Facebook5 and LinkedIn6. Rec-
ommendation based on bidirectional social network can be
seen as friend-based social recommendation [14, 20]. While
all these works focus on online social recommendation that
considering user social network, we argue that considering
venue similarity can also improve recommendation perfor-
mance. Hence, we extend the classical matrix factorization
approach by considering both user social influence and inter-
venue influence in location recommendation.

2.3 Location Recommendation
Existing location recommendation can be divided into two

categories: 1) generic location recommendation and 2) per-
sonalized location recommendation. First, generic location
recommendation usually provide users the most popular ven-
ues according to public opinions such as in [6]. Due to the
lack of individual preference, users receive identical recom-
mendation from such systems. Second, personalized location
recommendation aims at providing users with the most per-
tinent venues by considering individual’s preference. Among
various personalized location recommendation approaches
such as collaborative filtering [16, 33], matrix factorization
[3, 7, 30, 31, 32] and recommendation with random walk
[22], matrix factorization is the most popular approach due
to its online recommendation efficiency [13]. Since our ap-
proach falls into this category, we briefly survey the location

4https://twitter.com/
5http://www.facebook.com/
6http://www.linkedin.com/



recommendation using matrix factorization techniques.
Before the popularity of LBSNs, using experimental GPS

dataset collected by 162 users, Zheng et al. [32] proposed a
collective matrix factorization method to reveal interesting
locations and activities for recommendation. With the ad-
vent of LBSNs, huge amount of digital traces about users’
physical activities (e.g., check-ins, tips) become available.
Different from using user-item rating records in classical
matrix factorization approaches, location recommendation
mainly takes user’s check-ins as inputs. The most popularly
used model is 0/1 scheme, i.e. the places users visited are
labeled as 1 and non-visited as 0. Using this model, Ye et
al. [30, 31] studied the geographical and social influence
in point-of-interest recommendation based on collaborative
filtering techniques. Another model is based on check-in
frequency which quantifies users’ preference on venues ac-
cording to the number of their check-ins. With this scheme,
Berjani et al. [3] developed a location recommendation sys-
tem using matrix factorization methods. In [7], Chen et al.
proposed a multi-center Gaussian model to capture the ge-
ographical influence and combined the matrix factorization
with social regularization to perform the location recom-
mendation. All of these location recommendation systems
use the user check-in information to model user preference.
However, recommendation merely based on user check-ins
may introduce bias on measuring users’ preference as men-
tioned in the introduction. To improve the accuracy of user
preference modeling, we propose a hybrid preference model
that combines user preference extracted from both user’s
check-ins and tips. Then by considering both social and
inter-venue influence, we extend classical matrix factoriza-
tion algorithm and provide recommendation leveraging the
proposed hybrid preference model.

3. PROBLEM DEFINITION
The aim of this work is to recommend venues to users

based on their check-ins and tips. The problem can be di-
vided into two parts: 1)user preference modeling from het-
erogeneous data source and 2)location recommendation in
form of missing preference prediction.
First, as two types of digital traces, i.e. check-ins and tips,

are involved as inputs, the problem is how to build a unified
user preference model, expressed as a user-venue matrix,
taking into account users’ preference in both check-ins and
tips. While check-in data has the form of u-v pairs which
means user u visited venue v, tip data has the form of u-v-t
triplet which implies user u left a tip t on venue v. As tips
are texts while check-ins are in numerical format, we needs
obviously a mechanism to fuse these two heterogeneous data
sources together.
Second, location recommendation aims at providing each

user with a ranked list of venues according to one’s prefer-
ence. To perform venue ranking, we need to predict the miss-
ing preference from historical user-venue preference records.
In addition to the user-venue preference matrix, there ex-
ist also inter-user social relationships and inter-venue rela-
tionships in terms of similarity, then the problem is how to
extend the state-of-the-art matrix factorization technique to
handle all three matrixes (user-venue preference matrix, user
social relationship matrix and venue similarity matrix), in
order to predict the missing preference value in the prefer-
ence model effectively and efficiently.

Figure 1: Sentiment analysis of tips

4. USER PREFERENCE MODEL
User preference about a place or an object can be reflected

in her interaction with these entities. An efficient way to
extract user preference is to learn from a user’s interaction
history. For Foursquare users, as they interact with the
visited venues through check-ins and tips, in this paper, a
Hybrid Preference Model (HPM) unifying user’s preference
in both check-ins and tips is proposed to build a user-venue
preference matrix.

4.1 Tips Data Processing
Tips are short texts that often describe users’ comments

about venues, which can be converted to a sentiment score
based on the content. As shown in Figure 1, we present an
example of the tips left at an Italian restaurant. The left
part of Figure 1 illustrates the tip processing flow. We use
dictionary based unsupervised sentiment analysis method
and only process the tips in English in our study. More so-
phisticated sentiment analysis techniques can also be used
to improve the performance, but they are not the main focus
of this research. Firstly, the language detection component
filters out non-English tips at the beginning. Then tips are
split into sentences and the part-of-speech (denoted as POS
in Figure 1) is identified, e.g., “good” is an adjective, “place”
is a noun, “went” is a verb, etc. We first obtain a senti-
ment score for each word by looking it up in SentiWordNet
[26] with the corresponding part-of-speech tag. Noun-Phrase
Chunking technique is then performed to extract phrases
e.g., “good place”, implying whether a user likes or dislikes
a venue. A positive, zero and negative value of this mea-
sure indicates the positive, neutral and negative sentiment,
respectively. The overall sentiment score (denoted as ss in
Figure 1) is the sum of all the sentiment scores of each word
in a tip and is normalized into [-1, 1], where -1 and 1 repre-
sent the most negative and positive sentiment, respectively.

The implementation is based on NTLK toolkit [18] and
SentiWordNet3.0 [26]. The processed result of the example
tip is shown in the right panel of Figure 1. From the positive
phrase set, we can see user u prefers the food (i.e. “great
spaghetti”), price (i.e. “reasonable price”) and place (i.e.
“good place”) of this restaurant v. The negative phrase set
shows that user u doesn’t like the “long waiting time” in
this restaurant v. The neutral phrase set usually contains
the vocabularies without any sentiment. In this paper, we
leverage the overall sentiment score of a tip to evaluate users’
preference.



4.2 Preference Extraction and Fusion
Based on the number of check-ins and sentiment scores

obtained from tips, a user-venue preference matrix can be
built. Without loss of generality, we use a five-point prefer-
ence scale in the preference matrix, where 1 represents for
“Poor”, 2 for“Fair”, 3 for“Good”, 4 for“Very Good”and 5 for
“Excellent”. Due to the power law distribution of user-venue
check-in numbers [9], the number of check-ins is mapped as
follows: one check-in corresponds to 2, two check-ins to 3,
three check-ins to 4, and four or more check-ins to 5, result-
ing in a check-in preference matrix.
As the sentiment score extracted from tips contains more

precise information about a user’s preference on a venue,
it should be considered together with the number of check-
ins to characterize a user’s preference about a venue. The
mapping scheme should also consider its statistical distribu-
tion. As shown in the left part of Figure 2, the distribu-
tion of sentiment scores is highly centralized around 0, i.e.
neutral sentiment. This implies that most of the tips have
the sentiment around neutral. Furthermore, a slight bias
towards positive sentiment is also observed, which implies
people tend to leave more positive tips at the venues where
they checked in. Considering such a distribution of senti-
ment scores, we propose a mapping scheme for sentiment
scores (presented in the right part of Figure 2), resulting in
a sentiment preference matrix.
Having two preference matrices, the fusion criteria aim at

resolving the conflict of the same entry in two matrices. The
fusion framework is based on two assumptions as follows:

1. One time check-in venues cannot reveal sufficient in-
formation about user’s feeling about the venues. In this
case, sentiment preference is assumed to be more ac-
curate and used as the final preference. For example,
if a user left a very positive tip (i.e., 5 points) on a
venue that she checked only once (i.e., 1 point), the
final preference will be 5.

2. A repeated customer (i.e. users who check in a venue
at least twice) usually prefers the venues she visited.
The preference from tips may have some impact on the
overall preference. In this case, sentiment preference
is used to amend check-in preference within 1 point
range as shown in Equation 1. More specifically, check-
in preference will be increased or decreased by 1 point
when sentiment preference is two points higher or less
than check-in preference, respectively. For example,
when a user has a preference of 3 points from check-in
for a venue and left a very negative tip (1 point), the
final preference will be 2 points because of the tip.

Pfinal = Pc − sgn(Pc − Ps) ·H(|Pc − Ps| − 2) (1)

where Pc and Ps is the check-in and sentiment prefer-
ence score, respectively. Function sgn(x) is the Sign
function and H(x) is the Heaviside step function.

Based on the above two assumptions and the fusion crite-
ria, we construct the hybrid preference matrix which com-
bines both preference extracted from check-ins and tips.

5. LOCATION BASED SOCIAL MATRIX

FACTORIZATION MODEL
In this section, we present the proposed Location Based

Social Matrix Factorization (LBSMF) approach. First, we

Figure 2: Sentiment score distribution for all tips in
English and the preference mapping scheme

explain the basic principle of matrix factorization technique,
and then extend it by combining with user social network
and venue similarity network for location recommendation.

5.1 Matrix Factorization
Probabilistic matrix factorization (PMF) model [25] is an

efficient approach in recommendation systems. It factorizes
user-item rating matrix into a user-latent space matrix and
an item-latent space matrix which are later used to pre-
dict the unknown ratings. Given a user-item rating matrix
Rm×n describingm users’ ratings on n items, the matrix fac-
torization methods try to approximate Rm×n by a product
of two matrices Um×l and V T

n×l which represent the user-
latent space matrix and item-latent space matrix, respec-
tively. The dimensionality of the latent space is denoted as
l.

Rm×n ≈ Um×l × V T
n×l (2)

Since the rating matrixR is usually sparse in the real dataset,
only the observed rating in R should be considered. In or-
der to model the latent features of U and V , the conditional
probability of the observed ratings are:

p(R|U, V, σ2

R) =

m
∏

i=1

n
∏

j=1

Iij [N (Ri,j |Ui × V T
j , σ2

r)] (3)

where Iij is the indicator function that equals 1 if user i
rated item j and equals 0 otherwise, N (x|µ, σ2) is the normal
distribution with mean µ and variance σ2. Gaussian priors
are also assumed for U and V .

p(U |σ2

U ) =

m
∏

i=1

[N (Ui|0, σ
2

UI)] (4)

p(V |σ2

V ) =

n
∏

j=1

[N (Vj |0, σ
2

V I)] (5)

Based on Bayesian inference, the posterior probability of U
and V are as follows.

p(U, V |R, σ2

R, σ
2

U , σ
2

V ) ∝ p(R|U, V, σ2

R)p(U |σ2

U )p(V |σ2

V ) (6)

By maximizing Equation 6, we can obtain the learned U
and V for recommendation. Due to the space limit, we don’t
elaborate the whole derivation process and the details can be
found in [25]. The graphical model of probabilistic matrix
factorization is shown in Figure 3.



Figure 3: Graphical model of probabilistic matrix
factorization.

5.2 Location Based Social MF
As mentioned in the problem definition section, based

on PMF approach, we design our location based social MF
model considering both user social network and venue simi-
larity network for location recommendation. Note that venue
is considered as the item in the location recommendation.
Due to social influence, we assume that a user’s preference
is similar to her friends’, i.e. her latent features are similar
to her friends’. Similarly, a venue’s visiting record is similar
to the similar venues (e.g., venues in the same category may
probably have similar temporal traffic pattern), i.e. its la-
tent features resemble the similar venues’. For a user i, the
social influence of her friends’ can be formulated as follows:

InfUi =

∑

f∈Fi
SimUi,f · Uf

∑

f∈Fi
SimUi,f

(7)

where Fi is the friends set of user i and SimUi,f is the
similarity measure between user i and her friend f . We use
such similarity to determine how influential a friend is to
user i. Similarly, for a venue j, the influence of the similar
venues can be formulated as

InfVj =

∑

s∈Nj
SimVj,s · Vs

∑

s∈Nj
SimVj,s

(8)

where Nj is the similar venues set of venue j and SimUj,s is
the similarity measure between venue j and venue s. Note
that the non-zero value in SimU and SimV represent the
similarity measure. After normalizing each rows of SimU
and SimV so that

∑

f∈Fi
SimUi,f = 1 and

∑

s∈Nj
SimVj,s =

1. The influence terms become:

InfUi =
∑

f∈Fi

SimUi,f · Uf

InfVj =
∑

s∈Nj

SimVj,s · Vs

(9)

Based on the Gaussian priors of U and V , the latent fea-
tures of users and venues are directly proportional to the
combination of two factors: the zeros-means Gaussian pri-
ors as in Equation 4 and 5, and the conditional distribution
of InfU and InfV that represent the social and inter-venue
influence. Hence, the conditional distribution of the latent

features of U and V are:

p(U |SimU, σ2

U , σ
2

SimU ) ∝ p(U |σ2

U )p(U |SimU, σ2

SimU )

=

m
∏

i=1

[N (Ui|0, σ
2

UI)]

×
m
∏

i=1

[N (Ui|
∑

f∈Fi

SimUi,f · Uf , σ
2

SimUI)]

(10)

p(V |SimV, σ2

V , σ2

SimV ) ∝ p(V |σ2

V )p(V |SimV, σ2

SimV )

=

n
∏

i=1

[N (Vi|0, σ
2

V I)]

×
n
∏

i=1

[N (Vi|
∑

s∈Nj

SimVj,s · Vs, σ
2

SimV I)]

(11)

Similar to Equation 6, using Bayesian inference the posterior
probability of latent features is:

p(U, V |R,SimU, SimV, σ2

R, σ
2

U , σ
2

V , σ2

SimU , σ
2

SimV )

∝ p(R|U, V, σ2

R)p(U |SimU, σ2

U , σ
2

SimU )p(V |SimV, σ2

V , σ2

SimV )

=

m
∏

i=1

n
∏

j=1

Iij [N (Ri,j |g(Ui × V T
j ), σ2

r)]

×
m
∏

i=1

[N (Ui|
∑

f∈Fi

SimUi,f · Uf , σ
2

SimUI)]

×
n
∏

j=1

[N (Vj |
∑

s∈Nj

SimVj,s · Vs, σ
2

SimV I)]

×
m
∏

i=1

[N (Ui|0, σ
2

UI)]×
n
∏

j=1

[N (Vj |0, σ
2

V I)]

(12)

where g(x) is the logistic function that bounds the range of
predictions into [0, 1]. In order to keep the generality, the
user-venue ratings are mapped to interval [0, 1] using the
function f(x) = (x − 1)/(max rating − 1), and recovered
later using f−1(x). Then, the log posterior probability of
Equation 12 is:

ln p(U, V |R,SimU, SimV, σ2

R, σ
2

U , σ
2

V , σ2

SimU , σ
2

SimV )

= −
1

2σ2

R

m
∑

i=1

n
∑

j=1

Iij [Ri,j − g(Ui × V T
j )]

−
1

2σ2

SimU

m
∑

i=1

(Ui −
∑

f∈Fi

SimUi,fUf )(Ui −
∑

f∈Fi

SimUi,fUf )
T

−
1

2σ2

SimV

n
∑

j=1

(Vj −
∑

s∈Nj

SimVj,sVs)(Vj −
∑

s∈Nj

SimVj,sVs)
T

−
1

2
[
1

σ2

U

m
∑

i=1

UiU
T
i +

1

σ2

V

n
∑

j=1

VjV
T
j + (

m
∑

i=1

n
∑

j=1

Iij) lnσ
2

R]

−
1

2
[ml(lnσ2

U + lnσ2

SimU ) + nl(lnσ2

V + lnσ2

SimV )] + C

(13)

We aim at maximizing log posterior probability of U and
V keeping the variance parameter fixed. Maximizing above
term is equivalent to minimizing the following objective func-



Figure 4: Graphical model of LBSMF.

tion:

L(R,SimU, SimV,U, V )

=
1

2

m
∑

i=1

n
∑

j=1

Iij [Ri,j − g(Ui × V T
j )]

+
1

2
[λU

m
∑

i=1

UiU
T
i + λV

n
∑

j=1

VjV
T
j ]

+
1

2
α

m
∑

i=1

(Ui −
∑

f∈Fi

SimUi,fUf )(Ui −
∑

f∈Fi

SimUi,fUf )
T

+
1

2
β

n
∑

j=1

(Vj −
∑

s∈Nj

SimVj,sVs)(Vj −
∑

s∈Nj

SimVj,sVs)
T

(14)

where λU = σ2

R/σ
2

U , λV = σ2

R/σ
2

V , α = σ2

R/σ
2

SimU and
β = σ2

R/σ
2

SimV . Applying the gradient descent approach on
each user latent feature vector Ui and venue latent feature
vector Vj for above objective function, we have

∂L

∂Ui

=

n
∑

j=1

IijVjg
′(Ui × V T

j )[g(Ui × V T
j )−Ri,j ]

+ λUUi + α(Ui −
∑

f∈Fi

SimUi,fUf )

− α
∑

{f |i∈Ff}

simUf,i(Uf −
∑

w∈Ff

SimUf,wUw)

(15)

∂L

∂Vj

=

m
∑

i=1

IijUig
′(Ui × V T

j )[g(Ui × V T
j )−Ri,j ]

+ λV Vj + β(Vj −
∑

s∈Nj

SimVj,sVs)

− β
∑

{s|j∈Ns}

simVs,j(Vs −
∑

p∈Ns

SimVs,pVs)

(16)

where g′(x) = e−x/(1 + e−x)2 which is the derivative of
the logistic function. Using gradient descent approach, Ui

and Vj are updated in each iteration according to Equation
15 and 16, respectively. The graphical model of our pro-
posed location based social matrix factorization method is
illustrated in Figure 4. Compared to the PMF model, we
introduce the user friendship network and venue similarity
network in matrix factorization approach in order to con-
sider the influence of inter-user and inter-venue relationships
in location recommendation.

6. EXPERIMENTAL ANALYSIS
In this section, using two datasets extracted from Foursquare,

we evaluate the proposed preference model and algorithm for
location recommendation, and compare it with other state-
of-the-art methods. Our evaluation tries to address the fol-
lowing questions:

1. How does the proposed hybrid preference model cap-
ture users’ preference? Can it maintain the consistency
of the preference extracted from check-ins and tips?

2. Comparing with other methods, does LBSMF achieve
better performance?

3. How do social network and venue similarity network
affect recommendation performance and to what ex-
tent?

4. Considering both social and inter-venue influence, how
does our approach perform in runtime evaluation?

6.1 Dataset Description
In this work, we use a collection of Foursquare check-ins

lasting for 4 months (from 24 October 2011 to 20 February
2012). We firstly filter noise and invalid check-in data, and
then extract tips corresponding to the refined check-ins. The
detailed procedure of data processing is as follows.

Since personal check-in information can only be accessed
from one’s own social circle, they are not available publicly.
Foursquare user can choose to post their check-ins via Twit-
ter when they visited a place. Hence, we captured check-ins
by crawling foursquare-tagged tweets from Twitter Public
Stream7, resulting in a total collection of 762,315 users and
31,920,144 check-ins. We only select users who have per-
formed at least one check-in per week (these users are re-
garded as active users). Even though Foursquare is able
to verify whether a user is actually near the place when
they check in, fake check-in data is still inevitable in large
dataset. We observed a total of 9,276 users (1.2%) who had
performed “sudden-move” check-ins (consecutive check-ins
with a speed faster than 1200 km/h: the common airplane
speed). All the check-ins from these“sudden-move”users are
eliminated. In addition, some of the venues in our dataset
cannot be resolved by Foursquare venue API, causing the
category information of these venues unavailable. As venue
category is necessary for the semantic tagging of check-ins,
we also excluded check-ins which were performed over these
venues (about 7.52% of the total dataset). After noise fil-
tering, our dataset includes 311,475 users and 21,920,144
check-ins which were performed over 3,715,092 venues glob-
ally.

Since we only process venue tips written in English for sen-
timent analysis, we select two big cities in English-speaking
countries, i.e. New York and London, and then extract tips
of the venues in these two cities. Note that we only extract
check-in data for 4 months from foursquare-tagged tweets
but the tips are extracted from Foursquare API without
time limitation. Currently, the Foursquare API can return
a maximum of 500 tips for each venue. This indicates that
in our dataset, tips maybe observed even user didn’t check
in at that venue within these four months.

In Foursquare, user relationship is not public available.
We indirectly build social network via twitter follower and

7https://dev.twitter.com/docs/streaming-
apis/streams/public



Table 1: Dataset Statistic
Dataset New York Restaurant London
Users 2601 1233
Venues 2392 1623

Density using check-in 0.0042 0.0048
Density using HPM 0.0053 0.0058

Social network density 0.0007 0.0029

Figure 5: Distribution of the number of preference
records.

following relationship, i.e. we assume that the friendship
exists if two users follow each other in Twitter. Venues in
Foursquare are classified into 9 parent categories (i.e. Arts
& Entertainment, College & University, Food, Great Out-
doors, Nightlife Spot, Professional & Other Places, Resi-
dence, Shop & Service, Travel & Transport) and 400 sub-
categories8. We manually merge the similar venue categories
together, resulting in a total of 274 venue sub-categories. In
order to validate that our approach is not dataset dependent,
we choose the food related venue check-ins (“Food” parent
category, containing 86 sub-categories such as French restau-
rant, Italian restaurant, etc.) in New York (denoted as New
York Restaurant) and keep all categories in London.
When we construct the final hybrid preference model, we

only choose users who have at least 5 records in the user-
venue matrix. The data statistics is shown in Table 1. The
distribution of user’s number of preference records is shown
in Figure 5. Both New York and London datasets have
a power-law distribution [9] in terms of preference record
numbers.

6.2 Social and Inter-venue Influence
Modeling

As inputs to LBSMF, social network and venue similarity
network need to be built properly. As mentioned previously,
social network is extracted based on user follower/following
relationship. Since we have the preference of all the users,
the evaluation of similarity between two users can then be
calculated by measuring the preference vectors of these two
users. Similar to [20], Pearson Correlation Coefficient is used
as similarity measure in this study.
With regard to venue similarity network, we extract venue

category information from Foursquare to build a 0/1 based
venue similarity network. For two venues, the similarity
score is set to 1 if both venues have the same sub-category

8https://developer.foursquare.com/docs/venues/categories

in Foursquare, it is set to 0 if there is no overlapping sub-
category. Since our experiment dataset is constrained to
these two cities, the geographical influence is omitted in this
experiment. It will be considered in the future work com-
bining with venue semantic similarity from tips. For New
York restaurant and London dataset, the density of venue
similarity network is 0.0353 and 0.0339, respectively.

6.3 Metrics
Two common metrics are used for evaluation: Mean Ab-

solute Error (MAE) and Root Mean Square Error (RMSE).

MAE =
1

|T |

∑

Ri,j∈T

|Ri,j − R̂i,j | (17)

RMSE =

√

√

√

√

1

|T |

∑

Ri,j∈T

(Ri,j − R̂i,j)2 (18)

where T is the test dataset. Ri,j and R̂i,j represent the
observed preference and the predicted preference measure
of user i on venue j, respectively. Smaller MAE and RMSE
imply better performance. The greater difference between
them, the greater the variance in the individual errors in the
test set.

6.4 Hybrid Preference Model Evaluation
In order to evaluate the proposed hybrid preference model

using both check-ins and tips, we compare the performance
of LBSMF with different preference models. A model built
from only user’s check-in behavior is used as baseline. Ob-
viously, considering tip data can increase the density of the
preference matrix. In order to prove that the hybrid pref-
erence model outperforms other models not merely because
it alleviates the sparsity problem, we proposed a null model
with the same density and same distribution of the prefer-
ence record numbers. Hence, the models used and tested in
this experiment are as follows:

1. Basic model (BM) that only uses check-in preference
matrix.

2. Tip null model (TNM) that considers tips influence
in a random way. It shuffles the preference measure
in sentiment preference matrix and then fuses it with
check-in preference matrix. In this way, it preserves the
same distribution of the number of preference records
as shown in Figure 5.

3. Hybrid preference model (HPM) that uses our pro-
posed hybrid preference matrix.

We fixed λU = λV = 0.005, learning rate = 0.02 for all the
evaluations conducted in the following section. The social
and inter-venue influence parameters are set as α = 0.001
and β = 0.01 for New York Restaurant dataset, α = 0.002
and β = 0.02 for London dataset because they result in
the best performance (the detailed study about parameter
tuning is presented in evaluation of social and inter-venue
influence). We use different percentage of data (i.e. 90%,
80%) for training. For example, training data 90% means
that we randomly select 90% of the preference records as
the training set, and the rest 10% as the test set. The latent
space dimension is set to 10 in this experiments. The results
are shown in Table 2. Each result is the mean value of five
repeated trials.



Table 3: Performance Comparisons with Other Approaches

Dataset Training Metric
Dimension = 5 Dimension = 10

CF PMF SocialMF SRMF LBSMF CF PMF SocialMF SRMF LBSMF

New York
Restaurant

90%

RMSE 1.2463 0.9440 0.9364 0.9342
0.9184

1.2463 0.9136 0.8889 0.8755
0.8524

Improve 26.31% 2.71% 1.92% 1.69% 31.61% 6.70% 4.11% 2.64%
MAE 0.7190 0.7182 0.7074 0.7034

0.6949
0.7190 0.7047 0.6429 0.6238

0.6204
Improve 3.35% 3.24% 1.77% 1.21% 13.71% 11.96% 3.50% 0.55%

80%

RMSE 1.4887 1.0209 1.0279 1.0206
1.0040

1.4887 0.9942 0.9748 0.9713
0.9580

Improve 32.56% 1.66% 2.33% 1.63% 35.65% 3.64% 1.72% 1.37%
MAE 0.8435 0.8262 0.8204 0.7959

0.7916
0.8435 0.8101 0.7585 0.7425

0.7345
Improve 6.15% 4.19% 3.51% 0.54% 12.92% 9.33% 3.16% 1.08%

London

90%

RMSE 1.3787 0.9758 0.9651 0.9519
0.9328

1.3787 0.9763 0.9125 0.9382
0.8929

Improve 32.34% 4.41% 3.35% 2.01% 35.24% 8.54% 2.15% 4.83%
MAE 0.8687 0.7719 0.7682 0.7568

0.7315
0.8687 0.7882 0.7203 0.7379

0.7022
Improve 15.79% 5.23% 4.78% 3.34% 19.17% 10.91% 2.51% 4.84%

80%

RMSE 1.6222 1.0733 1.0497 1.0547
1.0273

1.6222 1.0496 1.0358 1.0440
1.0119

Improve 36.67% 4.29% 2.13% 2.60% 37.62% 3.59% 2.31% 3.07%
MAE 1.0441 0.8682 0.8539 0.8520

0.8266
1.0441 0.8508 0.8246 0.8441

0.8075
Improve 20.83% 4.79% 3.20% 2.98% 22.66% 5.09% 2.07% 4.34%

Table 2: Comparison between Different Preference
Models

Dataset Training Metric BM TNM HPM

New York
Restaurant

90%
RMSE 1.0137 0.8887 0.8524
MAE 0.8072 0.7032 0.6204

80%
RMSE 1.0386 1.0506 0.9580
MAE 0.8103 0.8306 0.7345

London
90%

RMSE 1.1045 0.9864 0.8929
MAE 0.9031 0.7889 0.7022

80%
RMSE 1.1245 1.0895 1.0119
MAE 0.9147 0.8828 0.8075

We can observe clearly that HPM achieves the best per-
formance for both dataset. The BM which only considers
check-in data yields the worst performance among the three
models. Although TNM model has the same density and
the same distribution of the preference record numbers as
HPM, the performance is still poorer than HPM. An inter-
esting observation is that TNM model is even worse than
BM when using New York Restaurant dataset with 80% of
data as training set. We can see even if TNM increases the
density of the preference matrix but it impacts dramatically
on user’s real preference due to the random assignment of
sentiment preference measure.
These observations strongly support that the proposed

HPM is able to characterize users’ preference and maintain
the consistency of user preference modeled from both check-
in and tip data.

6.5 Location Recommendation Evaluation
In this section, we compare our proposed LBSMF with

the following approaches to show its effectiveness in location
recommendation.

1. Collaborative filtering (CF) is used as baseline.

2. Probabilistic matrix factorization (PMF) [25]: one clas-
sical matrix factorization approach. Our approach ex-
tends PMF by introducing social and inter-venue in-
fluence.

3. SocialMF [13]: this approach considers social network
influence in recommendation problem and treats friend’s

impact equally. After a series of experiments, the so-
cial influence parameter is set to 0.01 since it achieves
best results on both of our datasets.

4. Social Regularized MF (SRMF) [20]: it considers not
only social network connection, but also the similarity
measure between friends. We implement the individual-
based regularization model using Pearson Correlation
Coefficient as similarity measure in the experiment since
it reports the best results. Note that the social regu-
larization term is added in a different way from that
of SocialMF. Similar to SocialMF, the social influence
parameter is set to 10−6 for the best performance.

The dimension of latent space is set to 5 and 10, respec-
tively. Other parameters are set as the same as in sec-
tion 6.4. The results are reported in Table 3. Each re-
sult is the average value of five repeated experiments. No
matter 5-dimension or 10-dimension representation of latent
space is used, the gain of LBSMF is significant comparing
to other approaches. Considering inter-venue influence, both
datasets achieve better RMSE and MAE. Besides the RMSE
and MAE value, the rate of improvement over other ap-
proaches is also indicated in Table 3.

As can be seen from Table 3, the traditional CF performs
the worst. The PMF method achieves better results com-
paring to CF. Considering social influence, both SocialMF
and Social Regularized MF perform better than those meth-
ods that ignore social influence, which confirms that social
influence is able to impact user preference behavior to some
extent. LBSMF that takes both social and inter-venue rela-
tionship into account achieves the best results comparing to
the state-of-the-art approaches. The results also imply that
inter-venue influence such as category in this experiment has
strong influence on location recommendation.

6.6 Social and Inter-venue Influence
LBSMF approach leverages the parameters α and β to

control the influence from social network and venue similar-
ity network, respectively. In this section, we investigate the
impact of parameters α and β. Keeping latent space dimen-
sion as 10, training data 90%, we set parameters α and β
varying within [0.0001, 0.0002, 0.0005, 0.001, 0.002, 0.005,



(a) New York restaurant dataset. (b) London dataset.

Figure 6: Impact of parameters α and β (Dimension=10, Training data 90%)

0.01, 0.02, 0.05], and use RMSE as metric. Smaller value
of α or β implies that we consider less social or inter-venue
influence, and vice versa. In the extreme case that we set α
and β to zero, LBSMF approach becomes PMF because it
only uses users’ preference for recommendation. On the con-
trary, a large value for α or β implies that social network or
venue similarity dominates the latent feature learning pro-
cess.
Figure 6 plots the RMSE metric under different α and β

setting for both New York Restaurant and London datasets.
Obviously, there is a concave surface of RMSE values for
each dataset. Take the evaluation results with New York
restaurant dataset as example, considering the most social
influence and the least inter-venue influence corresponds to
the left corner (α = 0.05 and β = 10−4) of the Figure 6
(a), which has a relatively high RMSE measure. Similar
situation is observed for the right corner (α = 10−4 and
β = 0.05) when considering the most inter-venue influence
and the least social influence. Moreover, if the recommen-
dation is mainly based on social and inter-venue influence
while considering the least user’s own preference, the result
becomes the worst (α = 0.05 and β = 0.05). On the other
hand, when considering little social and venue impact, the
RMSE achieves almost the same result as PMF (α = 10−4

and β = 10−4).
The optimal point can then be found when the lowest

RMSE value achieved. For New York restaurant dataset,
the optimal point (RMSE = 0.8524) is achieved at α = 0.001
and β = 0.01. For London dataset, it achieved at α = 0.002
and β = 0.02 (RMSE = 0.8929).

6.7 Runtime Performance
In this section we evaluate the runtime performance of

LBSMF. Since the CF method is a memory based approach
without learning step [1], we compare our algorithm only
with the matrix factorization based approaches, i.e. PMF,
SocialMF, SRMF. The results are shown in Table 4. For
both datasets, setting latent space dimension as 10 and
training data percentage as 90%, LBSMF converges after
around 1500 iterations, which takes about 1400 seconds on
a Core2 Duo 2.4GHz PC with Windows 7 and 4BG DDR2
memory. PMF has the shortest running time per iteration
(0.1 second) since it only uses user-venue matrix. When

Table 4: Runtime Performance Comparison
Methods PMF SocialMF SRMF LBSMF
Number of
iteration to
converge

1800 1600 1000 1500

Time per
iteration

0.1 sec 0.75 sec 0.8 sec 0.9 sec

considering social influence, SocialMF and SRMF take 0.75
s and 0.8 s per iteration, respectively. However, LBSMF
needs 0.9 s considering both social and inter-venue influ-
ence. Comparing to other methods, the LBSMF approach
increases the performance with an acceptable increasing of
learning time.

7. CONCLUSION AND FUTURE WORK
With the increasing popularity of GPS equipped smart

phones, location based social networking services attract
more and more users. With this trend, personalized services
like location recommendation need to be further studied. In
contrast to classical recommendation problems, users’ pref-
erence is not explicitly given in location based social net-
working services. Although check-in behavior can imply
users’ preference to a certain extent, we argue that con-
sidering both check-in and tips in LBSNs can better model
user preference. Furthermore, both user social similarity
and inter venue similarity influence user preference model
and location recommendation performance.

In this paper, we first propose a hybrid preference model
based on check-in and tip data under the assumption that
user’s comments of a venue can help to better character-
ize her preference. We then extend the matrix factorization
approach considering the impact of both user social similar-
ity and inter venue similarity on location recommendation,
named as location based social matrix factorization (LB-
SMF) approach. Evaluation results confirm that the pro-
posed hybrid preference model can better characterize users’
preference, and further verify the effectiveness and efficiency
of proposed LBSMF approach.

For future work, we plan to exploit other information in
tip data for user modeling and location recommendation.
We also intend to consider the venue geographical associa-



tion to further improve the location recommendation per-
formance.
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