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Abstract. A simple urban energy balance model for mesoscale simulations (SUMM) was

tested using results from an outdoor scale-model experiment. The model geometry is assumed
to be an infinitely extended regular array of uniform buildings, each of which is composed of
six faces (roof, floor, and four vertical walls). The SUMM explicitly considers the three
dimensionality of surface geometry and theoretically predicts the energy balance at each face

without time-consuming iterations. The SUMM was compared with outdoor scale-model
experiments. The simulated energy balance and surface temperatures agree well with the
values measured on a reduced-scale hardware model corresponding to the numerical model

geometry.

Keywords: Bulk transfer coefficient, Energy balance, Outdoor experiment, Regular building
array, Theoretical model, Urban canopy.

1. Introduction

Urban surface geometry has a large, but complex, influence on urban
meteorology. Unfortunately, explicit inclusion of buildings into weather
simulations using computational fluid dynamic methods is quite time con-
suming and thus is still unrealistic for practical applications. An alternative
approach has been to develop simple urban energy balance models for use in
mesoscale simulations (Arnfield, 1982; Masson, 2000; Kusaka et al., 2001;
Martilli et al., 2002; Sailor and Fan, 2002). These models generally assume
two-dimensional (2-D) infinite street canyons mainly because it allows one to
treat radiation with analytic theory. To overcome the restriction of a 2-D
radiation scheme, we have recently developed a simple theoretical radiation
scheme applicable for three-dimensional (3-D) rectangular obstacles arrays
(Kanda et al., 2005).
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In this paper, we propose a new simple urban energy balance model for
mesoscale simulations (SUMM). The SUMM consists of a 3-D theoretical
radiation scheme (Kanda et al., 2005) and the conventional heat transfer
expression that uses a network of resistances (Masson, 2000; Kusaka et al.,
2001). The present model allows one to readily calculate the energy balance
and surface temperature at each face of the urban canopy (i.e., roof, floor,
and four vertical walls) without time-consuming iterations.

We also performed outdoor experiments using a reduced-scale hardware
model that corresponds to the numerical model geometry. The purpose of the
experiments was twofold. The first is to determine unknown physical
parameters such as the local bulk transfer coefficient and the reflective prop-
erties at each face. The values of the local bulk transfer coefficient, which is a
key parameter in turbulent transport, are poorly known (Barlow and Belcher,
2002; Narita, 2003; Hagishima et al., 2005). The other purpose is to evaluate
the performance of the present numerical model. Generally, the geometrical
gap between real cities and modelled urban canopies is too large to directly
evaluate the model performance, so that miniature scale-model experiments
can be an effective tool in evaluating numerical models (Kanda, 2005).

2. Theoretical Scheme

2.1. URBAN CANOPY MODEL

The urban canopy geometry employed in this study is illustrated in Figure 1.
In this model, streets and buildings are represented by an infinitely extended
regular array of buildings with a square horizontal cross-section and uniform
surface properties. So long as uniform building arrays are used, the surface
geometry can be characterised by only two geometrical parameters: the plane
area index kp and the frontal area index kf, defined as
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Figure 1. Urban canopy geometry employed in this study. (a) Building dimensions. (b) Ori-

entation of the streets with respect to the sun and north–south.
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kp ¼W2=ðWþ LÞ2; ð1Þ

kf ¼WH=ðWþ LÞ2; ð2Þ
where W and H are the horizontal dimension and height of the buildings,
respectively, and L is the width of the streets. The main axis of the canopy is
defined to be parallel to the street and oriented at an azimuthal angle x from
north–south measured counter-clockwise as viewed from above. The solar
elevation angle is a, and the solar azimuthal angle measured from the street
axis is b. The model is applicable to any time and location. The energy
balance and surface temperature are predicted at each face, and the resulting
total energy balance is required to be closed over the surface layer.

2.2. SHORTWAVE RADIATION BUDGET WITH MULTI-REFLECTIONS

We described the details of the 3-D radiation scheme employed in the present
model (Kanda et al., 2005) so that only the outline of the scheme is reviewed
here. It is assumed that all faces are Lambertian and thus the reflected
radiations are isotropic. Mirror reflection of direct shortwave radiation does
not occur. Under the above assumptions, the multi-reflective exchange of
shortwave is straightforward once the view factors and sunlit-shadow dis-
tributions are known.

The absorbed and reflected radiative energy per unit area of each face at
the first reflection, Sabði; 1Þ and Srefði; 1Þ, can be written

Sabði; 1Þ ¼ ð1� aðiÞÞSðiÞ þ ð1� bðiÞÞSdifVði; skyÞ; ð3Þ

Srefði; 1Þ ¼ aðiÞSðiÞ þ bðiÞSdifVði; skyÞ; ð4Þ
where i is the face number from 1 to 6 corresponding to the four walls, the
floor, and the roof; SðiÞ is the direct shortwave radiative energy reaching the
unit area of face i;Vði; skyÞ is sky view factor from face i;Sdif is the diffuse
shortwave radiative energy from the sky, and aðiÞ and bðiÞ are the albedos of
direct and diffuse shortwave radiation, respectively. The theoretical treatment
of sunlit-shadow distribution (SðiÞ) and view factor (Vði; skyÞ) follows the
theoretical scheme described in Kanda et al. (2005). After the first reflection,
isotropic components in the multi-reflection processes remain but no direct
component exists. The absorbed and reflected radiative energy per unit area
of each face at the Nth reflection is calculated as the sum of the N� 1th
reflected beam from the other faces as

Sabði;NÞ ¼ ð1� bðiÞÞ
X6

j¼1
Srefð j;N� 1ÞVð j; iÞ; ð5Þ
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Srefði;NÞ ¼ bðiÞ
X6

j¼1
Srefð j;N� 1ÞVð j; iÞ; ð6Þ

where Vði; jÞ is the view factor from face i to face j. The total absorption and
reflection of shortwave per unit area of each face after Nmax multi-reflections,
STabðiÞ and STrefðiÞ are

STabðiÞ ¼
XNmax

N¼1
Sabði;NÞ; ð7Þ

STrefðiÞ ¼
XNmax

N¼1
Srefði;NÞ: ð8Þ

The resulting upward shortwave radiation from unit lot area to the sky, S› is

S"¼ S#Alot�
X6

i¼1
STabðiÞAðiÞ

" #�
Alot¼

X6

i¼1
STrefðiÞVði;skyÞAðiÞ

" #�
Alot;

ð9Þ
where S# is the downward shortwave radiation to unit lot area, AðiÞ are the
area of the face i;Alot ¼ ðLþWÞ2 ¼ R2.

2.3. LONGWAVE RADIATION BUDGET WITH MULTI-REFLECTIONS

Due to the nature of non-directional incident longwave radiation, the algo-
rithm for solving the longwave radiation budget is essentially the same as that
for the diffuse shortwave radiation except the treatment of the emission from
the wall that is directly related to the wall temperature. The absorbed and
reflected longwave energy per unit area of each face at the first reflection,
Labði; 1Þ and Lrefði; 1Þ are written

Labði; 1Þ ¼ eðiÞL#Vði; skyÞ � reðiÞTSðiÞ4; ð10Þ

Lrefði; 1Þ ¼ ð1� eðiÞÞL#Vði; skyÞ þ reðiÞTSðiÞ4; ð11Þ
where L# is the longwave radiation from the sky, eðiÞ is the emissivity, r is the
Stefan–Boltzmann constant, and TSðiÞ is the surface temperature. The ab-
sorbed and reflected radiative energy per unit area of each face at the Nth
reflection, Labði;NÞ and Lrefði;NÞ, are calculated as the sum of the N� 1th
reflected beams from the other faces

Labði;NÞ ¼
X6

j¼1
eðiÞLrefð j;N� 1ÞVð j; i Þ; ð12Þ
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Lrefði;NÞ ¼
X6

j¼1
ð1� eðiÞÞLrefð j;N� 1ÞVð j; iÞ: ð13Þ

The total absorption and reflection of longwave radiation per unit area of
each face after Nmax multi-reflections, LTabðiÞ and LTrefðiÞ, are

LTabðiÞ ¼
XNmax

N¼1
Labði;NÞ; ð14Þ

LTrefðiÞ ¼
XNmax

N¼1
Lrefði;NÞ: ð15Þ

The resulting upward longwave radiation from unit lot area to the sky, L", is
calculated as

L"¼ L#Alot�
X6

i¼1
LTabðiÞAðiÞ

" #�
Alot¼

X6

i¼1
LTrefðiÞVði;skyÞAðiÞ

" #�
Alot:

ð16Þ
The radiative temperature is a representative temperature of the urban sur-
face (Voogt and Oke, 1997), and can be defined as

TR ¼ ðL"=rÞ0:25: ð17Þ

2.4. SENSIBLE HEAT FLUXES

To treat the sensible heat flux, we use the conventional heat transfer expres-
sion involving a network of resistances (Masson, 2000; Kusaka et al., 2001).
The local sensible heat flux HðiÞ from the face i to the sky (Figure 2a) is

HðiÞ ¼ cpqCHðiÞUaðTSðiÞ � TaÞ; ð18Þ
where cp is the specific heat, q is the air density; Ua and Ta are the wind speed
and air temperature at a reference height za in the surface layer, respectively;
and CHðiÞ is the local bulk transfer coefficient between the face i and the
reference height. CHðiÞ is equivalent to the inverse of the resistance. The total
sensible heat flux from unit lot area to the sky H is

H ¼
X6

i¼1
HðiÞAðiÞ

" #�
Alot: ð19Þ

If we relate the network resistance expression (Figure 2a) with a slab-type
formulation (Figure 2b), then the total sensible heat flux (H) in Equation (19)
can be rewritten as

H ¼ cpqCHUaðTH � TaÞ; ð20Þ
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where CH and TH are the ‘surface-layer’ bulk transfer coefficient and effective
surface temperature, respectively. From the identical equation in terms of Ta

produced by Equations (18), (19), and (20), CH and TH can be described as,

CH ¼
X6

i¼1
CHðiÞAðiÞ

" #�
Alot; ð21Þ

TH ¼
X6

i¼1
TSðiÞCHðiÞAðiÞ

" #�
CHAlot: ð22Þ

Equation (22) suggests that the ‘effective surface temperature’, an alternative
representation of urban surface temperature, can be derived from the average
of the surface temperatures weighted by the local bulk transfer coefficient
times the area. Equations (17) and (22) show that the radiative and effective
surface temperatures are different.

The problem is how to parameterise the local bulk transfer coefficients
CHðiÞ. The common way is to adopt a wall function such as the Monin–
Obukhov Similarity (MOS) relationship. However, the MOS is only valid for
the ‘integrated’ heat transfer from the canopy layer to the surface layer (CH),
and the application to the ‘local’ heat transfer within the canyon (CHðiÞ) is
physically incorrect. For this reason, the estimation of CHðiÞ has been a
general problem in simple energy balance models (Barlow and Belcher, 2002;
Narita, 2003; Barlow et al., 2004; Hagishima et al., 2005). Here we adopt the
following two-step approach. First, CH for the surface layer is theoretically
predicted using the MOS (e.g. Garratt, 1992) as

CH ¼
j2

R ðza�zdÞ=L
z0=L

UMð1Þ d11
� � R ðza�zdÞ=L

z0T=L
UHð1Þ d11

� � ; ð23Þ

where j is the von Karman constant, L is Obukhov length scale, f is a non-
dimensional height (¼ ðz� zdÞ=LÞ;UMðfÞ and UHðfÞ are the universal

(a) (b)

Figure 2. Structure of the computational model. (a) Network-resistance model. (b) Slab-

model.
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functions for momentum and heat, respectively, and z0, z0T and zd are the
roughness lengths for momentum and for heat, and the displacement
height, respectively. The momentum parameters z0 and zd can be semi-
theoretically predicted from the geometric parameters kp and kf using
Macdonald et al.’s formulation (1998), although this kind of formulation
involves uncertainties in the application for real urban fields (Grimmond
and Oke, 1999). The roughness length for heat z0T can be determined from
z0 if the ratio z0=z0T is known. Although lnðz0=z0TÞ for rough walls is
typically 2.0 (Garratt and Francey, 1978), the values in urban areas are
relatively large (Voogt and Grimmond, 2000). We use a typical value in a
residential area of Tokyo (Kanda and Moriwaki, 2002; Moriwaki and
Kanda, 2003), which is

lnðz0=z0TÞ ¼ 6:0: ð24Þ
This relationship was derived from the ensemble average of one-year con-
tinuous turbulent data from a tower. It should be noted that z0T values in
urban areas show large scatter and the assumption here is not robust. Once
CH is known from Equations (23) and (24), then we can distribute CH to the
individual values of CHðiÞ, provided that the relative values of CHðiÞ nor-
malised byCHði ¼ 6; roofÞ are known from the available dataset (Barlow and
Belcher, 2002; Narita, 2003, 2004). To strengthen the relatively poor dataset
of relative values of CHðiÞ, we used a new method to measure local bulk
transfer coefficient using outdoor scale-model experiments. Details of this
method can be found in Section 3.2.

The treatment of latent heat flux LEðiÞ follows the same framework as that
of the sensible heat flux:

LEðiÞ ¼ lqBðiÞCHðiÞUaðqsðiÞ � qaÞ; ð25Þ
where l is the latent heat of vaporisation, BðiÞ is the wetness parameter for
surface i, qa is the specific humidity at the reference height za, and qsðiÞ is the
saturated specific humidity for the surface temperature. BðiÞ can range from 0
(completely dry) to 1.0 (completely wet), depending on the vegetation or the
water availability at face i.

2.5. SURFACE TEMPERATURES

The energy balance equation for each face i is

RnðiÞ �HðiÞ � LEðiÞ ¼ GðiÞ; ð26Þ
where RnðiÞ is the net radiation (=STabðiÞ þ LTabðiÞ), and GðiÞ is the con-
ductive heat flux into the solid materials. The temperature profiles inside the
walls, floor, and roof are solved using the following one-dimensional energy
conservation equation with a variable grid interval:
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@TinðiÞ
@z

¼ 1

qðiÞcðiÞ kðiÞ @
2TinðiÞ
@z2

� �
; ð27Þ

where kðiÞ and qðiÞcðiÞ are the interior thermal conductivity and volumetric
heat capacity for surface i. The surface boundary condition of Equation (27)
is given from the surface energy balance, Equation (26). Although the
internal boundary condition of Equation (27) should be predicted by cou-
pling the indoor energy balance model, it is tentatively assumed to either be
the zero heat flux or prescribed from the observed temperature value. The
total conductive heat flux stored in unit lot area G is calculated from

G ¼
X6

i¼1
GðiÞAðiÞ

" #�
Alot: ð28Þ

3. Outdoor Experiment

3.1. MODEL SET-UP

To test the numerical model, we performed outdoor experiments using a 1/50
reduced-scale hardware model; the site was located in Matsusaka, Mie pre-
fecture, Japan (34�34¢N, 136�32¢E). Flat terrain and bare soil or short grasses
extended at least 10 km in all directions. The model surface geometry con-
sisted of cubic concrete blocks H ¼ 0:15 m on a side, regularly distributed on
flat concrete plates with a total area of 12 · 9 m2 (Figure 3); the plane aspect
ratio of the model was kp ¼ 0:25. The long axis is roughly north-west, the
dominant wind direction at the site. To capture a sufficiently developed
internal boundary layer (IBL), all sensors were installed 10 m downstream
from the leading edge (Figure 3). We judged from the observed vertical

Figure 3. Schematic of the outdoor hardware-scale model: (a) Array of blocks and location of

sensors (black dot). (b) Configuration of sensors.
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temperature profiles (measured using thermocouples) that the IBL depth
ranged from 2:6H to 4:0H at the distance of the sensors. Upward and
downward shortwave and longwave radiation fluxes were measured separately
using a radiation-balance meter (Eiko MR-40) at 0.7 m above the ground
(z ¼ 4:6H). A compact sonic anemometer (Kaijo-WA590) with 0.05-m sensor
length was installed 0.40 m above the ground (z ¼ 2:6H); it was not used for
the sensible heat estimation but only for the mean velocity measurements. To
accurately close the energy balance, the conductive heat fluxes at each surface
GðiÞ need to be measured, mainly because the energy balance residual (net
radiation minus the turbulent fluxes) cannot be used in place of the conductive
flux measurements, due to the energy imbalance problem with the eddy
covariance method (e.g. Kanda et al., 2004a). The measurement of GðiÞ was
made possible by using very thin heat plates (CaptecHF-300, 0.4 mm thick) and
carefully coating themwith the samematerial as the obstacles. The sensible heat
flux of individual surfacesHðiÞ was estimated from the energy balance residual
of RnðiÞ � GðiÞ, where GðiÞ was directly measured using heat plates and RnðiÞ
was estimated using a high-accuracy radiation scheme with measuredL#, S#,
and TSðiÞ (Voogt and Oke, 1990; Kanda et al., 2005). The surface temperatures
TSðiÞwere measured at multiple points using 0.2-mm thermocouples (Figure 4).
All measurements were stored once per second and averaged for 10 min using a
Campbell Scientific CR-23X datalogger. All the data selected for the present
analysis were obtained under sufficiently dry conditions so as to ignore the latent
heat flux contribution (LEðiÞ).We previously found that LEðiÞ was negligible
five days after rainfall (Moriwaki and Kanda, 2003).

3.2. ESTIMATE OF THE LOCAL BULK TRANSFER COEFFICIENT

Apart from the numerical model procedure mentioned above, we used a new
method to measure the local bulk transfer coefficient (CHðiÞ) using outdoor
scale-model experiments. From Equations (18) and (26), CHðiÞ can be de-
scribed as

Figure 4. The alignment of thermocouples (dots).
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CHðiÞ ¼ ðRnðiÞ � GðiÞÞ=ðcpqUaðTSðiÞ � TaÞÞ: ð29Þ
Fortunately, GðiÞ is directly measured, and RnðiÞ can be estimated using a
high-accuracy radiation scheme with measured L#, S#, and TSðiÞ (Voogt and
Oke, 1990; Kanda et al., 2005). Thus, CHðiÞ is calculated using the measured
Ta and Ua. Using a similar method, Swaid (1993) estimated the local bulk
transfer coefficients of a set of parallel polystyrene plates of a 2-D street
canyon, and could ignore the heat storage term because the walls were very
thin. In addition to the 3-D cube array shown in Figure 3, we performed an
experiment that approximates a 2-D street canyon to compare with previ-
ously published indoor experimental data. The 2-D canyon was composed of
the same concrete blocks with street width equal to the block height; there is
a constant north-west wind at night at the experimental site, giving a near-
neutral condition. Thus, only the nocturnal dataset is used for the ensemble
average of CHðiÞ. The experimental conditions and thresholds of selecting
data for this analysis are listed in Table I and Table II, respectively.
According to the review of Hagishima et al. (2005) the ‘absolute’ values of
local bulk transfer coefficients vary considerably from site to site and are
currently difficult to determine through a simple formulation. Therefore, we
focus on the ‘relative’ values of the individual local bulk transfer coeffi-
cient. The estimated CHðiÞ normalised by the value for the roof surface is
compared with the two indoor experiments in Figure 5. Barlow et al. (2004)
used a naphthalene sublimation technique to determine local bulk transfer

TABLE I

Experimental conditions.

Experiment period Time period used
for this analysis

Integration time
of a sample (min)

The number of selected
samples

3D 25 October to 25

December, 2003

0000 to 0600 10 140

2D 2 February to 21

March, 2004

0000 to 0600 10 50

TABLE II

Thresholds for selecting samples.

Reference wind
speed Ua (m s)1)

The range of wind
direction (deg)

Temperature difference
TSðiÞ � Ta ¼ DT ðKÞ

Stability range

Rb ¼ gH
ðTaþ273Þ

ðTa�T �
C
Þ

U2
a

Ua > 1:0 270–360 jDT j > 0:5 jRbj < 0:025

*TC: complete surface temperature, Thresholds of selecting data. TC ¼
X6

i¼1
TSðiÞAðiÞ

" #�
Alot:
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coefficients of various 2-D canyons. Narita (2003) measured the evaporation
rate of saturated filter paper pasted to the surfaces of 3-D and 2-D model
canopies to study the local bulk transfer coefficient. The present results both
for the 2-D and 3-D street canyons agree well with the indoor experiments,
even though the present outdoor experiments estimated the local bulk
transfer coefficient for heat instead of mass transfer that was relevant to the
indoor experiments.

3.3. SIMILARITY REQUIREMENTS

Scale modelling requires dynamical and geometrical similarity to the real
world. Dynamical requirements include (1) radiation similarity, (2) flow
similarity, and (3) thermal inertia similarity (Kanda, 2005).

Figure 5. Local bulk transfer coefficients normalised by the value for the roof. (a) 2-D-street
canyon with height/street ratio equal to 1.0. (b) 3-D-street canyon with kp ¼ 0:25. The Barlow
et al. (2004) experiments used the naphthalene sublimation method and the Narita (2003)

experiments used the evaporation method. Leeward and windward values for 3-D street
canyon were average for two surfaces; north-west and south-east, respectively. The error bars
indicate the run-to-run variability for the present experiments.
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As long as real urban materials are used and real boundary conditions are
given, the similarity of radiation is always acceptable because the linear
dimensions of any scale model are much larger than the relevant radiation
wavelengths.

For neutrally stratified flows, Reynolds number independence is re-
quired in terms of the normalised Navier–Stokes equation. The ‘critical’
Reynolds numbers, above which the characteristics of turbulent flow
around obstacles are independent of the Reynolds number, have been
studied in wind tunnels (e.g., Castro and Robins, 1977; Uehara et al.,
2003). Generally, the Reynolds number (Re) for a building is based on the
building’s height and the wind speed at that height in the undisturbed
flow. The critical value of Re is several thousand, and the building Rey-
nolds number in the present experiments are about 104, and thus slightly
larger than the critical values.

Obtaining similarity of thermal inertia is the most problematic. Thermal
admittance, which equals the square root of the product of the body’s
thermal conductivity and volumetric heat capacity, should be the same in the
model as for real urban materials. Unfortunately, this is very difficult to scale,
and the present experiments do not satisfy this requirement.

4. Numerical Simulation

4.1. EXPERIMENTAL DATASET USED IN THE EVALUATION OF SUMM

As mentioned in Section 3.3, the thermal inertia and energy balance of the
present hardware model are not typical of real world conditions. There-
fore, we do not make quantitative comparisons between the measured
surface energy balance and data from real cities. Nevertheless, it is
important to evaluate the numerical model (SUMM) with a comprehensive
experimental dataset. There are two reasons for this: (1) In the field, the
acquisition of a comprehensive dataset involving all energy balance com-
ponents and surface temperature at each constituent surface is very difficult
and limited (e.g. Rotach, 2002), and (2) once the numerical model
(SUMM) is successfully validated for the reduced scale, it is straightfor-
ward to apply the SUMM to the real scale by adjusting the volumetric
heat capacities.

The estimated parameters of the experimental model are summarised in
Table III. The experimental period was three months, although the appro-
priate dataset, for which the latent heat flux was negligible and the percentage
of sunshine exceeded 80% in the daytime, was found to be only for 5 days. In
the available 5-day dataset, all days had similar tendencies, and thus the
simulation results for only one day are shown below.
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4.2. COMPUTATIONAL PROCEDURE

The geometrical parameters, thermal properties and reflectivity of the SUMM
were set to be the same as those of the outdoor experiments (Table II and
Table III). The thermal conductivity and volumetric heat capacity of the
concrete cubes were precisely measured indoors. The emissivity and the albedo
in terms of the incident solar angle were regressed from preliminary outdoor
experiments on the flat basement without cubes (Kanda et al., 2005). The dif-
fuse/direct ratio of the incident shortwave radiation fluxes was assumed to be
1:4. The ray paths were followed for five reflections. The outer boundary con-
ditions including the downward shortwave and longwave radiation fluxes S#
and L#, air temperature Ta and wind speed Ua at z ¼ 0.4 m, and the inner
boundary conditions of the core temperatures of a cube and a plate at the depth
of 0.075 m, were given from the measured values for every 1-min period.

5. Results and Discussion

5.1. ENERGY BALANCE OF THE CONSTITUENT SURFACES

The simulated energy balance components (RnðiÞ, HðiÞ and GðiÞ) and surface
temperature (TSðiÞ) of six constituent surfaces are compared with the

TABLE III

Estimated parameters of the experimental model.

Experiment period 25 October to 25 December,
2003

The number of appropriate days for

the validationa
5

The date used for the simulation 30 October, 2003

Inclination of street axis (in Figure 3) )5 (deg)

Facet albedo of direct shortwave

(in Section 2.2)

a(i) Empirical function of incident

angle ci
b

Facet albedo of diffusive shortwave

(in Section 2.2)

b(i) 2
R p=2
0 aðiÞ cos ci sin cidci

Diffuse/direct ratio of shortwave radiation 0.25

Emissivity of the concrete e 0.98

Volumetric heat capacity of the concrete qc 2.48 · 106 (J m)3 K)

Thermal conductivity of the concrete k 0.50 (W m)1 K)1)

a The latent heat flux was negligible and the percentage of sunshine exceeded 80%.
b a(i) = f(ci) = 0.519282 ) 0.329635 cos ci + 0.309507 · (cos ci)

2 ) 0.122024 · (cos ci)
3, where

ci is the solar incident angle defined differently for the individual surfaces.
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observed counterparts (Figures 6–9). The simulated energy balance compo-
nents generally follow the observed diurnal trends, although they have locally
some quantitative disagreement.

Particularly, the simulated net radiation agreed fairly well with the observed
values (Figure 6). The observedRnðiÞmay include some errors, since they were
not directly measured but were estimated from a high-accurate radiation
model with the observed incoming radiation fluxes and surface temperatures.
Voogt and Oke (1990) measured longwave fluxes at different points in a single
canyon and reported that the accuracy of the radiation model of Arnfield
(1982) was ±1%. Kanda et al. (2005) reported that the high-accurate model
can predict the observed shortwave fluxes to within ±10% accuracy. Thus the
observed RnðiÞ could have, at most, a ± 10% error.

The simulated sensible heat fluxes underestimate the observed values
especially in the morning (Figure 7). One possible reason for this is that the
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Figure 6. Net radiation in the simulations (bold lines) and measurements (dotted lines).

Positions are (a) north wall, (b) east wall, (c) south wall, (d) west wall, (e) floor and (f) roof.
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current local bulk transfer coefficients CHðiÞ were derived from neutrally-
stratified conditions (Section 3.2) and thus they do not consider the influence
of local atmospheric stability. Generally in the morning, surface temperature
increases more rapidly and the resulting local atmospheric instability be-
comes larger. Another possible reason on the observation side is the lower
conductive heat fluxes GðiÞ observed in the morning. The lower values of GðiÞ
give higher values of HðiÞ since the observed sensible heat fluxes were cal-
culated as the residual of RnðiÞ � GðiÞ.

In contrast to the sensible heat fluxes, the simulated conductive heat fluxes
overestimate the observed values (Figure 8). The heat plates have officially
±5% random error, which cannot account for the bias. The thickness of
coating over the heat plate was less than 2 mm, and the heat capacity of the
layer negligible. One possible reason for the error above is the three
dimensionality of heat conduction in such small-scale concrete cubes. For
example, the conductive heat at the roof top will be transferred not only to
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Figure 7. Sensible heat flux in the simulations (bold lines) and measurements (dotted lines).
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the vertical direction but also to the adjacent walls. Such three dimensionality
of heat conduction within the concrete materials might decrease the mea-
sured GðiÞ at the surface especially in the morning when the temperature
inside the cube is still low. The SUMM assumes only vertical heat conduction
and no heat exchange between the different constituent surfaces.

The simulated surface temperatures slightly underestimate the observed
values (Figure 9). However, the maximum error of the surface temperature is
within 3 K, and the diurnal trend is well simulated.

5.2. ENERGY BALANCE OF THE SURFACE LAYER

Although the simulated energybalances and surface temperatures of individual
surfaces show some systematic deviations frommeasured values, the simulated
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Figure 8. Conductive heat flux in the simulations (bold lines) and measurements (dotted
lines).
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energy balance components of the surface layer (Rn,H, andG) agree fairly well
with measurements (Figure 10). Probably, the negative and positive biases of
heat fluxes of different surfaces cancel when the process is integrated over the
canopy layer. This is expected in the present numerical scheme since the ‘sur-
face-layer’ bulk transfer coefficient is first prescribed from the conventional
formulation using roughness parameters and then it is distributed onto indi-
vidual surfaces. Such top-down parameterisations guarantee compatibility
with previous surface-layer parameterisations, although the influence of local
stability has not been taken into account. In contrast, bottom-up parameteri-
sations, in which local bulk transfer coefficients are first determined from the
local meteorological conditions in the vicinity of surfaces, and then are inte-
grated over the canopy layer, are an alternative approach and more straight-
forward than the top-down approach (Masson, 2000; Kusaka et al., 2001). In
using the bottom-up approach, however, the absolute values of local bulk

(a) (b)

(d)(c)

(e) (f)

Figure 9. Surface temperature in the simulations (bold lines) and measurements (dotted lines).

URBAN ENERGY BALANCE MODEL 439



transfer coefficients are more crucial, and thus they should be carefully cali-
brated on site. The review of Hagishima et al. (2005) pointed out that the local
bulk transfer coefficients vary considerably from site to site and are currently
difficult to determine from a simple formulation, whereas their relative values
among individual surfaces are robust, irrespective of measurement site and
method, as shown in Figure 5.
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Figure 10. Energy balance components of the surface layer throughout the day. Bold lines are
simulation results and dotted lines are measurements. Components are (a) net radiation, (b)

sensible heat flux, and (c) conductive heat flux.
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5.3. REPRESENTATIVE TEMPERATURES OF THE CANOPY LAYER

Different representative temperatures of the canopy layer can be derived from
the simulation results. We compare three temperatures in Figure 11: the
radiative temperature defined by Equation (17), the effective surface tem-
perature defined by Equation (22), and the complete surface temperature,
which is the average surface temperature weighted by the constituent surface
area (Voogt and Oke, 1997). In the field, the measurement of effective surface
temperature is almost impossible, so that it is better to instead use the radi-
ative temperature or the complete surface temperature to estimate the sensible
heat flux (Voogt andGrimmond, 2000). The results in Figure 11 show that the
effective surface temperature and complete surface temperature are very close
and that the radiative temperature is slightly larger than, but can be a good
approximation of, the other two. This good agreement is probably due to the
openness of the current geometry (kp ¼ kf ¼ 0:25); the local bulk transfer
coefficients and the view factors among the constituent surfaces are relatively
close and thus the weighting functions for averaging surface temperatures are
similar. Urban canopies with different geometric parameters can produce
significant differences among the representative temperatures.

6. Concluding Remarks

A simple urban energy balance model for mesoscale simulations (SUMM)
was compared with outdoor scale-model experiments. The following major
results were obtained:

(1) The local bulk transfer coefficients for heat of the individual surfaces
under neutrally stratified conditions were estimated using the outdoor
experiments. The estimated local bulk transfer coefficients normalised by

O

R

H

C

Figure 11. Simulated representative temperatures of the canopy layer. The solid line is the
radiative temperature defined in Equation (17), the bold line is the effective surface temper-
ature defined in Equation (22), and the dotted line is the complete surface temperature defined

in Voogt and Oke (1997).
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the value for the roof surface agreed very well with those obtained from
previous indoor experiments.

(2) The SUMM simulated well the observed energy balance of the surface
layer. This is because the ‘surface-layer’ bulk transfer coefficient was first
prescribed from the conventional formulation using roughness parame-
ters, and then was distributed into individual surfaces. Such top-down
parameterisations in the SUMM guarantee compatibility with previous
surface-layer parameterisations.

Recent field studies on urban surface energy indicate that the evaluation of
the energy balance at each surface of the urban canopy is important. Moriwaki
and Kanda (2004) pointed out that the storage heat flux in the daytime was
about the same for summer and winter, irrespective of significant differences in
net all-wave radiation, and argued that the abundance of vertical walls can
efficiently conserve the energy from radiation even though the solar angle is
relatively low. The present model can be used to examine such seasonality in
the surface energy balance.

Another possible application of the SUMM is through coupling with a
computational fluid dynamical scheme to predict complex turbulent flow
within and above the same simple building arrays (e.g. Kanda et al., 2004b).
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