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Multicommodity Flow



Facts about Multicommodity Flow

 Has been well studied for several decades.
 Many useful applications, such as: 
 product distribution 
 traffic planning
 scheduling problems
 fault prone distributed networks.

 In addition, a lot of NP hard problems can be approximately 
solved through multicommodity flow problems, such as: 
 Graph partitioning
 Minimum feedback arc set
 Minimum cut linear arrangement
 Minimum 2D area layout
 Via minimization
 Optimal matrix arrangement for nested dissection



Motivations for discovery of a local-control 
online algorithm

 Solutions to other problems can be effectively 
approximated using local-control online 
multicommodity flow such as:

 Packet routing

 Communication problems.

 Previously, flow techniques were not commonly used 
for these problems.



Additional motivations for the research

 Previously, most of the research has focused on 1-
commodity flow (Max flow).

 Most rely on finding augmented paths from source to 
sink.

 Best run in approximately                  steps.

 “All exact algorithms for multicommodity flow are 
based on linear programming, all have horrendous 
running times (even though polynomial), and none 
are used for large networks in practice.”



Situation for Multicommodity flow

 Previous to this publication, P.M. Vaidya, in his 1989 
paper titled Speeding up linear programming using 
fast matrix multiplication, developed a Polynomial 
Time Approximation Scheme (PTAS) for min-cost 
multicommodity flow.

 steps approximately, 
where



Situation for Multicommodity flow Part 2

 In 1991 Tom Leighton discovered a combinatorial 
PTAS algorithm for the 1 commodity min-cost flow 
problem.

 Runs in
steps.

 This can be improved by a factor of K by 
randomization. 



An abstract view of the solution

 Model the problem as a continuous flow problem.  
Each turn we add new flow to each source.

 Utilize an edge balancing technique, similar to natural 
fluid flow, which (simplifying the physics) distributes by the 
fluids eventually moving to areas of less pressure.

 Calculate the disparity of the queue size.  Here, we use 
queues for both sides of each edge for each commodity,,

 Push flow across each edge to balance the queues.

 Remove commodities when they reach their correct 
sinks.



Runtime

 The algorithm takes at most 

steps to find feasible flow, where



Justifications

1. They suspect that the run time is much better, 
but have not proved it.

2. The algorithm is simpler than previous Max 
flow algorithms.

3. It works well, and there are several variations 
which are comparable or superior to the best 
known algorithms in run time.

4. Can be used where not all information is known 
and global control is not possible.



Algorithm in more detail

 Reduce a static problem to a continuous problem:

 units of commodity    are pumped into each source 
at the start of each round.

 We may move commodities through one edge only per round.

 We may not exceed edge capacity constraints per round.

 Flow that reaches the commodity‟s sink is removed at the end 
of the round.



Finding a feasible solution to the continuous 
problem

 Run the continuous algorithm until the amount of 
each commodity in the queues is at most 

of the total amount that has been pumped into the 
network.

 After R rounds, an average of   
have been 

shipped through the network, and

 At most units of     will remain.

 Solution = average of the solution for each round.



Phase 1

 For each commodity   , evenly distribute
units of    to each queue  corresponding to the edge 
incident to .



Phase 2

 is the imbalance 
for commodity along edge   .

 is the height of      at the tail end of  
, where                          is the height for the head.

 Find the commodity where             is maximized.



Phase 2 continued:

 Push     units of     along    for each commodity, where
are chosen to maximize  

s.t.   
1)
2)

3)



Phase 3

 Remove all flow for commodity    which has reached  
.



Phase 4

 “Rebalance the nodes:
Reallocate each commodity within each node so 

that the queues for commodity
are all equal within each node .” 



Cost

 Each round is implemented in
steps. 

 Phases 1 & 3 take        steps, 

 Phase 2 takes steps.

 Phase 4 takes 2MK steps.



Results of Analysis

 Max of units of    in network at 
any time.  

 At most rounds required to 
compute feasible solution, so

 steps to solve the static 
problem with demand    . 

 Also works for directed networks, but it‟s slower by
.



“Nasty example”

 4 nodes, 4 edges, 4 commodities.

 The source for   is node   
and the sink is node   + 2.

 Demand for each 
commodity is 4 and capacity
for each edge in each direction
is 1.

 The feasible solution is to ship one of each 
commodity per round.

4

1

2
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An Extension to this work

 In „94, Awerbuch and Leighton published a following 
work, “Improved approximation algorithms for the 
multi-commodity flow problem and local competitive 
routing in dynamic networks,” which had 2 added 
benefits.
 The new algorithm has a better run time
 It works “even in networks where edge capacities can vary in an 

unpredictable and unknown fashion.”
 The runtime for this algorithm is 

steps, which “is competitive with 

(and in some case superior to) the best previous bound for 
deterministic algorithms.
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