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Abstract—Layered multicast is a promising technique for broadcasting
adaptive-quality TV video to heterogeneous eceivers. While severallay-
ered multicast approacheshave beenproposed,prior work has identified
several problemsincluding significant and persistent instability in video
quality, arbitrary unfairnesswith other sessionsjow accesdlink utiliza-
tion due to conservativebandwidth allocation, and problemswith receiver
synchronization.

In this paper we proposea new layered multicast schemewhere we ex-
ploit a simple, coarse-grained,two-tier lossdifferentiation architecture to
achievestableand fair bandwidth allocation for viewers. Despitethe sim-
plicity of our lossdifferentiation model, we showthat it achievesmost of
the benefitsof complexand costly priority dropping schemes.In addition,
our protocolisreceiverdriven and thus retainsthe incentivesto limit band-
width usagethat are not presentin existing priority dropping schemes.

Keywords—multicast, layeredvideo,RLM, priority-dr opping

I. INTRODUCTION

Thelnternetis rapidly becomingthe next globalnetworkin-
frastructuresupplantingspecial-purpostelephory andTV net-
works. Although originally designedfor datatransport,IP-
basednetworksare increasinglybeing usedto deliver multi-
mediaservices. This introducesnew challengessince media
streamgequirehigherlevels of servicequality andservicesta-
bility thantraditionaldatatransport. Unlike telephoneand TV
networks,IP-basechetworksareheterogeneousyith recevers
differingin processingapabilities)ink capacitiesandnetwork
connectvities. Consequentlyno singlefixed bandwidthmedia
streamwill be optimal for all recevers. In addition, network
loadandtraffic conditions(lossesranchangedramaticallyand
rapidly. Theability of the InternetProtocol(IP) andits applica-
tionsto copewith heterogeneitandadaptto changingnetwork
conditionshasbeenakey to its success.

Ourstudyis motivatedby thedesireto transmitmedium-scale
TV broadcas(few hundredgso tensof thousandof viewers)
over IP-basechetworksto heterogeneouscevers. We arepri-
marily interestedn (live) broadcaseventsof interestto alarge
audiencebut not large enough(or co-locatedenough)to meet
thethresholdneededo be carried(cost-efectively) by conven-
tional TV networksover satelliteor cableto millions of viewers.
Examplebroadcaseventsincludedistancdearningandtraining
sessiongeg., televiseduniversity classes)specialevents(eg.,
concerts,lecturesor sportingeventssuchas a Europeansoc-
cer match),and focused-communitgvents(e.g., large confer
encesor meetings).Although usersareawareof their physical
bandwidthlimitations, they will still expectTV-like character
istics from their video suchasconsistentjuality. Frequen{ob-
senable) quality changesyuickly becomeannoying. Further
more,we expectmultiple IP-basedroadcassessionill oc-

cursimultaneoushandwill competdor thenetworkbandwidth,
muchlike currentTV networksbroadcasmultiple channelsat
the sametime. As a result, it is importantthat bandwidthis
allocatedfairly amongthe multicastsessions.

An appealingapproachhataccommodatelseterogeneous-
ceiversandadaptsto congestioris to encodethe video stream
ontomultiple layersandtransmiteachayeronits own multicast
group. The setof layerscomprisinga video streamconstitute
a session. Recevers of a sessionsubscribeto asmary layers
as network conditionsandrecever capabilitiesallow. Several
schemedor layeredmulticasthave beenproposed,ncluding
[MJV96], [WSS97],[LPA9S], [VRC9I8], [TPB97].

Layeredmulticast protocolstypically usea receiver-driven
approachn which the end-systemsecidewhich layersshould
be delivered. ProtocolssuchasReceiver-Driven Layered Mul-
ticast (RLM) protocol [MJV96] have beenanalyzedand eval-
uatedby several researchergMJIV96], [BBS98], [GGHS99],
[WSS97], [RKT99]. In our own prior work [GGHS99], we
foundthatrecever-drivenschemesuchasRLM exhibit signif-
icantandpersistentnstability andarbitraryunfairness in video
quality. Moreover, theseproblemsareaggraatedwith scale.

An alternatve approachs to usea priority dropping scheme
[BBS98] wherethe network, ratherthanthe recevers, decides
which layers should be delivered. When congestionarises,
routersin the network drop the leastimportant packetsfirst.
An importantbenefitof priority droppingis stableandfair al-
locationof bandwidth. Becausepacketlossesare concentrated
at the highestlayer(s)* (given their low priority), the highest
layersabsorbthe majority of transientlossescausedoy short
term congestion.As a result, lower layersare protectedfrom
loss so recevers experiencestablereceptionof the mostim-
portantlayers. Network-basegbriority droppingalsoresultsin
fair bandwidthallocationif all sessionemploythe samelay-
ering scheme. [BBS98] developeda “utility model” to com-
pareRLM with priority dropping. They showved that priority
droppingmaximizegheaverage'utility” by deliveringthe most
importantpackets.However, they concludedhatthe improve-
mentwaslessthanexpectedandmay not bejustified giventhe
drawbacks. First, implementingmultiple drop priorities in the
networkaddssignificantcompleity to routers. Secondthere
areno incentivesfor receversto unsubscribeéo higherlayers.
Third, fairnessdepend®n all sessionsisingthe samelayering
scheme. In short, pastwork suggestghat recever-driven ap-

!In this papemwe usethetermsbase layersor lowest |ayersto referto themost
importantlayers.Thehighest layers aretheleastimportant.



proachesare not as bad as expectedand the cost/benefitratio
of the alternatve, namelypriority dropping,doesnot justify its
deployment.

In this paperwe analyzethe prosandconsof bothapproaches
andthenproposea hybrid approactthatcombineghe bestfea-
turesof both. Our new schemeis basedon a coarse-grained
loss-priority mechanismlocatedin the network that achieves
thebenefitsof priority droppingwithoutthe compleity or layer
dependencof strict priorities. Our layeredmulticasttransport
protocolis amodifiedversionof RLM thatuseghesimpletwo-
level networkpriority mechanisito protectlower layersfrom
burstloss,avoid disruptive join-experimentsandimprove syn-
chronizationamongrecevers. The useof a coarse-grair(i.e.,
two-level) drop-preferenceatherthanarbitrarymultilevel prior-
itiesmeanurschemés simpleto realizeandretainsncentives
for receversto unsubscribé&rom unneededayers.We shav that
in spiteof its simplicity, our schemeesultsin afair andstable
bandwidthallocation.

In this paper we begin our discussiorof layer multicastby
analyzingrecever-driven approachesOur analysisusesRLM
as an example receverdriven approachbecauset hasbeen
widely studied,code for RLM is readily available, and it is
designedo have good stability properties. Sectionlll exam-
ines network-basegbriority droppingschemesand their bene-
fits/dravbacks. SectionlV thenintroducesour nen hybrid ap-
proachbasednReceverSelectablé.ossPriorities(RSLP)and
ReceverdrivenLayeredVulticastwith Priorities(RLMP). Sec-
tionsV andVI describeéheimplementatiordetailsof theRSLP
andRLMP. SectionVIl evaluatesRLMP and demonstrategs
stability and fairnessproperties. SectionVIll summarizese-
latedwork on layeredmulticastand SectionlX offersour con-
clusions.

1. RLM

The Receverdriven Layered Multicast protocol (RLM)
[MJV96] is designedto deliver layeredvideo to a heteroge-
neoussetof recevers. In RLM, the sourceencodedhe video
signalonto multiple discretelayerswhereeachlayerincremen-
tally refinesthe layer below it. Eachlayeris transmittedon a
separatdP multicastgroup. To copewith bandwidthhetero-
geneityandadaptto changingcongestiorconditions a recever
selectvely subscribeso asmary layersasits accesdandwidth
andnetworkconditionswill permit. RLM is designedo exploit
existing IP multicastcapabilitiesanddoesnot requireary nen
mechanismsvithin the network. Moreover, the RLM protocol
is transparento senderandrunsonly atrecevers.

When RLM detectssustainedossesit dropsa layerin an
attemptto reducethe congestion. To learn of (newly) avail-
ablebandwidth,RLM periodically conductsa join-experiment
that probesthe networkby addingthe next layer. If the join-
experimentproducegongestionRLM concludeshebandwidth
is not available, dropsthe new layer, anddoublesthe time be-
forethenext join-experiment Becauséoin andleave operations
do nottakeeffectimmediately RLM alsomaintainsa detection
timer T thatestimateshe amountof time betweerthe startof
ajoin experimentandthe onsetof congestion.

RLM is designedto avoid frequent subscription level
changes. If a join fails, the recever becomesmore reluctant

to addalayer If arecever hasbeenstablefor sometime, it be-
comesmoreconserative aboutdroppingalayer Whenconges-
tion arisesRLM waitsfor aninterval of 2 x T, beforemakinga
decisionto avoid reactingto transientongestionlf theconges-
tion persistdo theendof thisinterval it dropsa layer, otherwise
it returnsto the stablestate. Thesedelaysaremeantto dampen
statetransitionsandpreventthrashing.To scaleto large group
sizes,RLM alsoincorporatestheroptimizations.An example
is “sharedliearning”within a sessiorwherethefailure of a join
experimenttonductedy arecever is inferredby otherrecevers
thusavoiding the needfor separatelisruptivejoin experiments.

In [GGHS99]we analyzedhestability andfairnessof RLM,
andthe ability of RLM to effectively utilize accesdandwidth.
As this studyis theprimarymotivationbehindour new protocol,
therestof this sectionsummarizeshe mainresultsreportedn
[GGHS99].

A. Sability of Receiver-driven Layered Multicast

An important metric for evaluating video distribution pro-
tocols and end-userexperienceis the stability of the ser
vice quality. SinceRLM'’s adaptationmechanisnis basedon
adding/droppingayers we measurestability astherateatwhich
the subscriptiorlevel at a recever changes.deally, we would
like to seethis ratecornveme to zero,andat atime scalesignif-
icantly smallerthanthe time scaleof substantiathangesn the
total traffic load. While shortterm congestioris inevitablein a
besteffort networkandcansometimede maskedy the appli-
cation,persistenfluctuationin thesubscriptiorievel is evidence
thatthe protocolis unableto corverge to the appropriatdevel.

In [GGHS99]we measuredtability of RLM usingthreedif-
ferenttypesof traffic sourcesconstanbit rate(CBR) sources,
andtwo typesof variablebit rate (VBR) sourcesof medium
and high variability denotedVBR-3 and VBR-5 respectiely.
Detailsof how thesesourcesaredefinedis givenin sectionVII.
A characteristiof RLM worth notingis thatin aneffort to en-
hancestability, recevers that have beenat the samelevel for
someperiodof time will notreactquickly to obsered conges-
tion.

As expected the CBR sessiongonverge rapidly andthenre-
mainstable. Thesamedoesnotholdfor theVBR sourcesBoth
VBR-3 and VBR-5 experiencemary level changesthrough-
out the simulationcausingreceversto obsere a wide rangeof
videoquality. Figurel plotsthesubscriptiorevel changeover
time for two simultaneou®/BR-3 sessionsharinga bottleneck
link. ? Thefigureshaws aperiodin which thevideoquality be-
comesfour timesbetterin lessthana four minutewindow. We
obsenre similarquality swingswith VBR-5. Anotherinteresting
phenomends how the recever’s quality “flip-flops” overtime.
This occursin boththe VBR-3 andVBR-5 tests.In the VBR-3
test,recever 1 initially recevesfour layerswhile recever2 only
recevestwo layers(e.g.time 400-650).As time progressethe
two trade placeswith recever 2 receving four layersandre-
ceiver 1 only gettingtwo layers(e.g. time 920-1050). In be-
tween(attime 800)thesystenis runningatthe“fair” allocation
of 3 layersfor eachrecever. Froma stability standpointthisis
asignificantprotocoldeficieng.

2To avoid “minor” changesgachpoint on the subscriptionlevel graphsre-
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Fig. 1. Subscriptiorevel overtime for VBR-3 traffic.

If RLM were stable,onewould expectto obsere an initial
seriesof frequentlayer changedollowedby longerandlonger
durationswithout ary layer changes.This is indeedthe case
for CBR traffic. However, the VBR traffic in Figure 1 shovs
level changegontinueto occurthroughoutthe simulationwith
(apparentlythesamefrequeng. Thesepersistentevel changes
areconfirmedby Figure2, which shawvs the cumulatve number
of level changeghatoccurduring each5-secondnterval for 4,
8, and 16 simultaneousessions.Eachis normalizedto shav
the cumulative numberof level changeperrecever. Thelinear
growth of the countingprocessconfirmsthat the level changes
persist.
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Fig. 2. Stability Comparisontheaveragenumberof layerchangeperrecever
(cumulative) overtime for differentnumbersof sessions.

B. Fairness among competing RLM sessions

We definefair allocationas equalallocationto all sessions
sharinga bottlenecklink. Ideally the protocol (RLM) would
provide bothfair and stablevideoquality. However, theseprop-
ertiesare conflicting, sothat solving fairnessonly may leadto
grossinstability. Cornversely someof the obvious waysto en-
hancestability of RLM (suchaswaiting for two detectiorntimes
beforedroppingalayer)do soattheexpenseof fairnessin gen-
eral, fairnessis hardto achiee usingRLM sincereceversare

flectstheaveragesubscriptiorievel overafive secondnterval.

obliviousof othersessionsn progressof their layeringschema
andtheir currentstate, andcannotdistinguishingoetweertran-
sientcongestiorandlong termloadchanges.

To quantify the unfairnessof RLM, we ran multiple RLM
sessionsharinga single bottleneck. We find that with CBR
traffic, unlessthereceverssubscribet virtually the sametime,
thefirst onefills the pipe,subscribingo asmary of its layersas
will fit. Subsequergessionsnitially subscribeo andgettheir
baselayer but areunableto rampup beyond that. With VBR
traffic, the instability of RLM conspiresto remove the persis-
tentunfairnessn allocationandremovesthesensitvity to initial
conditions.However, while thelong term averagebandwidthof
differentsessiongs almostthe same,on shortertimescalethe
systenremainggrosslyunfair.

I11. NETWORK-BASED PRIORITY DROPPING

Anotherapproactfor implementinglayeredvideo transmis-
sionis to usepriority droppingin thenetwork.Eachrouterin the
networkimplementsa packetdiscardpolicy which, during pe-
riods of congestiondropslower priority packetsbeforehigher
priority packets.By assigningthe highestpriority to the base
layerandsuccesskely lower prioritiesto eachadditionallayer,
lossegduringshorttermcongestiorareconfinedto theenhance-
mentlayerswithout affectingbasiclayers.Consequentlyprior-
ity droppingis very effective atreactingto transientongestion.

In contrastreceverdriven approachesannotadaptto con-
gestionat packettime scalessincemulticastleave latenciesare
in theorderof secondslin addition,all receversdownstreanof
the bottleneckmustleave the groupto stop packetdrom being
forwardedover the congestedink. Likewise,probingfor newly
available bandwidthis a slow time scaleoperation,sinceit is
timer drivenandinvolvesjoining a multicastgroup.

While it may seemthat priority droppinghasseveral advan-
tagesijt hasseveral significantdravbacks:

« Implementingpriority dropping at routersis considerably
more comple than existing droptail schemes.Multiple prior-
ity levels aggraatethis further Routersneedto examinethe
priority headeffield andensurehatthelowestpriority packets
discarded.

« Priority droppingprovidesnoincentivesfor receversto lower
their subscriptiorievel. Packetsprioritiesaresetby the sender;
the droppingis doneby routers.Without externaldisincentves
(e.g., monetarydisincenties)the recevers would remainsub-
scribedto all layers,causingextraneoudraffic to be needlessly
carriedon partsof the network,andextraneousmulticaststate
informationto consumespacen routers;all yielding little or no
valueto recevers.

« Priority droppingrequiresthat the network supportas mary
loss priority levels aslayers. To ensurefair allocationof re-
sourcesijt alsorequiresthat eachsessiorusesthe sameset of
priorities.

In [BBS98], the authorscomparedhe performanceof a pri-
ority droppingschemewith a uniform droppingschemeandthe
recever-basedrLM. They concludedhatpriority droppingcan
achieve amodesimprovementin utility over uniformdropping,
but shov gainsof 50% to 100% over RLM in mary circum-
stances.



IV. A NEwW APPROACH BASED ON SIMPLE LOSS
DIFFERENTIATION

In this section, we introducea nen approachfor recever
driven multicast,basedon simplelossdifferentiation. Our ap-
proachis motivatedby our desireto maintainthesimplicity and
receverincentivesof RLM while overcomingheinstabilityand
unfairnesgroperties.In addition,we are motivatedby the ef-
fectivenessof priority droppingin reactingto shortterm con-
gestion. The goal of our designis to achieve stableand fair
layer allocation, while avoiding the implementationcomplex-
ity of traditional priority droppingmechanismsnsidethe net-
work. Our solutionconsistsof two parts: Receiver-Selectable
Loss Priorities (RSLP)- simpleroutermechanismso support
two-level losspriority andpriority sensitve multicastjoins, and
Receiver-driven Layered Multicast with Priorities (RLMP) - a
new recever protocolexploiting lossdifferentiation.

ReceiverSelectableLoss Priorities: We proposea simple
two-level drop priority schemdamplementedn the (multicast)
forwarding path of routers. In this scheme the network sup-
portstwo priority levels. Asin RLM, the sendeencodewvideo
into multiple layers,andtransmitsthem on differentmulticast
groups.A recever decidesvhich groups(layers)to subscribeéo
(asit doesunderRLM), butin addition it has the option of sub-
scribing to a layer at high priority or low priority. Whencon-
gestionoccurs,the routerattachedo the congestedink drops
packetsassociatedvith group(s)mappedaslow priority in pref-
erenceo thoseof groups(smappedashigh priority. Wereferto
thisschemeasRecever-Selectabld.ossPriorities(RSLP)since
it is thereceversratherthanthe sendetthatdeterminesheloss
priority of packetdthisis in contrasto priority droppingwhere
thesendessetsthedroppriorities).

RSLP is easierto implementthan per layer drop priority
schemesanddoesnotrequirethatall sessionsisethesaméday-
eringscheme.The drop priority canbe representeat a router
usingasingleadditionalboolean(onebit) variablefor eachout-
goinglink associateavith a multicastgroup. This canbe main-
tainedas part of the multicastforwardingtablethatis already
presentat a router The RSLP protocolis robust to imperfect
priority mechanismsthus allowing simplerimplementatiorat
routers.In SectionV we describeasimplethresholcbased-IFO
gueuemplementationandshaow in SectionVII thatit provides
sufficientlossdifferentiationto obtainthedesiredprotocolben-
efits.

Receiverdriven Layered Multicast with Priorities: To ex-
ploit thelossdifferentiationprovidedby RSLPwe designa nen
recever-driven protocol calledRecever-driven LayeredMulti-
castwith Priorities(RLMP). Thebasicideais to useRSLPslow
priority channefor theleastimportantlayer, therebyprotecting
the baselayers (transmittedon RSLP high priority channel)
from lossduringtransientcongestion.ln addition,RLMP uses
anRLM:-like approactto find the optimalnumberof layersthat
shouldberecevedat high priority. Thealgorithmuseghe mea-
suredossrateonits low priority layer(s)to decidewhento add
anew layer The passive measurements avoid both the delays
causedy thetimerbasedoin experimentsof RLM andpertur
bationof networkconditionscausedy join experiments.

An importantfeatureof RLMP is thatreceversretainthein-
centivespresenin RLM to prunebackgroupsthatexceedtheir

bottleneckcapacity If arecever mapsall groupsashigh prior-

ity, it will experiencdossesacrossall layersincludingthe base
layers.To avoid this, arecever mapsashigh priority only those
groupsthat canfit in its bottlenecklink without causinglosses
during bursts. In addition,it mapsat mostoneadditionallayer
(group)aslow priority to “monitor” networkcongestiorwithout

compromisingts baselayersandto get whatever it canwhen

thesourceis lesshursty. Theuseof alow priority “buffer layer”

enhancestability for VBR sourcessinceshortterm burstiness
only affectsthislayerandthereforehehigh priority layersexpe-

riencefewer losses.Thusthe schemas effective in controlling

congestiorat packettime scales.

V. NETWORK SUPPORT FOR RSLP

This sectionpresentshe networkmechanismseededo im-
plementRSLP Theobjectieis to usearecever-selectabléwo-
priority architecturao approximatea full-priority droppingar
chitecturewith muchlesscomplexity thana full-priority archi-
tecture.

Unlike a full-priority schemavheretheflow prioritiesareset
by the sendelanddo not changeasthe packettraverseshe net-
work, our proposedwo-priority algorithmallows packetprior-
ities to changeat multicastbranchpoints. In addition,the pri-
orities at the branch-pointsare determinedoy the downstream
receversratherthanby the sender

RSLPrequireghatrouteramplementatwo-priority dropping
schemaandamulticastjoin/leave protocolthatsignalsthe prior-
ity atwhich arecever wishesto subscribeo a multicastgroup.
The next sectiondescribeghe requirementsn termsof router
datastructuresandprocessing SectionV-B presentghe proto-
col usedby receversto signaltheir desiredsubscriptiorevels.

A. Router Data Sructures and Processing

Our objective is to minimize the router overheadneededo
implementRSLP In particular we want to keepthe fastpath
processingsefficientaspossible Althoughmorecomple im-
plementationsare possible,we have found our simple imple-
mentatiorprovidessufiicientdropdifferentiationfor RLMP.

Eachroutermaintainsa singleFIFO queueperoutgoinglink.
The routerreseres part of the queue representetby a thresh-
old r, for high priority packets. The remainderof the queue
canbe usedfor high or low priority packets.Whenthe queue
usagels lessthanthe thresholdr, all packetsareaddedto the
gueueregardlesf their priority. If thequeueusageexceedsr,
low priority packetsarediscardedn arrival. Only high-priority
packetsareallowedto enterthe queue.Whenthe queueusage
reachests capacity all packetsarediscardediponarrival. The
completediscardalgorithm IsRoom is shawvn in Figure 3. If
IsRoom() returnsFALSE, the packetis dropped,otherwisethe
packetis enqueued.

Packetsareenqueuedt the headof the queueanddequeued
for transmissiorirom thetail of the queue.Thereforethequeue
is a strict FIFO queue. The adwantageto this implementation
of the hi-low priority queueis that we never take a packetoff
the queueonceis hasbeenplacedon the queue. As a result,
the queuecan be implementedas a hardware FIFO queuein
high-speedouters. It alsohasthe nice characteristi¢hatit is
a singlequeue,so packetswill be sentout of the queuein the



IsRoom(RicketPriorityP) {
if (CurUsage< Threshold) or
(( P==High) and(CurUsage< Qmaz)) {
CurUsage++;
returnTRUE;

returnFALSE;

Fig. 3. Routineto determinesvhetherthereis room on the outgoinglink’s
queue.

orderthey arrived. In a Diffservlike architecturenith multiple

gueuedhaving differentforwardingpriorities, it is possiblethat
packetonlow priority queuesouldbedelayedor asignificant
amountof time. Our singlequeueapproachdoesnot have this

problem.However, sincewe never remove alow priority packet
in favor of ahigh priority packetwe donotseethesamebenefits
asif usinganimplementatiorthatstealsbuffersaway from low

priority packetsand givesthemto high priority packets. The
rewardis implementatiorsimplicity.

We now turn to forwarding statemaintainedat routers. In
the following we focusour discussioron non-sharednulticast
trees sincethemodificationgequiredn thecaseof sharednul-
ticasttrees(suchasthoseusedby CBT andits variants)aresim-
pler. Eachroutermaintainsanarrayof routerentrieswhereeach
entryin the arraycontainghefollowing information:

(S,G,(OL1, P1),(OLs, Ps),...,(OLy, Py))

where

S isthesourceaddress,

G is themulticastdestinatioraddress,

O1; isastructurewith pointersto the outgoinglink’ squeue
P; is apointerto the currentpriority settingfor this multicast
grouponthis outgoinglink.

Wereferto thelist of (O L;, P;) pairsastheoutgoing link list or
simplytheout_list.

All packetslestinedor thesamemulticastgroupoveranout-
goinglink have the samepriority valuewhich is the maximum
priority of all thedownstreanrouters/recefers. The maximum
priority is establishediia the join/leave signalingprotocol de-
scribedin sectionV-B.

Figure4 shaws the forwardingalgorithmwhich consultsthe
routing table to decidethe outgoinglinks and sendpriorities.
Whenanincomingpacketarrives,the outgoinglinks on which
to sendthe packetarelookedupin theforwardingtable(which
alsotells the priority atwhichthe packetshouldbesenton each
link). For eachoutgoinglink, we try to enqueueghe packeton
the outgoinglink (i.e., call IsRoom()). If it canbe enqueuedit
is appendedo the queueassociateavith the outgoinglink.

Whenthe packetis placedin the outgoingbuffer, the TOS
(Type Of Service)field in the header(e.g.,the IP TOS header
field) is setto eitherhigh priority or low priority sothatthere-
ceiver of the packetcantell whetherthe packetwassentat high
or low priority. Notethis TOS field only representshe service
the packetobseredover thelasthop.

ForwardRacket(strucpacketp) {
for ol in (routerentry[p.Sp.G].outlist) {
if (IsRoom(ol.getPrioritf))) {
cp=p.clone();
cp.setPriority(ol.getPrionk));
enquecponol.Q;
}
}
discardp;

—

Fig. 4. Therouterforwardingroutine.

B. Sgnaling Protocol

The signalingprotocolis usedto establishthe multicasttree
and to setthe queuingpriorities for packetsat the multicast
branchpoints. The signalingprotocolwe proposecouldbe im-
plementedhsa minor extensionto almostary multicastrouting
protocol. In particulay we needto extendexisting protocolsby
addinga new field to join messagesalledthepriority field.

Whena recever wantsto join a multicastgroup, it issuesa
join operationspecifyingthe multicast group andthepriority at
which it wishesto receve packets.Notethatjoin requestsan
besentatary time. In factwe assumehatthesignalingprotocol
will periodicallyresendoin messaget® refreshthecontrolstate
in therouter Whentherouterrecevesajoin messagérom and
existing child (atthesamepriority level), it simply refreshests
state.In additionto refreshmessages recever may decideto
changdits priority by sendinga new join messagéor the same
group but specifyinga new priority (which may be higher or
lower thanthe previous priority). Leave messagework asthey
wouldin the normalmulticastrouting protocol.

Uponreceving thefirstjoin requesfor agroup,arouteradds
therequestingiodeandtherequestegriority (i.e., (OL, P) ) to
its routingtable. It thenforwardsthejoin requestwith thesame
join priority, to all its “parents” for the multicastgroup (i.e.,
sourcesthat it knows about)® Subsequentlywhenthe router
recevesanothefjoin requesiat the samepriority level) from a
differentnode,it simplyupdatests out list andneedhotforward
thejoin messageasit hasalreadyjoined. Usingthismechanism,
thejoin-priority is forwardedtowardthe senderestablishinghe
desiredpriority droppingat eachnodein the network.

Theabove join processingessentiallymimicsthatof existing
join protocols. Where priority joins differ from corventional
multicastjoinsis in achild’s ability (recever or router)to spec-
ify a priority level thatis possiblydifferentthanthat of other
children.A child canalsorejoin the groupat a differentpriority
level (higheror lower thanbefore). Whena routerreceves a
high priority join requestit simply recordgherequesitf it is al-
readyjoinedat high priority. If it is notcurrentlyjoinedathigh-
priority, it recordsthe requesin the routingtable andforwards
thejoin requesto ensurdt recevesthe packetsat high-priority.
In otherwords,assoonasonechild requestigh-priority, the
routermustalsorequestt of its parent Whentherouterreceves

3 Forsomemulticastrouting protocolssuchas DVMRP, thejoin priority can-
not be forwardeduntil the parentbecomesnown (e.g.,afterthe first multicast
messagés floodedto thegroup).



alow priority join requestijt simply addsthechild to therouting
tableif it is alreadyjoinedatlow priority. However, if therouter
is joined at high priority, it will checkto seeif thereare ary

remaininghigh priority children. If no high priority children
remain, the router formulatesa low priority join messagend
forwardsit to its parentslIf high priority childrenremain,noth-
ing needgo bedone.Finally, notethatif the outgoinglink is a
sharedaccesdink, the priority for thelink is setto the highest
priority requested.

VI. RECEIVER-DRIVEN LAYERED MULTICAST WITH
PRIORITIES

To takeadwantageof the RSLParchitecturethe layeredmul-
ticastprotocolmustassignprioritiesto layers(i.e., high or low
priority). Unlike priority-basedayeredapproachesvherethe
senderassigngpriorities to eachlayer and every recever sub-
scribesto all layers,RSLPreceverssetthe priorities andmust
judiciously assignthe priorities to avoid oversubscribingthe
high-priority channel.Consequentlythe receier’s objectie is
to find the optimal numberof layersthat shouldbe receved at
highandlow priority.

The basicidea behind RLMP is to subscribeto N layers,
where N is determinedrom the currenthigh-priority andlow-
priority lossrates.At ary pointin time thelowestlayers,layers
1to N — 1, will be subscribedo at high-priority, while the
highestlayer, layer N, will besubscribedo at low priority. To
ensurghatRLMP alwayssubscribeso exactly onelayeratlow-
priority andall othersat high-priority, adding a layerinvolves:
1. joining layer N + 1 atlow priority, and
2. re-joininglayer N athigh priority
while dropping alayerinvolves:

1. leaving layer N, and
2. re-joininglayer N — 1 atlow priority

Subscribingo the N'*" layer at low priority senestwo pur-
poseqin additionto deliveringbits to theapplication):

1. Whenpacketbursts(congestionpccurs,the majority (if not
all) packetloss will be concentratedat the highest(and thus
leastimportant)layer. In RLM, packetossis equallydistributed
acrossll layers.

2. Thelow-priority layer providesa non-intrusize way to mon-
itor the unresered bandwidth eliminatingthe needfor disrup-
tive join-experiments.

As aresult,thelossrateonthelow-priority layercanbeusedto
accuratelydeterminewhen sufiicient bandwidthis availableto
changealayerto high-priority. Onecanthink of subscribingo a
low priority layerasabandwidthreserationrequestlIf theloss
rateis sufficiently low after subscribingthe recever assumes
the “resenation” was grantedand confirmsthe resenration by
moving the layerto high-priority. Thelow-priority layer effec-
tively eliminatesthe guess-worlof RLM' s join-“experiments”.
At the sametime, thelossrateof the high-priority layerscanbe
usedto determinewhetherthereis adequatdandwidthfor the
currentN — 1 layers.

The first key to RLMP’s add/dropalgorithm is the use of
two loss-ratethresholds. The first threshold,H 4., , is similar
in purposeto the drop thresholdin RLM. It determinesvhen
the available bandwidthis insufficient to carry the currentlay-
ers. Whenthe high-priority channelloss rate exceedsH 4.,

the low-priority layer is droppedand the highesthigh-priority
layerchangedo low-priority to reducethe sessiors bandwidth
consumptionThesecondhreshold [, 44, determinesvhenthe
low-priority loss-ratehasbhecomesolow thataddinga new layer
is warranted. Low (or no) loss on the low-priority layer in-
dicatesthat sufficient bandwidthis now availableto carry the
low-priority layerwith minimal loss (i.e., the “resenation” re-
guestsucceeded)Becausehelow priority channels primarily
intendedfor layersthat cannotbe carriedin their entirety the
currentlow-priority layeris changedo high-priority becauseét
canbe carriedin its entiretyand a new layer is addedat low
priority.

The secondkey to RLMP’s add/dropmechanisnis the way
thelossratesarecomputedeforebeingcomparedo the H 4.,
and 7,44 thresholdsSinceRLMP’s objectie s to protectlow-
layersfrom short-termburstlosseswe userelatively long-term
averageloss ratesto trigger layer changes. We achieve this
by computingthe long-termloss rate using an exponentially
weightedaverage with smoothingparameter::

Sn-l-l =asS, + (1 - a)Xn+1

where X, is the n'” loss-rateobsenration, and S,, is the es-
timated long-term loss-rate. The parametera. controls how
quickly the estimatedossratereactsto changesn X,,. Larger
valuesof o providebetterstability. Notethatlossesareobsered
andmaintainedseparatelyjor the low priority channelandthe
high priority channelandusedifferentsmoothingfactors.

Theadwantageof alongertermlossrateestimatoiis thatit is
lesslikely to reactto suddenchangesn lossrates,but instead
looksfor longerterm, significantandsustaineadhangesn net-
work load. Onthe otherhand,it hasthe potentialof creatinga
systenthatis slow to react.In acorventional(hon-priority) net-
work, slow reactiontimescanbe catastrophibecaussustained
congestiorcausedossacrossall layers,severely dggradingthe
receptionof the baselayers. However, in RSLP congestioris
absorbedy thelow-priority layers,protectingthe high-priority
layersfrom lossandensurea consistenbase-lgel quality.

A long-termlossrateestimatoihasseseraladwantages:
1. It is not susceptibleéo minor errorsin thelossratemeasure-
ment.
2. The loss rate estimatorcurwe (i.e., S, plotted over time)
changesslowly, causingit to slowly approachthe threshold
ratherthanjumpingbackandforth acrosghe threshold(asthe
instantaneoukssrate X,, would do).
3. All receversaremorelikely to seethe samedossratecure.

The fact that recevers “sharelossrate knowledge” (point 3
aborve) canbeusedto improve fairnessbetweercompetingses-
sions.In particularif we set’.,44 Usingagraduatedcalebased
on the currentsubscriptiorevel (or moregenerallyon the cur
rentreceve bit rate),we canensurethat sessionsvith few lay-
ersaddanew layerbeforesessionsvith mary layers.To ensure
this, we usethe following function to setthe 7,44 threshold
(which can, alternatvely, be specifiedusingreceved bit rates
insteadof layers):

Ladd =1- (IA + pmzn)

wherel is the currentsubscriptiorievel, A is the desiredsepa-
rationbetweenl. 44 levels,and p,;, is the minimumthrough-



put that mustbe presentin orderto adda layer. In our tests,
we setA = .09 and pmin = .52. Notethat! > 2 result-
ingin L,q4q > 70%. Whennew bandwidthbecomesvailable,
receverswith few layerscrosstheir L,44 thresholdbeforere-
ceiverswith mary layers, ultimately bringing theminto a fair
state.

VII. EVALUATION

We simulatedthe performanceof both RLMP andRLM us-
ing theNS simulator{Tea]. Our evaluationis basecontheRLM
codeusedin [MJV96] andthe simulationmodeldescribedn
[BBS98]. The simulationtopology usedin our experimentsis
shavn in Figure5. In eachexperimenttherearern concurrent
sessionsgachhaving asinglesourceandasinglerecever. Each
sourcesendsout on a dedicatedlO Mb/s link to the router at
the headof the bottlenecklink. Thereceversareimmediately
downstreanof the bottlenecklink. The capacityof the bottle-
necklink is S x 500 Kb/s, where S is the numberof concur
rentsessionskor RLM experimentsyoutersuseFIFO schedul-
ing with atail droppolicy. For RLMP experimentsyoutersuse
RSLP’ two-priority drop policy. Eachsourcetransmitsa lay-
eredvideosessiorconsistingof 6 layers.The baselayersentat
arateof 32 Kb/s, with the ratedoublingwith eachsubsequent
layer. Thusthetotal bandwidthof 4 layerswas480Kb/s, suffi-
cientto accommodatd layerspersourcef allocatedrairly.

Bottleneck

. n * 500 Kb/s

10 Mb/s

()

Fig.5. SimulationTopology

We usedthe CBR/VBR sourcemodeldescribedn [BBS98].
In it, the baselayer generatedraffic over 1 secondintervals.
In eachinterval n packetsare transmittedwheren is chosen
independentlyfrom the following randomdistribution: n = 1
with probability1 — 1/P, andn = PA + 1 — P with prob-
ability 1/P. A is the averagenumberof packetsper interval
andis chosento be four 1KB packetsn our experiments.The
n packetsaretransmittedn a singleburst, startingat arandom
time (uniformly distributed)within theinterval. For eachhigher
layer! theinterval is brokeninto 2! subintenals,andn packets
aresentin oneburst at a randomtime in eachof thesesubin-
tenvals correlatedacrosdayers. P representshe burstinessof
the traffic sourceand givesan indication of the peak-to-mean
ratio. For P = 1 the abore modelproducesCBR traffic. We
alsoreportresultsfor P = 3 and P = 5. Othershave shavn
thatpeak-to-meamatiosof 2 to 10 arecommonfor VBR traffic
[RT99].

In all our tests,we usedan a;,,-i, of 0.9 andan apipri, Of
0.8, althoughwe foundthatthe resultsarenot very sensitive to
thesesettingsaslong asthey tendedowardlong-termaverages.
For bothRLM andRLMP we useda dropthresholdossrateof
25%. RLMP’s addthresholdossratewasbasedon the current

subscriptiorievel asdescribedn VI. We measuredhelossrate
usinga 250 msinterval, but have usedsmallerandlargerinter
vals andfound that specificvalue doesnot significantly affect
theresults.In all experimentsyouterswereconfiguredwith 60
packetbuffersof which 60% wasresered for the high-priority
traffic (i.e., base-layers).

A. Sability and Fairness
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Fig.6. RLM (top)vs. RLMP (bottom)stability for two VBR-3 sessions.

The graphspresentedn this sectionshov a single exam-
ple run to illustrate the service quality as viewed by a re-
ceiver over time. Although behaior variesfrom run to run,
the graphsshavn representa “typical’ run. We performed
mary simulationsto verify that the examplesshavn hereare
representatie. Our simulationsystemis publicly available (at
www.research.att.congisli/iptv) so the interestedreadercan
verify ourresults.

Figure6 andFigure 8 show the subscriptionlevels of com-
petingVBR sessionsisingRLM andour nev RLMP. Figure6
plots the subscriptionlevel of two competingVBR-3; sessions
using RLMP and RLM. Figure 8 the subscriptionlevel of 16
competingVBR-5 sessionsTo makethe graphsmorereadable,
eachsessiors subscriptionlevel is plottedwith a small offset;
soary valuebetweenV andN + 1 refersto asubscriptiorievel
of N.

RLMP’s stability is evident from thesegraphs.After theini-
tial ramp-up the RLMP sessiongock-in ona subscriptiorievel
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Fig. 7. RLM (top) vs. RLMP (bottom)lossratesper layer for sessionl in
Figure6 (plottedusingaverage®ver30secondntervals).

and exploit the low priority of the highestlayer to “ride-out”

the transientbursts. This is in stark contrastto RLM. Using

RLM, the variability of the traffic causesRLM to changethe
subscriptionlevel, resultingin persistenpatternof fluctuating
level changesThe effectivenesof RLMP to successfullypro-

tectthelowerlayersfrom loss,andconcentrat¢helossesonthe
low priority layeris illustratedin Figure7. While effective, the
imperfectnes®f our priority schemeresultsin somelossesat
lower layers,leaving a disincentve for the sessiongo become
too greedyandsimply subscribeo all layersof the session.

RLMP achieves fair allocation amongthe competingses-
sions. In Figure 6 the two sessionsonveme to the equalal-
location of four layerseach. Figure 8 depicts16 VBR-5 ses-
sionscompetingfor bandwidth.Out of the 16 sessions14 sub-
scribeto four layers,while two sessionsubscribeo five layers.
Althoughideally all of the sessionsvould subscribeto exactly
thesamenumberof layers,subscriptiorievel difference®f one
(dueto roundofs to integralnumberof layers)is acceptablend
unavoidable. We have run similar testsat other VBR settings
using2, 4, 8, and 16 competingsessionsand obsened similar
resultsto thoseshown here.

Thesharedknowledgeapproacho obtainfairnesswvorkswell
aslong asbandwidthcontinuego becomeavailable. Assuming
sessiongre constantlycomingandgoing, the approachworks
well with both CBR andVBR traffic. In addition,all our tests
shaved that the “idle” periodsin VBR traffic are sufficient to

causeeceverswith few layersto reachtheir addthresholdand
bring the systeminto a reasonablyfair allocationeven if ses-
sionsare not coming and going. CBR traffic behaes differ-

ently. If the sessionstartat roughly the sametime, they end
up sharingthe bandwidthfairly (which wasalsotrue of RLM),

andif sessiongomeandgo over time, CBR alsoreaches fair
allocation. However, in certainpathologicalcasesit is possi-
ble for one CBR sessiorto preventanotherfrom achieving its
fair share We arecurrentlyinvestigatingmechanismsimilarto
thoseusedin [WSS97]to handlethis case.
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Fig. 8. RLM (top) vs. RLMP (bottom)fairness/stabilityfor 16 competing
VBR-5 sessions.

B. Protocol complexity

The compleity of our new protocolis low. At receversthe
additional spacerequirementconsistsonly of a secondset of
statisticsonesetfor eachlosspriority. Specifically our nsim-
plementatiorstorestwo doublevariables onefor the exponen-
tially weightedlossaverageandanothemnefor the currentloss
measurementln comparisorto the otherstateinformationas-
sociatedwith eachlayer, this additionalstateis negligible. The
processingime attherecever comparegavorablywith RLM.

At branchpointsin themulticasttree,routersmustrecordan
additionalboolearvariable(i.e.,abit to recordhigh or low drop
priority) with eachoutputport for eachgroup. The processing
compleity at routersis increasedn two (minor) ways. First,
duringthelookup-operatiorfor multicastpacketsthe drop pri-
ority mustalsoberetrievedfrom theroutingtableentry Second,



beforeenqueuinghe the datagranon the outgoingqueue the
routermustverify thatthe queueoccupang hasnot exceeded
the low priority admitlevel. Althoughthis overheadis in the
router’s fast-path,this compleity is lessthanor comparable
to whatis beingdiscussedn the differentiatedserviceswork-
ing groupat thelETF, andhasnegligible impacton forwarding
performance.While our protocolwould benefitfrom a better
priority implementationit is explicitly designedo berobustto
coarsdmplementatiorof priorities.

VIIl. RELATED WORK

In additionto thework on RLM, therearesereral otherpro-
tocols for layeredvideo transmission. ThinStreams[WSS97]
addressesssuesof fairnessfor multiple sessiongonsistingof
“thin” equal-sizedayers. The algorithmrequiresthatrecevers
calculatejoin andleave thresholddasedon their currentlevel
of subscriptionTheideais thatreceverssubscribingo alarger
numberof layerswill surrendethemmore quickly thana re-
ceiver with a smaller subscriptionset. Instability is not ad-
dressedandmay be significantgiven the join/leave overheads
of thin layers.

Theissueof fairnessbetweerRLM and TCP traffic hasalso
beenstudiedVRC98], [TPB97]. Theideain [VRC98] is for re-
ceiversto useajoin/leave stratgy for congestiorcontrolwhich
mimics the behaior of TCPR This relies on making appropri-
atechoicef layerbandwidthsandthetime delaybetweertry-
ing to increasesubscription.In [TPB97], eachrecever triesto
determinethe shareof bandwidththat an equivalentTCP con-
nectionwould use andthenmakegoin/leave decisionsn order
to matchthat valuefor the multicastsession. TCP’s objectives
differ significantlyfrom the objectvesonewould designfor a
videotransmissiorprotocol. Consequentlymakingthe layered
multicastschemebehae like TCP canhelpit “get along”, but
maywreakhavoc onthe“visual experience”. Thefocusin both
studieds to provide fairnessbetweerall TCPandall RLM traf-
fic, ratherthan betweenindividual RLM sessions. Although
thesesolutionsinteractbetterwith TCR, they will experience
thesamesaw-toothbehaior experiencedy TCPflows. In fact,
theuseof multiplicativedecreassvill resultin moresudderand
drasticlevel changeghanRLM. Also, becauseheseprotocols
behaelike TCR they will offer“fairness”similarto thatof TCR
whichis known to producearbitraryunfairnessOtherenhance-
mentsover RLM suchassynchronizedoins betweerrecevers
in the samesessionmay offer substantiaimprovementsover
RLM. However, sinceour studyuseda singlerecever perses-
sion,theseenhancementsill notimprove ontheRLM stability
andfairnesgresultspresentedhere.

Recently [RKT99] and [JZA99] addresghe issueof fair-
nessbetweenrecevers of a single layered multicast session.
[RKT99] identifiesa setof fairnesspropertiesand shaws that
they can be achieed through sendercoordinationof joins.
[JZA99] proposedhe usetwo multicastgroups,a low-bitrate
basegroup, and an additionalvariable bitrate group. All re-
ceivers are expectedto be capableof receving the basegroup
with minimal losses. The bitrate of the variablegroupis set
by the sourcein responseo message$rom the recevers re-
porting losses.Unlike theseproposalspur algorithmdoesnot
requireary recever-sendeinteractionandthushasmoredesir

ablepropertiesn termsof scalingandresponsieness.

IX. CONCLUSIONS

We have presentedhe ReceverSelectablelLoss Priorities
mechanisnthatprovidessimplelossdifferentiationandtheas-
sociatedRecever-driven LayeredMulticast with Priorities al-
gorithm for supportinglayeredmulticast. The main motiva-
tion wasto addresshelack of stability andfairnessobseredin
layeredmulticastprotocolssuchasRLM. Therationalebehind
RSLPis to obtainthe benefitsof priority droppingwhile usinga
low compleity, coarsegrainlosspriority mechanismln addi-
tion, RSLPretainstheincentivesof therecever drivenmulticast
modelto subscribeto only thoselayersthat canbe effectively
deliveredto recevers. RLMP utilizesthe RSLPmechanisnto
drive theaddinganddroppingof layersto achieve stability and
fairnesst useghelossratesmeasurean thehighandlow pri-
ority layersto determineéts optimalsubscriptiorevel. Our sim-
ulationresultsshav thatRLMP protectsthe baselayersduring
shortterm congestiorthusproviding stability. It alsoprovides
fairnessacrosscompetingsessions.
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