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Introduction

The ready availability of massive amounts of data in numerous

scientific fields, while an obvious boon for research, may also oc-

casionally have a pernicious effect, as it lulls scientists into a false

sense of confidence in their experimental results. Indeed, while

all medical double-blind studies come with the caveat of limited

sample size, and no result is considered acquired until it has been

consistently duplicated by several teams, computer data analy-

sis studies routinely boast decimal-point precision percentages as

proof of the validity of their approach, considering that the size

of their experimental dataset guarantees its representativity. Cue

subsequent announcements of superior decimal-point precision

percentages, in a process we call Progress.

This performance-driven approach to research is probably un-

avoidable, and it gives evaluation data a crucial importance. A high

level of scrutiny is therefore necessary, both of the data themselves

and of the way they are used.

Horses spotting

Figure 1: Hans is clever, but not quite:
https://en.wikipedia.org/wiki/

Clever_Hans

The data under evaluation in today’s challenges are highly multidi-

mensional in many ways: number of dimensions, number of items,

number of classes ... Fully understanding the complexity underly-

ing them is more an utopia rather than an achievable goal and as

such every drawn conclusion is to be considered with care.

Among many, an issue that arises is the fact that, even if the

underlying assumption that helped build a processing chain is cor-

rect, the implemented machine may be in fact using other means

to achieve the good results we are striving for – for which the term

“ horse ” has been coined, as a reference to the circus horses that

appear to know how to count, but in fact rely on subtle cues (delib-

erate or subconscious) from their trainer. More precisely, a horse is

a system appearing capable of a remarkable human feat but actu-

ally working by using irrelevant characteristics (confounds) 1. 1 B. L. Sturm. A simple method to
determine if a music information
retrieval system is a horse. IEEE
Transactions on Multimedia, 16(6):1636–
1644, Oct 2014. ISSN 1520-9210. doi:
10.1109/TMM.2014.2330697

Less extreme, more common, and no less concerning, is the

phenomenon of “ Potemkin villages ”, or systems that perform

extremely well on a given dataset but fail to generalize. Leaving

aside the “ cherry picking ” approach of specifically selecting data

to show the system at its best, this can often happen due to a lack

of care in ensuring the representativity of the evaluation dataset.

This is for example the case in the field of environmental scenes

modeling, where the Bag-Of-Frames (BOF) approach2 was long 2 J.-J. Aucouturier, B. Defreville, and
F. Pachet. The bag-of-frames approach
to audio pattern recognition: A suffi-
cient model for urban soundscapes but
not for polyphonic music. The Journal
of the Acoustical Society of America, 122

(2):881–891, 2007

https://en.wikipedia.org/wiki/Clever_Hans
https://en.wikipedia.org/wiki/Clever_Hans
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considered as the standard. However, the very good performance of

that system is in fact due to a fortunate organization of the dataset3, 3 M. Lagrange, G. Lafay, B. Defre-
ville, and J.-J. Aucouturier. The
bag-of-frames approach: a not so
sufficient model for urban sound-
scapes. JASA Express Letters, 138(5):
487–492, Oct. 2015. URL https://hal.

archives-ouvertes.fr/hal-01082501

exhibiting very low intra-class diversity. Evaluated on datasets with

realistic intra-class diversity, it completely fails.

Not only do these phenomena lead us to rely on less than sat-

isfactory solutions to open problems, they may also severely stunt

progress in the field: the first few publications tackling a given is-

sue establish their dataset and results as de facto standards, and

promising alternative proposals may be discarded due to their dis-

appointing performance on those same datasets – but what if the

original system was a horse, or the dataset biased?

Thus, our increased reliance on data and evaluation makes it

more than ever necessary to exercise care, rigor, doubt and freedom

of investigation, which are the cornerstones of the scientific method;

and we believe it is crucial to develop tools and processes to that

end.

Horse wrangling

Acknowledging the fact that most of the algorithms we build are

probably horses (or Potemkin villages) to a certain degree, we de-

signed some open-source tools that help us better control numerical

experiments we have to carry.

Data

Figure 2: SimScene is an open source
tool: https://bitbucket.org/
mlagrange/simscene

In the field of Acoustic Scene Analysis, evaluation requires large

amounts of recorded audio data. Building such datasets is a costly

and time-consuming task, and since a large number of factors may

vary (nature, density, time positioning and intensity of numerous

sound events, background noise. . . ) it is practically impossible to

record truly representative collections. We have therefore developed

SimScene, an open-source tool that greatly eases this process by

simulating acoustic scenes with a large level of control over their

morphology, while making minimal assumptions concerning their

structure.

Thanks to it, we can

1. carefully craft evaluation datasets (big is not enough),

2. progressively increase data complexity,

3. isolate factors of complexity,

4. easily share very large amounts of data, by transmitting synthe-

sis parameters instead of actual audio data.

While synthesized audio is still inferior to natural recordings,

we believe that the virtually unlimited variations made possible by

simScene make it an invaluable research tool to better comprehend

the performance of the algorithms under evaluation4. 4 M. Lagrange, G. Lafay, M. Rossignol,
E. Benetos, and A. Roebel. An evalu-
ation framework for event detection
using a morphological model of acous-
tic scenes. IEEE Transactions on Audio
Speech and Language Processing (TASLP),
Jan. 2016. in Press

https://hal.archives-ouvertes.fr/hal-01082501
https://hal.archives-ouvertes.fr/hal-01082501
https://bitbucket.org/mlagrange/simscene
https://bitbucket.org/mlagrange/simscene
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Experimentation

Figure 3: ExpLanes is an open source
tool: http://mathieulagrange.
github.io/expLanes

Algorithms are as complex as the data they process, and measuring

their performance is not trivial. Therefore, in our opinion, we shall:

1. thoroughly evaluate the effect of operational parameters,

2. implement lower bound and upper bound baselines,

3. enforce reproducibility, particularly by sharing code.

Moreover, evaluation can be a tedious, time-consuming (“ do we

have time to run another series of tests on this? ”) and error-prone

(“ were these the exact parameter values I used during the last

run? ”) task. It should therefore be as automated as possible. With

those aims in mind, we built an open-source tool called expLanes

that greatly eases this process, by proposing a complete evaluation

framework that strictly follows the scientific method, and automati-

cally produces synthetic experiment reports.

http://mathieulagrange.github.io/expLanes
http://mathieulagrange.github.io/expLanes



