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Abstract

This paper presents a simple camera calibration method for estimating human height in video surveillance. Given

that most cameras for video surveillance are installed in high positions at a slightly tilted angle, it is possible to retain

only three calibration parameters in the original camera model, namely the focal length, the tilting angle and the

camera height. These parameters can be directly estimated using a nonlinear regression model from the observed

head and foot points of a walking human instead of estimating the vanishing line and point in the image, which is

extremely sensitive to noise in practice. With only three unknown parameters, the nonlinear regression model can fit

data efficiently. The experimental results show that the proposed method can predict the human height with a mean

absolute error of only about 1.39 cm from ground truth data.

Keywords: Camera calibration; Soft biometrics; Human height estimation; Video surveillance

1 Introduction

Advances in the image resolution and quality of digital

cameras in the last few years have increased the image

analysis capability of modern video surveillance systems.

Estimating human height is an essential task in video

surveillance because it enables many practical applica-

tions such as soft biometrics and forensic analyses [1–6].

The key idea behind this technology is a camera calibra-

tion system containing a set of parameters for transform-

ing real-world coordinates into image coordinates and

vice versa. It is natural to associate a walking or standing

human with the camera calibration problem in the con-

text of video surveillance for the following two reasons: a

walking or standing person is basically vertical, and his or

her height is known. Several camera calibration methods

based on walking humans have been proposed. Most such

methods rely on estimating vanishing points fromwalking

human. However, as Micuisik et al. reported in [7], esti-

mating the vanishing points is usually the bottleneck of

these methods because it is extremely sensitive to noise.
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Lv et al. [8, 9] proposed a self-calibration method for

estimating camera’s intrinsic and extrinsic parameters.

Their method of computing calibration parameters relies

on three vanishing points that can be estimated from a

set of automatically extracted head-feet pairs in the video.

The initial projection matrix is then refined by minimiz-

ing the distance from the original and reprojected head

points by using a nonlinear optimization algorithm. Lv’s

work has inspired many similar methods [7, 10–13].

Krahnstoever et al. [10] introduced a homology-based

method. Homology is the transformation from the foot

plane to the head plane and contains all geometric infor-

mation necessary to recover the whole projective matrix

in the camera model. The initial projective matrix is

updated using a Bayesian framework to obtain estimated

parameters. Junejo et al. [11] employed a homology-based

method to recover a projective matrix with some modi-

fication in the outlier removal stage in which outliers are

removed by the Rayleigh quotient.

As reported in Micuisik et al. [7], a drawback of the

aforementioned method is that it relies on estimating

three vanishing points, which is usually the bottleneck

of approaches because it is extremely sensitive to noise.

Even negligible inaccuracy in a vanishing point can cause

huge inaccuracy in the estimate of the focal length, by
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up to 100 %. Therefore, these approaches have limited

use in practice. To overcome this problem, Micuisik et al.

introduced an improved approach based on the quadratic

eigenvalue problem without estimating the vanishing

points. According to their experiment, this approach out-

performs other approaches such as vanishing point-based

or the standard eight point-based approaches.

Liu et al. [12, 13] proposed a more automated method

for calibrating surveillance cameras based on prior knowl-

edge of the distribution of human heights. The main

idea behind this method is based on the observation that

objects (pedestrians) in a scene are all roughly the same

height. This method is practical in applications that do not

require highly precise camera calibration.

Recently, many studies have verified the robustness of

camera calibration methods based on vanishing points

[14–16]. These methods assume that images are from

a “Manhattan” scene with an orthogonal structures and

estimate the vanishing points from the scene. Given

vanishing points and reference height information, the

human height can be computed straightforwardly. The

proposed method provides an alternative solution which

does not rely on computing vanishing points. This is use-

ful in some cases where vanishing points are difficult to

compute.

This study presents a camera calibration method for

estimating the human height in video surveillance. In

order to provide the best field of view, most surveillance

cameras are set at high locations with low tilt angles. Only

three camera parameters, namely, the focal length, the tilt-

ing angle, and the camera height, are effective with this

installation. In the proposed method, these parameters

are directly calculated using a nonlinear regression model

from the observed head and foot points of a walking

human instead of estimating vanishing line and points,

which are extremely sensitive to noise in practice. Unlike

other methods that estimate all parameters in the cam-

era model, the proposed method estimates only three

parameters. With only three unknown parameters, the

nonlinear regression model can provide an efficient fit

to the data. The experimental results show that the pro-

posed method can predict the human height with a mean

absolute error of only about 1.39 cm from ground truth

data.

The main advantage of the proposed method is that

it provides the simplest solution for the camera calibra-

tion problem in video surveillance in comparison to other

methods. More specifically, the proposed method 1) does

not require vanishing line, which is in generally diffi-

cult to estimate and generates many errors in practice, 2)

takes only three parameters (the focal length, the tilting

angle, and the camera height), and 3) uses no calibra-

tion objects, including parallel or perpendicular lines on

the ground. These advantages are increasingly valuable

because a growing number of surveillance cameras are

being installed and the proposed method can save a lot of

time calibrating them.

The rest of this paper is organized as follows: Section 2

describes the proposed method for calibrating cameras

and estimating the human height in video surveillance.

Section 3 presents the experimental results from the

walking human and the ruler-based evaluations. Section 4

analyzes errors, and Section 5 concludes the paper.

2 Proposedmethod

The original pin-hole cameramodel consists of five intrin-

sic and six extrinsic parameters such that the intrinsic

parameters describe inner properties of the camera, such

as the focal length and skewness, and the extrinsic ln

describe the translation and rotation of the camera center

from the world coordinate system to the camera n system

[17]. The original camera model is given by

P = K · R·[ I|t] , (1)

where R is the rotation matrix and t is the translation

vector.

Most cameras for video surveillance are installed at high

positions with a slightly tilted angle to ensure the best field

of view. Figure 1 shows this type of camera installation and

the coordinate system. In this installation, rotation angles

along the Y - and Z-axis can be assumed as 0 (which are

also known as pan and roll), and translations along X- and

Z-axis can also be assumed as 0. Therefore, the original

camera model P can be simplified as

P = K · RX·[ I|cY] , (2)

where RX is the rotation matrix of the camera tilt and

cY is the translation vector along the Y direction. To fur-

ther reduce the number of calibration parameters in K,

zero skew, unit aspect ratio, and known principle points

[ 0, 0]T are assumed. Then the camera matrix P can be

written as

P =

⎡

⎣

f 0 0

0 f 0

0 0 1

⎤

⎦ ·

⎡

⎣

1 0 0

0 cos θ − sin θ

0 sin θ cos θ

⎤

⎦ ·

⎡

⎣

1 0 0 0

0 1 0 −c

0 0 1 0

⎤

⎦

=

⎡

⎣

f 0 0 0

0 f cos θ −f sin θ −fc cos θ

0 sin θ cos θ −c sin θ

⎤

⎦ ,

(3)

where f is the focal length, θ is the tilt angle, and c is

the height of the camera. These three parameters can
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Fig. 1 Camera coordinate system. A typical camera installation and the coordinate system in video surveillance

determine themapping fromworld coordinates [ X, Y, Z]T

to image coordinates [ x, y, w]T as follows:

⎡

⎣

x

y

w

⎤

⎦ = P ·

⎡

⎢

⎢

⎣

X

Y

Z

1

⎤

⎥

⎥

⎦

=

⎡

⎣

f 0 0 0

0 f cos θ −f sin θ −fc cos θ

0 sin θ cos θ −c sin θ

⎤

⎦ ·

⎡

⎢

⎢

⎣

X

Y

Z

1

⎤

⎥

⎥

⎦

=

⎡

⎣

fX

f cos θ · Y − f sin θ · Z − fc cos θ

sin θ · Y + cos θ · Z − c sin θ

⎤

⎦ ,

(4)

which can be represented in Cartesian coordinates as

[

x
y

]

=

[

fX/(sin θ · Y + cos θ · Z − c sin θ)
(

f cos θ · Y−f sin θ · Z−fc cos θ
)

/(sin θ · Y+cos θ · Z−c sin θ)

]

.

(5)

The walking human in the camera view provides a set

of head and foot points in the image plane and a physi-

cal height. The walking human is vertical to the ground.

Therefore, the y-coordinate offers more information than

the x-coordinate and can be associated with the physical

height of the human. In this regard, the bottom equation

in Eq. (5) gives a basic relationship between world coordi-

nates Y and Z and the image coordinate y:

y =
f cos θ · Y − f sin θ · Z − fc cos θ

sin θ · Y + cos θ · Z − c sin θ
, (6)

if cos θ �= 0,

y =
fY − f tan θ · Z − fc

tan θ · Y + Z − c tan θ .
(7)

Because each head-foot pair of the y-coordinate,

denoted as yh and yf, can be measured from the image.

Applying Eq. (7) provides a set of equations with three

unknowns:
⎧

⎪

⎪

⎨

⎪

⎪

⎩

yf =
fYf − f tan θ · Zf − fc

tan θ · Yf + Zf − c tan θ
,

yh =
fYh − f tan θ · Zh − fc

tan θ · Yh + Zh − c tan θ
,

(8)

where Yf = 0 and Yh is Y coordinate of the head, which

is the known physical height of the human, and Zf and

Zh are Z coordinates of the head and the foot. In prac-

tice, measuring Z requires additional grids or objects on

the ground and is more difficult than measuring Y which

is the known height of the human. Therefore, the variable

Z in Eq. (8) is eliminated by substituting Zh in the bot-

tom equation with Zf in the above equation. This yields an

equation containing only yf and yh:

yh =
f
(

−c tan2 θ + Yh − c
)

yf + f 2 tan θ · Yh

tan θ · Yhyf + f
(

tan2 θ · Yh − c tan2 θ − c
) .

(9)

For real data, the right-hand side of Eq. (9) actually gives

an estimated value of yh which is denoted as the esti-

mation function ŷh. This function takes two arguments

yf and Yh:

ŷh
(

yf, Yh

)

=
f
(

−c tan2 θ + Yh − c
)

yf + f 2 tan θ · Yh

tan θ · Yhyf + f
(

tan2 θ · Yh − c tan2 θ − c
) .

(10)

Given that real data always come with noise, the

observed value of yh can be rewritten as

yh = ŷh
(

yf, Yh

)

+ ǫ (11)
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where ǫ is the error produced by calibration parameters.

Minimizing ǫ gives the optimal parameters.

Note that Eq. (10) has a nonlinear form and its parame-

ters can be found by a nonlinear regression:

⎡

⎣

f̂

θ̂

ĉ

⎤

⎦ = argmin
f ,θ ,c

N
∑

i=1

(

ŷhi − yhi
)2

. (12)

There are many algorithms for solving this type of

problem, including the Levenberg-Marquardt algorithm.

Initial parameters θ0 and c0 can be easily approximated

through visual measurement, and f0 can be set as 0.5–1.5

times the image height if the real-world length unit is in

centimeter.

Once calibration parameters f̂ , θ̂ , ĉ of a camera are

obtained, the physical height of a person can be estimated

from a pair of head and foot points observed from the

image. As in the case of Eq. (10), the estimated physical

height Ŷ can be written as a function of yf and yh:

Ŷ
(

yf, yh
)

=
−f̂ ĉ

(

tan2 θ̂ + 1
)

·
(

yf − yh
)

tan θ̂ · yfyh − f̂ yf + f̂ tan2 θ̂yh − f̂ 2 tan θ̂
.

(13)

3 Experimental results

3.1 Experiment setup

Two types of experiments were conducted to evaluate the

accuracy and robustness of the proposed method: 1) an

evaluation based on the walking human and 2) an eval-

uation based on the ruler. A dataset was collected from

a video surveillance site in use. Cameras at the site were

installed at entrances and corridors of a building as well

Fig. 2 An example of the proposed camera calibration system. a A sample video was taken, and some head and foot points were manually marked.

b The camera used for collecting the dataset. c A scatter plot of the y-coordinate of observed and estimated head points with respect to the

observed foot points. The initial parameters f = 720, θ = −30, and c = 300 are approximated by a visual estimation of the installed camera in (b),

and optimal parameters are found as f = 547.7, θ = −38.6, and c = 270.2 based on the nonlinear regression method
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as at an outside parking lot. The video resolution for this

dataset was 1280 × 720. For each camera, 15 pairs of

points were collected in the ruler-based evaluation, and

5–30 pairs of points were collected in the walking human-

based evaluation. These points were collected in a broad

range of camera view, and they covered near and far

positions.

Figure 2 shows the camera calibration process using

the proposed method. First, head and foot points were

marked and saved, as shown in Fig. 2a. Initial values of

the focal length, the tilt angle, and the camera height are

set to 720, −30, and 300 by default or to values obtained

by the visual measurement of the camera location. Esti-

mated parameters were found by the nonlinear regression

method described in Section 2. More specifically, this

experiment adopted the Levenberg-Marquardt algorithm.

Optimized parameters f̂ , θ̂ , and ĉ for this camera are 547.7,

−38.6, and 270.2, respectively.

Figure 2c plots the relationship between the observed

value of yh and the estimated value of ŷh with respect to

the observed value of yf. Note that the slope of the ini-

tially estimated value of ŷh was very close to that of the

observed yh but that the scale diverged. This is because

the visually approximated height and tilt can be relatively

accurate, whereas the focal length cannot.

3.2 Walking human-based evaluation

In the evaluation based on the walking human, the video

dataset consisted of 11 subjects and 9 cameras. The height

of each subject was measured with shoes before recording

the video. Head and foot points were manually marked in

the videos, although there are many algorithms for auto-

matic human detection. Some studies have suggested that

the height of the human is more accurate in the phase in

which two feet cross each other [9]. The manual marking

in this experiment was done according to this clue. Some

videos and marking results are shown in Fig. 3. Each cam-

era was calibrated by measuring subject 1, and the error

was evaluated by remaining subjects.

In the experiment, the mean and standard deviation of

heights were computed from observations from each cam-

era. Figure 4 shows the height estimation error in the

evaluation based on the walking human, including the dis-

tribution and the limits of agreement (LOA; also known

as the Bland-Altman plot). The purpose of the LOA is to

investigate the difference between the true height (mea-

sured based on the ruler) and the estimated height. The

mean absolute error is 1.39 cm, and the standard devia-

tion is 1.91 cm. The 95 % limits of agreement are 3.32 and

−4.71 cm, respectively, which are computed by the ±1.96

standard deviation. Table 1 provides the detailed results.

Fig. 3 The walking human dataset. The evaluation dataset collected from a video surveillance site in use. Eleven subjects were requested to walk

past nine cameras. The head and foot points were manually marked in the video to evaluate camera calibration and height estimation accuracy



Li et al. EURASIP Journal on Image and Video Processing  (2015) 2015:32 Page 6 of 9

Fig. 4 Height estimation results for the walking human-based evaluation. a The distribution of estimated height errors. The mean absolute error and

the standard deviation are 1.39 and 1.91 cm, respectively. b Limits of agreement. The mean difference is −0.10 cm, and the ±1.96 standard

deviations of the difference are 3.32 and −4.71 cm

Figure 5 demonstrates no correlation is found between

the height estimation error (cm) and x- and y-coordinates,

which indicates that the height estimation error does not

depend on the position of the human.

Table 2 compares the results for the proposed method

with the existing methods. The empty fields indicate no

available result (N/A) in these studies. Mean absolute

error, standard deviation, and maximum error were cho-

sen as measures for comparing accuracy. As shown in

the table, the proposed method provided more accurate

height estimates while requiring only a walking human as

the calibration object.

3.3 Ruler-based evaluation

In the ruler-based evaluation, a vertical ruler was used

instead of a waking human in order to isolate the error

caused by the wrong annotation of head and foot points.

Figure 6 shows the devices and the data collection pro-

cedure. The experiment was conducted in an indoor

environment to clearly identify ruler labels. Calibration

parameters were estimated by measuring 200 cm and the

measurement error was evaluated by measuring 160 to

210 cm with 10-cm increasing intervals. Figure 7 shows

the height estimation error in the ruler-based evalua-

tion, including the distribution and the LOA. The mean

Table 1 Height estimation results. Each camera was calibrated by measuring subject 1, and the error was evaluated by remaining

subjects

ID Ruler Cam01 Cam02 Cam03 Cam04 Cam05 Cam06 Cam07 Cam08 Cam09

1 174.5 174.4(2.8) 174.4(2.2) 174.4(1.8) 174.4(1.5) 174.4(4.3) 174.4(2.1) 174.4(0.8) 172.4(2.0) 174.4(0.8)

2 176.5 177.5(2.5) 178.5(1.5) 179.9(1.4) 176.5(1.5) 176.9(2.2) 177.0(2.0) 176.4(0.6) 173.5(0.7) 176.6(0.8)

3 169.5 169.6(1.5) 169.3(2.3) 171.4(1.8) 173.7(2.0) 171.1(1.8) 170.7(1.7) 168.9(1.7) 170.2(2.0) 171.1(0.6)

4 184.5 184.4(1.8) 185.3(2.3) 186.0(1.5) 183.6(1.3) 184.3(5.9) 182.8(1.1) 182.3(2.5) 180.5(1.2) 181.1(1.1)

5 170.5 165.8(2.1) 170.7(1.1) 169.7(2.6) 169.0(1.9) 168.2(1.5) 167.5(1.2) 167.5(2.2) 168.5(1.8) 170.3(0.6)

6 179.5 179.0(1.8) 180.9(1.8) 180.3(1.5) 180.3(2.4) 179.1(2.9) 179.9(1.3) 177.1(3.1) 176.6(1.3) 177.8(0.3)

7 170.5 173.1(1.1) 173.5(1.0) 172.6(1.9) 173.5(3.1) 171.7(2.0) 170.8(1.1) 170.5(1.7) 170.6(2.5) 171.9(1.3)

8 173.5 174.6(1.0) 174.4(1.1) 174.7(1.3) 176.8(1.7) 176.2(4.0) 174.7(1.0) 172.4(1.9) 172.5(1.5) 173.4(2.3)

9 176.5 178.5(1.7) 176.2(1.8) 177.8(1.2) 178.1(1.5) 174.8(3.5) 176.9(1.8) 175.6(0.7) 174.1(1.7) 175.0(0.6)

10 174 170.9(3.0) 173.1(1.5) 174.5(2.1) 176.0(2.3) 175.7(2.3) 173.2(2.5) 171.9(2.3) 171.0(2.6) 173.5(1.5)

11 173 171.2(1.6) 171.7(4.4) 172.8(1.8) 172.9(2.8) 168.1(3.8) 171.6(1.3) 172.2(1.1) 170.5(0.7) 165.0(1.8)
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Fig. 5 No correlation is found between the height estimation error (cm) and the image coordinates. a x-coordinate. b y-coordinate

absolute error is 0.42 cm, and the standard deviation

is 0.54 cm. The 95 % limits of agreement are 1.25 and

−0.98 cm which are computed by the ±1.96 standard

deviation. Themean difference is−0.10 cm, which is close

to 0, indicating that the measurement error is not biased.

4 Discussion

4.1 Lens distortion correction

Lens distortion causes substantial error in edges of the

recorded area, particularly in some wide-angle cameras.

To solve this problem, a commonly used radial distortion

correction method [18] was applied. The image coor-

dinates were converted into distortion-free coordinates

before the calibration.

4.2 Ground surface

Some cameras are placed lower than the height of adult

subjects, such that their main function is to recognize

the face. The proposed method can be applied without

any modification. The condition for using the proposed

method is that the camera pan and roll are both equal to

0. If this condition is satisfied and the human’s head/foot

points are observable, then calibration parameters can be

estimated in the same way as general cases. In such cases,

the camera height c is lower than that of adult subjects.

Another case may be the ground surface not being in

the same level or the floor not being flat. In such case,

substantial error of height estimation will be caused. The

solution might be to consider the different level as a new

floor and perform the calibration separately.

4.3 Pose of the walking human

Some subjects habitually walk with a bowed head. Figure 8

demonstrates that subject 11 walked with a forward-

leaning pose in cameras 3, 5, and 9. Estimated errors are

−0.14, −4.84, and −7.93 cm. The results show that walk-

ing with a leaning pose leads to an underestimation of the

subject height.

5 Conclusions

This paper proposes a simple camera calibration method

for estimating the human height in video surveillance. The

proposed method requires neither any special calibration

object nor a special pattern on the ground, such as parallel

or perpendicular lines. Only three parameters are retained

in the cameramodel, making the estimation of parameters

Table 2 Comparison of the proposed method with the existing methods

Calibration object Mean absolute error Standard deviation Maximum error

Krahnstoever [10] Walking human 5.80 % N/A N/A

Lee [19] Cubix box or line N/A N/A 5.50 %

Gallagher [20] Grid pattern N/A 2.67 cm 3.28 cm

Jeges [21] Grid pattern 2.03 cm 4.17 cm N/A

Proposed Walking human
1.39 cm 1.91 cm 7.93 cm

(0.80 %) (1.1 %) (4.5 %)
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Fig. 6 The ruler-based evaluation. a An aluminum ruler was used as the reference height. b A sprit level was attached to the ruler to maintain it at a

vertical position. c The process of height measurement (the experimenter raised the hand to indicate the ruler is in a vertical position)

more efficient. In addition, the proposed method does not

rely on computing vanishing points, which is difficult to

estimate in practice.

The experimental results show that the proposed

method can predict the human height from observed head

and foot points in the video. The experimental results

show that the mean absolute error is only about 1.39 cm

from ground truth data in awalking human-based evaluation.

The proposed method can be integrated with auto-

mated human detection methods to fully perform

Fig. 7 Height estimation results for the ruler-based evaluation. a The distribution of estimated height errors. The mean absolute error and the

standard deviation of error are 0.42 and 0.54 cm, respectively. b Limits of agreement. The mean difference is −0.10 cm, and the ±1.96 standard

deviations are 1.25 and −0.98 cm
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Fig. 8Walking with a bowed head. Subject 11 walked with a bowed head, as shown in cameras 3, 5, and 9. Estimated errors are −0.14, −4.84, and

−7.93 cm. a Camera 3. b Camera 5. c Camera 9

autocalibration, and this provides a useful avenue for

future research. In addition, future research should intro-

duce lens distortion parameters to a simplified camera

model.
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