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ABSTRACT 

 
Modern graphic processors, multimedia processors, and general-purpose processors with multimedia 
extensions provide SIMD floating-point instructions. SIMD floating-point multiplication is commonly 
used in 2D and 3D applications, which mostly use single precision floating-point operands. 
Consequently, efficient single precision multiplier units are crucial for high performance systems. 
This paper introduces a novel floating point multiplier that can perform either a double precision or 
two parallel single-precision floating-point multiplications. The proposed design uses approximately 
10% more hardware and has 33% more delay compared to a conventional double precision floating-
point multiplier. 
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1. INTRODUCTION 

 

Modern general purpose processors provide 

special instructions for multimedia applications 

[1].  New generations of the general purpose 

processors use larger sets of multimedia 

instructions than the ones offered by the previous 

generations, since the variety of the operations 

and the performance requirement for multimedia 

applications increase [1-6]. Consequently, 

providing efficient multimedia hardware has 

become an important design task. In the past, 

modifying only integer data path were enough to 

implement most multimedia instructions; 

however, today, the floating-point data path is 

modified as well, since many applications use 

floating-point operands [2-3].   

 

Floating-point multiplication is one of the most 

supported operation in multimedia extensions 

offered by popular chip producers. For example, 

Intel’s Pentium 3 has multimedia extensions SSE 

and SSE2 that support the multiplication of two 

double precision or four single precision 

floating-point numbers [5], similarly AMD’s 

3DNow multimedia extension contains an 
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instruction that can perform two simultaneous 

single precision floating-point multiplications 

[6]. The AltiVec extension of PowerPC also 

contains an instruction that executes four single-

precision floating-point multiplications [7]. 

 

IEEE 754 describes single and double-precision 

floating-point number formats. A double-

precision floating-point multiplier can be used to 

perform a single precision multiplication, 

however, this requires additional processing, 

since the operands should be translated to double 

precision, and after the multiplication, the result 

should be translated back to single precision 

format [2]. Furthermore, a double precision 

floating-point multiplier can perform a single 

multiplication per cycle. The Dual Mode IEEE 

multiplier design presented in [2] performs two 

single precision multiplications using a double 

precision multiplier.  However, the proposed 

multiplier in [2] needs a delay cycle before 

starting a new multiplication.  

 

This paper presents a new floating-point 

multiplier which can perform a double-precision 

floating-point multiplication or two simultaneous 

single precision floating-point multiplications. 

Since in single precision floating-point 

multiplication two results are generated in 

parallel, the multiplier’s performance is almost 

doubled compared to a conventional floating-

point multiplier. 

 

2. PROPOSED FLOATING-POINT 
MULTIPLIER DESIGN 

 
This section presents proposed design, which 

performs the following floating-point 

multiplications described in Figure 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1a shows the alignments of two double 

precision floating point numbers X, Y and their 

product Z that are placed in three 64-bit registers. 

Figure 2b shows the alignments of four single 

precision floating-point numbers A,B,C and D 

and the product of A and B, H, and the product 

of C and D, J that are placed in three 64-bit 

registers.  

 

The multiplication of X and Y is performed as 

 

yxz EEE +=      (1) 

yxz MMM ×=     (2) 

yxZ SSS ⊗=      (3) 

The multiplication of A and B, and the 

multiplication of C and D are performed as 

 

bah EEE += , dcj EEE +=     (4) 

bah MMM ×= , dcj MMM ×=     (5) 

baab SSS ⊗= , baab SSS ⊗=      (6) 

 

The proposed design performs these two 

floating-point multiplications in parallel. In [9], a 

design method for the multiplication of two 

unsigned integer operands is presented. Figure 2 

presents the adaptation of the technique in [9] to 

implement the proposed method. In this figure, 

the matrices generated for the two single 

precision floating-point multiplications are 

placed in the matrix generated for a double 

precision floating-point multiplication. All the 

bits are generated in double precision mode, the 

shaded areas Z1, Z2, Z3 are not generated when 

single precision multiplication is performed, the 

non-shaded regions designate the generated bits.  

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) The alignment of two double precision floating numbers and their product. 

 

(b) The alignment of four single precision floating point numbers and their products. 
 

Figure 1. The alignments for double and single precision numbers. 
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Figure 2. The multiplication matrix for single 

and double precision mantissas. 

 

 

The partial products within the regions Z1, Z2 

and Z3 are generated using following equations 

 

jj bsb ⋅=ˆ  and jiij bap ˆ⋅=     (7) 

,the rest of the partial products are produced with  

 

jiij bap ⋅=      (8) 

 

‘s’ is used as control signal. When s = ‘0’, only 

the bits in no shaded regions are generated. 

When s = ‘1’, all bits are generated. 

 

High-speed multipliers reduce the partial product 

matrix to two vectors using a reduction method. 

Then, these two vectors are added to produce the 

result with carry-propagate adder. The reduction 

method and the type of the carry-propagate adder 

are not important for the proposed design, since 

it only modifies the generation of the partial 

products. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This 

also means that the reduction algorithm and the 

carry-propagate adder is not modified for the 

implementation of the proposed method.  

 

Figure 3 presents a block diagram for a standard 

floating-point multiplier. This multiplier directly 

implements Eqns. (1)-(3).  Figure 4 presents the 

proposed single/dual floating-point multiplier 

which is designed by slightly modifying the 

standard floating-point multiplier. The 

modifications can be used on every type of 

double precision floating-point multiplier. 

The data flow and the functionality of each unit 

in the proposed design are explained as follows: 

 

• The control signal determines the mode of 

execution; when s=‘0’ double precision 

floating-point multiplication is performed, 

otherwise two single precision 

multiplications are performed. 

• The 11-bit adder is used for double precision 

exponent addition and two 8-bit adders are 

used for single precision exponent additions. 

• The exponent updaters remove extra bias 

values form the exponent additions. 

• The mantissa modifier implements the logic 

equations given in Eqn 7. 

• The mantissa multiplier generates carry-save 

vectors. 

• The add, normalize and round unit generates 

normalized and rounded result. 

• The signs of the products are obtain by XOR 

gates. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. The block diagram for a standard floating-point multiplier. 
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3. SYNTHESIS RESULTS 

 

In this section we present the synthesis results for 

the proposed single/double precision floating 

point multiplier and the standard dual precision 

floating-point multiplier. Both circuits are 

modeled using structural VHDL code. Synthesis 

of the circuit is done using TSMC 0.18 micron 

ASIC library and Leonarda Spectrum program. 

Both circuits are optimized for delay. The values 

in Table 1 are in nanoseconds for time and in 

number of gate for area. 

 

Table 1. The comparison of the standard double 

precision and proposed floating-point multiplier 

designs. 

 

Design # of Gates Latency 

Double 

Precision 
25175 4.10 Ns 

Single/Double 

Precision 
27566 5.49 Ns 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The single/double precision multiplier has 

approximately 9.49% more area and has about 

34% more critical delay.  The floating-point 

multipliers used in modern processors are usually 

pipelined designs. If the proposed method is 

applied to a pipelined multiplier the area increase 

is expected to fall down below 5% and also 

critical delay increase will be dissolved in 

pipeline stages.  

 

4. CONCLUSION 

 
In this study a floating point multiplier design 

which is capable of executing a double precision 

floating-point multiplication or two parallel 

single precision multiplications is presented. One 

of the important aspects of the presented design 

method is that it can be applicable to all kinds of 

floating-point multipliers. The presented design 

is compared with a standard floating point 

multiplier via synthesis.  The synthesis results 

showed that proposed design is %10 larger than 

Figure 4. The block diagram for the proposed floating-point multiplier. 
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conventional multiplier and critical path 

increment is only one or two gate delay. Since 

modern floating-point multiplier designs have 

significantly larger area than the standard 

floating-point multiplier, the percentage of the 

extra hardware will be less for those units. The 

methods presented in this study will be used on 

the design of floating-point multiplier-adder 

circuits. Also, the future work will enhance the 

proposed designs to support all IEEE754 

rounding modes. 
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