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Abstract—Aiming to offer better ubiquitous healthcare (U-

healthcare) to the aged and the disabled, this paper introduce a 

smart wheelchair with embedded sensor system for vital signs 

which can be controlled by simple gestures. In motion control 

module, firstly the gesture is distinguished from background 

using depth images from Kinect. Then three detailed formulas 

are added to Hu Invariant Moments for hand gesture recognition. 

Finally, recognition results are transmitted to a host computer 

via USB 2.0 interface for implementing motion control. In sensor 

sub-system module, a microcontroller-based platform is designed 

to process the signals required from biomedical sensors 

embedded in the wheelchair and output signals are transmitted 

wirelessly using IEEE802.15.4 WPAN protocol to a server 

application implemented in a host computer. Physiological 

parameters are measured by photoplethysmography (PPG), 

ballistocardiography (BCG) and skin conductivity sensor. 

Experimental results and analyses show that such a smart 

wheelchair can provide the aged and disabled people with better 

U-healthcare. 

Keywords-U-healthcare; smart biosensors; IEEE1451 standard;  

Hu Invariant Moment; intelligent wheelchair. 

I.  INTRODUCTION 

At present, considering the fact that the proportion of the 
aged and disabled people has increased in the worldwide, it is 
necessary to promote U-healthcare development for them [1]. 
Many researchers have paid attentions to the smart wheelchair 
which can offer independent mobility and vital signs 
monitoring to elderly and disabled people.  

In the field of wheelchair motion control, people could not 
control the wheelchair properly in some cases, because most 
wheelchairs are too heavy [2]. A research entitled “Kinect-
based Powered Wheelchair Control System” has been done by 
C. Chang [3], providing a design of hand gesture recognition 
with Kinect interface. Another study by V. Megavannan [4], 
entitled “Human Action Recognition using Depth Maps” 
provides the usage of the scale, translation and rotation 
invariant Hu moments to represent the features of the depth 
image from Kinect.  

In the field of vital signs monitoring, 
photoplethysmography (PPG), ballistocardiography (BCG) and 
skin conductivity sensor are widely used to measure the 
physical condition of the aged and the disabled [5]. Instead of 

an enduring in-hospital cure needed by the seriously sick 
people, the elderly and disabled people with certain capacity to 
arrange their life and activities only need some long-term 
monitoring [6, 7]. Besides, no medical interference is required 
until disturbance emerges in their physiological parameters [8]. 
Aiming to assure the modularity of smart wheelchair system, 
the vital signs sensors can be assembled in the system as plug-
and-play modules [9-11]. A research conducted by O. 
Postolache, entitled “Smart walker for pervasive healthcare” 
[12] also provide a developed prototype in the field of smart 
objects.  

Based on the researches available so far, a smart wheelchair 
which includes two modules for simplifying motion control 
method and monitoring vital signs of wheelchair users is 
proposed in this paper. On the basis of Hu Invariant Moments, 
three detailed formulas are added for hand gesture recognition 
in motion control module. The sensor sub-system module is 
composed of a microcontroller-based platform, an external 
connection board, a sensor interface board and plug-and-play 
biomedical sensors. The physicians can extract information 
about wheelchair users’ health status through the analyses on 
physiological parameters got from biomedical sensors and then 
work out the corresponding treatment for chronic disease 
prevention. 

This paper is organized as follows: In Chapter I, we present 
the introduction to present the background information. In 
Chapter II, the motion control module of the smart wheelchair 
system is described. The sensor sub-system module is 
introduced in Section III. Section IV shows the experimental 
results and analyses. Finally we make a brief conclusion in 
Section V. 
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Figure 1.The block diagram of a smart wheelchair system (BS1- 
photoplethysmography sensor, BS2-ballistocardiography sensor, BS1-skin 

conductivity sensor, MEM- 1-wire EEPROM, CCi-conditioning circuit, NCC-
network control circuit) 

II. MOTION CONTROL MODULE 

A. Image Depth Information Acquisition 

The image depth information is acquired by the 
collaboration of an infrared transmitter and an infrared CMOS 
camera embedded in Kinect which is transmitted to 
PS1080SoC chip for producing a depth image of the scene. 
Since all algorithms of depth information acquisition run on the 
PS1080SoC chip, the host computer only need to receive 
processed data based on a USB 2.0 physical layer protocol. 

B. Gesture Recongnition Based on Hu Invariant Moments 

HU Invariant Moment [13] is widely used since 1962 due 
to its proportion, translation and rotation invariance. 
Considering the image gray value as a two-dimensional or 
three-dimensional density distribution function f(x, y), Hu 
Invariant Moments is used to extract image feature in the field 
of image analysis. Two-dimensional (p + q) order moment in 
the discrete case is defined as follows: 
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According to all definition above, the seven invariant 
moments are as follows: 
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Aiming at accurate gesture recognition, three low order 
formulas based on Hu Invariant Moment are expressed as 
follows: 
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Five gestures with discrimination shown in Fig .2 from 
left to right are selected as wheelchair motion control 
commands which are for: forward, back, left, right and stop.  

 

Figure 2. Hand gesture templates 

Verified by experiment, gestures can be easily 
distinguished from the background using the above algorithm 
for further process. 

C. Motion Control System of Smart Wheelchair 

As shown in Fig .3 the process of controlling the 
wheelchair movement includes four steps.   

Step1: Obtain the depth information image from the normal 
image by Kinect 

Step2: Convert the depth information image into the gesture 
binary image based on Hu Invariant Moments 

Step3: The gesture binary image is recognized and converted 
into the corresponding motion control command 

Step4: Control the movement of the wheelchair using the 
instruction issued by the host computer 
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Figure 3. System flow chart 

III. SENSOR SUB-SYSTEM MODULE 

A. Microcontroller-based Platform 

The microcontroller-based platform [14] consists of a PIC 
24F128GA010 microcontroller, a 10-bit A/D converter, a 1-
wire bus interface, and a Universal Asynchronous 
Receiver/Transmitter (UART) interface, which is responsible 
to manage biomedical sensors and communicate with host 
computer. Specifications of these objects under operation are as 
follows: 

 The microcontroller operates at a frequency of 8MHz 

 The 10-bit A/D converter sampling rate can reach to 
maximum at 10kS / s 

 The conditioning circuit must qualified signal amplitude 
change within 3.3V 

 The digital interface is responsible to transmit all the 
multi-drop bus information using 1-wire bus 

 The function of the UART interface is to communicate 
with the host computer 

B. External Connection Board 

The external connection board between microcontroller 
board and sensor interface board makes the system modular 
because sensor output connectors are not directly attached to 
the microcontroller-based board. The usage of analog 
multiplexer CD4051BF embedded in the connection board to 
integrate 8 single point-point connections into a 1-wire multi-
drop bus reduces the digital ports requirement of 
microcontroller. 

The joint between the microcontroller-based platform and 
the connection board is a 20-pin cable. Additionally, the 
association between sensor interface board and the connection 
board is made via a 5-pin connector, which has pins for 5V, 
3.3V, analog signal, digital data and ground. 

C. Sensor Interface Board and Biomedical Sensors 

All the transducers were designed to satisfy the IEEE 
1451.4 MMI Class 2 specifications making the system more 
reliable. Each sensor interface board is attached to an analog 
biomedical sensor as a node of the smart sensor network. The 
main component of the sensor interface board is the 1-wire 
EEPROM: DS24B33 with 1kbytes of memory to store 64-bit 
digital information based on IEEE 1451.4 Basic TEDS. As the 
Fig .4 shows the biomedical sensors, 1-wire EEPRPM and 
conditioning circuit are powered by 3.3V and 5V. 

 

Figure 4. Smart Sensor Interface Board 

The cardiorespiratory assessment is performed by 

photoplethysmography （ PPG ） , aballistocardiography

（BCG）, and a skin conductivity sensor. The SpO2 sensor is 

used to obtain PPG signal while electromechanical film 
( EMFi ) for BCG signal. As one of vital signs, diastolic blood 
pressure and systolic blood pressure can be estimated by 
calculating the time delay from the BCG peak to the 
corresponding PPG peak. But this measurement method has a 
drawback in estimating the BCG peak locations, which will be 
described further in chapter IV. 

IV. EXPERIMENTAL RESULTS AND ANALYSES 

The experimental results and analyses are separated into 
two parts, gesture recognition based on Hu Invariant Moments 
and availability verification of wheelchair system parts. 

A. Experimental Results and Analyses of Gesture Recognition 

1) Hu moments characteristics verification of scale, 

translation and rotation  
We apply Hu Invariant Moments to the image matching 

based on its characteristics of scale, translation and rotation. 
Some experimental results of Hu moments characteristics 
verification are shown in Fig .5. 
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Figure 5. Triple invariant patterns of Hu moments. Gesture template under 
scale (a), translation (b) and rotation (c). Gesture recognition under scale (d), 

translation (e) and rotation (f). 

Since the triple invariant patterns of Hu moments have been 
improved, we can reach the conclusion: Gesture can be 
recognized when it changes by scaling, translating and rotating. 

2) Robustness verification of gesture recognition. 
Experiments under different conditions have been done to 

verify the robustness of gesture recognition. The robustness 
verification is accomplished under three conditions: weak light 
(a), strong light (b) and interferential background (c). 

 

Figure 6. Gesture recognition under different conditions 

As shown in Fig .6 the experiment results of robustness 
verification prove that our system can be applied under 
different conditions 

B. Availability Verification of Wheelchair System 

1) Assessment of wheelchair’s movement. 
We choose three aged people who are not familiar with our 

system to control the smart wheelchair in the designed 
trajectory (Fig .7). 

 

Figure 7. Wheelchair roadmap                   Figure 8. Experimental trajectories   

In Fig .8 three different colored lines represent 
experimental trajectories made by three aged individuals. 

The experiment result displayed in Fig .8 proves that the 
smart wheelchair system controlled by simple gesture performs 
satisfactorily. 

2) Vital signs measurement based on biomedical sensors 
In the smart wheelchair system, PPG, BCG and skin 

conductivity sensor are used to monitor vital signs of 
wheelchair user. 

 

Figure 9. Vital signs measurement 

There are some weaknesses verified by vital signs 
measurement. For example motion noises have a negative 
influence in estimating the BCG peak locations. Further 
investigation is needed to reduce the interference of wheelchair 
motion for assuring the system accuracy. 

V. CONCLUSION 

The design of an intelligent wheelchair with embedded 
sensor system for vital signs which can be controlled by simple 
gesture is introduced in this paper. A particular description of 
using Hu Invariant Moments for hand gesture recognition 
based on the depth images from Kinect was made. Additionally 
the high modularity and extensibility of the sensor system 
architecture are due to the adoption of the IEEE1451.4 
standards. Further researches of monitoring more vital signs 
and wheelchair outdoor navigation are needed to realize 
ubiquitous healthcare for the aged and disabled people. 
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