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Abstract

Understanding the effects of psychiatric medications during
mental health treatment constitutes an active area of inquiry.
While clinical trials help evaluate the effects of these medi-
cations, many trials suffer from a lack of generalizability to
broader populations. We leverage social media data to exam-
ine psychopathological effects subject to self-reported usage
of psychiatric medication. Using a list of common approved
and regulated psychiatric drugs and a Twitter dataset of 300M
posts from 30K individuals, we develop machine learning
models to first assess effects relating to mood, cognition,
depression, anxiety, psychosis, and suicidal ideation. Then,
based on a stratified propensity score based causal analysis,
we observe that use of specific drugs are associated with char-
acteristic changes in an individual’s psychopathology. We sit-
uate these observations in the psychiatry literature, with a
deeper analysis of pre-treatment cues that predict treatment
outcomes. Our work bears potential to inspire novel clinical
investigations and to build tools for digital therapeutics.

Introduction

Psychiatric medications are key to treat many mental health
conditions, including mood, psychotic, and anxiety disor-
ders. 1 in 6 Americans take psychiatric medications and
they account for 5 of the top 50 drugs sold in the U.S
(drugs.com). These drugs1 are designed to correct underly-
ing neuro-pathological disease processes by restoring neu-
ral communication by modulating the brain’s chemical mes-
sengers and neurotransmitters (Barchas and Altemus 1999).
These changes can be accompanied by debilitating neuro-
logical impairments and life-threatening effects as severe as
suicidal ideation (Coupland et al. 2011) which reduce psy-
chosocial functioning, and make social capital and voca-
tional development less available to these individuals. Given
the pervasiveness of their use, psychiatric medications can
either alleviate or exacerbate mental illness burden on both
personal and societal levels (Rosenblat et al. 2016).

One reason behind the mixed success of psychiatric med-
ications stems from the fact that the mechanisms by which
they modify the brain operation are poorly understood. In
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1This paper uses medications and drugs interchangeably, refer-
ring to U.S. FDA regulated psychiatric drugs only.

practice, their effects vary across individuals, and often
do not achieve the intended result. Without any biological
markers to match patients with the most appropriate medi-
cation, the selection of drug treatments is based primarily on
trial-and-error (Cipriani et al. 2018; Trivedi et al. 2006). Un-
surprisingly, frustration with treatment and side effects often
causes treatment discontinuation (Bull et al. 2002).

Consequently, literature in precision psychiatry has em-
phasized the need to understand the psychiatric effects of
these medications (Cipriani et al. 2009). Presently, most
knowledge of drug reactions comes from clinical trials and
reports of adverse events; e.g., the FDA’s Adverse Event
Reporting System (open.fda.gov/data/faers) clinical trial
database. However, these trials can be biased, being con-
ducted and funded by pharmaceutical companies, and are
rarely replicated in large populations (Lexchin et al. 2003).
In addition, these clinical trials suffer from limitations such
as non-standardized study design, confounding factors, and
restrictive eligibility criteria (Lexchin et al. 2003). For ex-
ample, an analysis found that existing inclusion criteria for
most trials would exclude 75% of individuals with major de-
pressive disorders (Blanco et al. 2008). Even well-designed
clinical trials can suffer from low statistical power, or limited
observability of effects due to short monitoring and study
periods, spanning just weeks or months

Contributions Our work seeks to address these gaps and
complements existing methodologies for understanding the
effects of psychiatric medications. We report a large-scale
social media study of the effects of 49 FDA approved antide-
pressants across four major families (SSRIs, SNRIs, TCAs,
and TeCAs) (descriptions in (Lopez-Munoz and Alamo
2009)). Our analysis is conducted using two years of Twit-
ter data from two populations: 112M posts from 30K self-
reported users of psychiatric medications and 707M posts
from 300K users who did not. Adopting a patient-centered
approach (Shippee et al. 2012), in this paper, we seek to
study the effects of these drugs as reflected and self-reported
in the naturalistic social media activities of individuals.

Accomplishing this goal involves meeting several tech-
nical challenges, importantly addressing causality, and our
work offers robust and validated computational methods
for the purpose. We first develop expert-validated ma-
chine learning models to assess psychopathological states
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known to be affected by psychiatric medications, including
mood, cognition, depression, anxiety, psychosis, and suici-
dal ideation, as given in the literature (Coupland et al. 2011).
Using initial social media mentions of drug intake, we then
identify individuals likely beginning treatment. Based on a
stratified propensity score analysis (Olteanu et al. 2017), we
compare post-treatment symptoms in treated individuals to
large untreated control population. With an individual treat-
ment effect analysis, we study the relationship between pre-
treatment mental health signals and post-treatment response.

Findings Our results show that most drugs are linked to
a post-treatment increase in negative affect and decrease
in positive affect and cognition. We find varying effects
both within and between the drug families on psychopatho-
logical symptoms (depression, anxiety, psychosis, and sui-
cidal ideation). Clinically speaking, SSRIs are associated
with worsening symptoms, whereas TCAs lead to improve-
ments. Studying the individual-specific outcomes, our anal-
yses help associate drug effectiveness with individuals’ psy-
cholinguistic attributes on social media.

Clinically, our findings reveal signals of the most common
effects of the psychiatric medications over a large popula-
tion, with the potential for improved characterization of their
occurrence. Technologically, we show the potential of novel
technologies in digital therapeutics, powered by large-scale
social media analyses, to support digital therapeutics (Vieta
2015). These tools can improve the identification of adverse
outcomes, as well as the behavioral and lifestyle changes in
the heterogeneous outcomes of psychiatric drugs.

Privacy, Ethics, and Disclosure Given the sensitive na-
ture of our work, despite working with public social media
data, we are committed to securing the privacy of the indi-
viduals in our dataset. We use paraphrased examples of con-
tent and avoid personally identifiable information. Our find-
ings were corroborated with our co-author who is a board-
certified psychiatrist. However, our work is not intended to
replace clinical evaluation by a medical professional, and
should not be used to compare or recommend medications.

Background and Related Work

Psychiatric Drug Research and Prescriptions The
mechanisms of action of many psychiatric drugs and the ba-
sis for specific therapeutic interventions, are not fully under-
stood. Among other hypotheses, the monoanime hypothesis
postulates that these drugs target the neurotransmitters sero-
tonin, norepinephrine and dopamine, associated with feel-
ings of well-being, alertness, and pleasure (Barchas and Al-
temus 1999). From the monoamine standpoint, medications
are classified into families, based on their brain receptor
affinities, which distinguish their mechanism of action.

Antidepressant research has grown tremendously, ever
since Imipramine, and other Tricyclic Antidepressants
(TCAs) were discovered and found to be effective (Gill-
man 2007). However, TCAs have a broad spectrum of neu-
rotransmitter affinities, which may often lead to undesir-
able side effects, such as liver toxicity, excessive sleepiness,
and sexual dysfunction (Frommer et al. 1987). Several other

compounds have since been introduced whose development
was guided by the idea that increasing the selectivity of the
target of action to individual neurotransmitters would, in
theory, limit the incidence of side effects while maintain-
ing the effectiveness of TCAs (Lopez-Munoz and Alamo
2009). These include Tetracyclic Antidepressants (TeCA),
Serotonin Norepinephrine Reuptake Inhibitors (SNRI), and
Selective Serotonin Reuptake Inhibitors (SSRI).

Given these biochemical underpinnings, historically
psychiatric care has adopted a “Disease-Centered
Model” (Moncrieff and Cohen 2009), one that justifies
prescribing medications on the assumption that they help
correct the biological abnormalities related to psychiatric
symptoms. However, this model neglects the psychoactive
effects of the drugs. Consequently, a “Drug-Centered
Model” has been advocated (Moncrieff and Cohen 2009),
enabling patients to exercise more control over their
pharmacotherapy, and moving treatment in a collaborative
direction between clinicians and patients. Our work builds
on this notion towards a “Patient-Centered Model” (Shippee
et al. 2012), where psychiatrists could leverage comple-
mentary techniques (such as stratifying users on their
naturalistic digital footprints) to prescribe medications.

Understanding Effects of Psychiatric Drugs The effi-
cacy, safety, and approval of psychiatric drugs are typically
established through clinical trials. In one such trial, the ran-
domized controlled trial (RCT), participants are randomly
assigned to a treatment or a control group, where the former
receives a particular drug, and the latter receives a placebo
(eg. a sugar pill with no drug content). Then, the effects of
the treatment are measured as a difference in the two groups
following the drug intake. A major weakness of these tri-
als is that they are often conducted on individuals who may
significantly differ from actual patients, and often, they are
not externally validated to a larger and a more representa-
tive population (Hannan 2008). As an alternative, a study de-
sign that has gained interest is observational study (Hannan
2008). The advantage here is that they enable the researchers
to conduct subset analyses that can help to precisely identify
which patients benefit from each treatment. Similarly, we
use large-scale longitudinal data and a causal approach to
not only examine the effects of psychiatric drugs, but also to
provide a framework that finds insights about their effective-
ness across strata of populations.

Pharmacovigilance, Web, and Social Media

Pharmacovigilance is “the science and activities relating to
the detection, assessment, understanding, and prevention of
adverse effects or any other drug-related problem” (WHO
2002). Over the years, pharmacovigilance has become cen-
tered around data mining of clinical trial databases and
patient-reported data. Recently, patient-generated activity
online has also been used to understand pharmacological ef-
fects in large populations (Harpaz et al. 2017). White et al.
(2016) found that web search logs improve detection of ad-
verse effects by 19%, compared to an offline approach.

Social media studies of drug and substance use, including
behavioral changes, adverse reactions, and recovery have
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garnered significant attention in HCI (Chancellor et al. 2019,
Kıcıman et al. 2018, Liu et al. 2017). Recent research has
studied the abuse of prescription drugs, by leveraging drug
forums (MacLean et al. 2015), Twitter (Sarker et al. 2015),
and Reddit (Gaur et al. 2018). Social media has also facili-
tated the identification of adverse drug reactions at the pop-
ulation level using self-reports (Lardon et al. 2015) as well
as the mentions of side effects of adverse drug reaction on
Twitter (Nikfarjam et al. 2015).

Social media enables individuals to candidly share their
personal and social experiences (Kıcıman et al. 2018,
Olteanu et al. 2017, Saha et al. 2019b), thereby providing
low-cost, large-scale, non-intrusive data to understand natu-
ralistic patterns of mood, behavior, cognition, social milieu,
and even mental and psychological states, both in real-time
and longitudinally (Chancellor et al. 2016, Coppersmith et
al. 2014, De Choudhury et al. 2013, Dos Reis and Cu-
lotta 2015, Saha et al. 2019a, Yoo and De Choudhury 2019).
In characterizing drug use, being able to quantify these psy-
chopathological attributes is extremely powerful.

Nevertheless, we observe a gap that digital pharmacovig-
ilance studies, particularly those using social media, have
largely targeted the named adverse effects of drugs (e.g.,
“headache”, “palpitations”, “nausea”), and have not mea-
sured broader forms of symptomatic changes longitudinally.
To fill this gap, our work draws on theoretically grounded
methodologies, including lexicon-based and machine learn-
ing approaches, to measure the symptomatic outcomes of
psychiatric drug use longitudinally, including mood, cogni-
tion, depression, anxiety, psychosis, and suicidal ideation.

Data

This work leverages Twitter timeline data of individuals who
self-report their use of psychiatric medications. The data col-
lection involve: 1) curating a list of psychiatric medications;
2) using this list to collect Twitter posts that mentioned these
medications; 3) identifying and filtering for only those posts
where users self-reported about personal medication intake
(using a personal medication intake classifier, and 4) col-
lecting the timeline datasets of these individuals who self-
reported psychiatric medication intake, and additionally do-
ing that for another set of users who did not self-report psy-
chiatric medication intake. We explain these steps here:

Psychiatric Medication List We scope our work to a list
of FDA approved antidepressants and antidepressant aug-
mentation drugs. We crawl a hand-curated set of Wikipedia
pages of these drugs, to collect brand names, generic names,
and drug family information to obtain a list of 297 brand
names mapped to 49 generic names, grouped into four major
families: SNRI, SSRI, TCA, TeCA. Our clinician co-author
established the validity and relevance of this final list.

Twitter Data of Psychiatric Medication Usage We query
the Twitter API for public English posts mentioning these
drugs (brand or generic name) between January 01, 2015
and December 31, 2016 to obtain 601,134 posts by 230,573
unique users. A two year period balances concerns about be-
ing long enough to avoid confounds by idiosyncratic events
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Figure 1: (a) Monthly distribution and the number of posts
in logarithmic scale for the top 20 medications (darker col-
ors correspond to greaeter density); (b) Mean distribution of
User Attributes in Treatment and Control datasets.

I’m taking my first dose of X tonight.
I was depressed & psychiatrist gave me X , slept for two days!
First day on X . Dose 1 taken, and I already feel weird from it.
Just took X for the first time. Let’s see how it goes
I got brain zaps if I took X1 even an hour late. Changed to X2 now!
My no-med experiment went horribly awry, so I’m starting X today

Table 1: Example paraphrased self-reports of psychiatric
medication usage. Drug names are masked.

and seasonal changes, but short enough to avoid major
changes in social media use and drug prescription policies.
This also enables us to collect sufficient pre- and post- med-
ication usage timeline data for our ensuing analyses.

Personal Medication Intake Classifier Since mentioning
a medication in a tweet does not necessarily indicate its us-
age, we filter out those posts that were first-person reports
of using these medications. For this purpose, we employ
a machine learning classifier built in a recent work (Klein
et al. 2017). This classifier distinguishes Twitter posts into
the binary classes (yes or no) if there is a self-report about
personal medication intake. We replicate this model and
train it on an expert-annotated dataset of 7,154 Twitter posts
(dataset published in Klein et al. 2017). The classifier uses
an SVM model with linear kernel and shows a mean k-fold
(k=5) cross-validation accuracy and F1-score of 0.82 each.

We use this classifier to label the 601,134 medication-
mention posts to find that 93,275 of these posts indicate
medication self-intake (example posts in Table 1). Figure 1a
shows the monthly and overall distribution of the top 20
drugs in our dataset. We find that SSRIs (eg. Sertraline, Esc-
italopram, Fluoxetine) rank highest in the distribution. This
aligns with external surveys on the most prescribed psychi-
atric drugs in that time which found that the top 5 antidepres-
sants captured over 70% of the prescription volumes (Scripts
2018; Gohol 2018).

Compiling Treatment and Control Datasets The above
93,275 medication usage posts were posted by 52,567
unique users from whom we then collect Twitter metadata
such as the number of tweets, followers, followees, and ac-
count creation date. To limit our analyses to typical Twitter
users, we remove users (e.g., celebrities or typically inactive
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Figure 2: Schematic diagram of propensity score analysis.

users) with more than 5000 followers or followees or posted
outside the range of 200 to 30,000 tweets—a choice moti-
vated from prior work (Pavalanathan and Eisenstein 2016).
For the remaining 34,518, we collect the timeline data be-
tween January 01, 2014 and February 15, 2018, to obtain a
total of 112,025,496 posts. Finally, we limit our dataset to
those users who posted both before and after their first self-
reported use of medication and did not self-report the use
before 2015. The resultant timeline dataset of 23,191 users
is referred to hereon as the Treatment dataset.

Additionally, we build a Control dataset of users who
did not self-report using psychiatric medication. We obtain
495,419 usernames via the Twitter streaming API and prune
this list (as above) and remove accounts that did not exist
pre-2015. We collect the timelines of the remaining 283,374
users, for a total 707,475,862 posts. Figure 1b shows the
mean distribution of Twitter attributes in our two datasets.

Methods

Study Design and Rationale Recall that our research ob-
jective is to examine the effects of psychiatric medications in
terms of the changes in mental health symptoms. Effectively
answering this question necessitates the use of causal meth-
ods to reduce biases associated with the observed effects fol-
lowing the reported medication usage. The effects of drugs
are most often measured through Randomized Controlled
Trials (RCTs) in clinical settings (Cipriani et al. 2018;
Szegedi et al. 2005). Due to the limitations of this approach,
noted in the “Background and Related Work” section, and
because of the potential advantages of a “Patient Centered
Model” that focuses on using the naturalistic self-reports of
individuals regarding their psychiatric medication use, this
work adopts an observational study design. We do acknowl-
edge that observational studies are weaker than RCTs in
making conclusive causal claims like ones needed to accom-
plish the goals of this paper, but they provide complemen-
tary advantages over RCTs in many aspects (Hannan 2008).
Literature in statistics also provides support for these meth-
ods and similar frameworks have been leveraged in previous
quantitative social media studies (De Choudhury et al. 2016,
Kıcıman et al. 2018, Olteanu et al. 2017, Saha et al. 2018).

Specifically, we adopt a causal inference framework based
on matching, which simulates an RCT setting by control-

ling for as many covariates as possible (Imbens and Ru-
bin 2015). This approach is built on the potential outcomes
framework, which examines whether an outcome is caused
by a treatment T , by comparing two potential outcomes: 1)
Yi(T = 1) when exposed to T , and 2) Yi(T = 0) if there
was no T . However, it is impossible to obtain both of these
outcomes for the same individual. To overcome this chal-
lenge of missing data, this framework estimates the miss-
ing counterfactual outcome for an individual based on the
outcomes of other similar (matched) individuals (in terms
of their covariate distribution). In particular, we employ
stratified propensity score analysis (Olteanu et al. 2017) to
match and then to examine the symptomatic outcomes in the
Treatment and Control individuals by measuring the relative
treatment effect of the drugs (see Figure 2 for an overview).

Constructing Before and After Samples

As our setting concerns measuring the changes post reported
usage of the medications, we divide our datasets into Before

and After samples around their dates of treatment. For every
Treatment user, we assign the date of their first medication-
intake post as their treatment date. We assign each individ-
ual in the Control dataset a placebo date, matching the non-
parametric distribution of treatment dates of the Treatment

dataset, to mitigate the effects of any temporal confounds.
For this, we ensure that the treatment and placebo dates
follow similar distribution by non-parametrically simulating
placebo dates from the pool of treatment dates. We mea-
sure the similarity in their distribution using Kolmogorov–
Smirnov test to obtain an extremely low statistic of 0.06,
indicating similarity in the probability distribution of treat-
ment and placebo dates (Figure 3b). We then divided our
Treatment and Control datasets into Before and After sam-
ples based on the treatment and placebo dates.

Defining and Measuring Symptomatic Outcomes

Drawing on the psychiatry and psychology literature (Pen-
nebaker et al. 2003, Rosenblat et al. 2016), next, we measure
mental health symptomatic outcomes, subject to the reported
usage of the medications in the above-constructed user sam-
ples, based on the changes in mood, cognition, depression,
anxiety, stress, psychosis, and suicidal ideation. We use the
following approaches:

Affect and Cognition To measure the affective and cog-
nitive outcomes, similar to prior work (Ernala et al. 2017,
Saha et al. 2018), we quantify psycholinguistic shifts in af-
fect and cognition. In particular, we use the changes in the
normalized occurrences of words in these categories per the
well-validated Linguistic Inquiry and Word Count (LIWC)
lexicon (Tausczik and Pennebaker 2010). These categories
include positive and negative affect for affect, and cogni-
tion mechanics, causation, certainty, inhibition, discrepan-
cies, negation, and tentativeness for cognition.

Depression, Anxiety, Stress, Psychosis, Suicidal Ideation
We quantitatively estimate these measures from social me-
dia by building several supervised learning based classifiers
of mental health attributes. Our approach is inspired by re-
cent work where mental health attributes have been inferred
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in unlabeled data by transferring a classifier trained on a dif-
ferent labeled dataset (Saha and De Choudhury 2017). To
train such classifiers for use in our work, we identify sev-
eral Reddit communities that are most closely associated
with these measures. That is, the positive examples in our
training data comprise posts shared on r/depression for de-
pression, r/anxiety for anxiety, r/stress for stress, r/psychosis
for psychosis, and r/SuicideWatch for suicidal ideation. On
the other hand, negative examples are extracted from the
collated sample of 20M Reddit posts gathered from 20
subreddits that appear on the landing page of Reddit dur-
ing the same period of our Twitter data sample, such as
r/AskReddit,r/aww, r/movies, and others.

These classifiers are SVM models with linear kernels
and use 5000 n-grams (n=1,2,3) as features. We use a bal-
anced number of examples for the two classes in training,
and we tune the parameters of the classifiers using k-fold
(k=5) cross-validation (Chandrasekharan et al. 2018). Ta-
ble 2 summarizes the size of the datasets and the accuracy
metrics. Figure 3a shows the ROC curves of these classi-
fiers. These classifiers show a mean cross-validation accu-
racy ranging between 0.79 and 0.88 and mean test accuracy
ranging between 0.81 and 0.91. Table 3 reports the top 10
features in each of the classifiers. Several top n-gram fea-
tures such as depression, stress, hope, help, and feel, are con-
textually related to mental health.

Establishing Model Validity. Since our next goal is to em-
ploy these classifiers, trained on Reddit data, to automat-
ically infer the symptomatic outcomes in the Twitter user
samples—a platform with distinct norms and posting style,
we present a series of evaluation tests to demonstrate the
validity of the transfer approach and the transferred classi-
fiers. 1) First, motivated from prior work (Saha et al. 2017a),
we conduct a linguistic equivalence test between the Red-
dit training dataset, and the Twitter unseen dataset based
on a word-vector similarity approach. Using word-vectors
(pre-trained on Google News dataset of over 100 billion to-
kens), we find the vector similarity of the top 500 n-grams
in the Reddit and Twitter corpuses to be 0.95. This shows
high content similarity across the two platforms, in turn jus-
tifying the transfer approach. 2) 2) Second, we find that the
top features of these classifiers align with that of similar
mental health classifiers built on Twitter to identify depres-
sion (De Choudhury et al. 2013), anxiety (Dutta et al. 2018),
stress (Lin et al. 2014), psychosis (Birnbaum et al. 2017),
and suicidal ideation (Burnap et al. 2015). This indicates
the construct validity of the transferred classifiers. 3) Third,
we demonstrate convergence and divergence validity and
present a qualitative validation of the outputs of these clas-
sifiers. Two researchers manually inspected 170 randomly
selected Twitter posts on mental health symptoms, span-
ning both user samples. Using the methodology outlined in
Bagroy et al. (2017) that draws up the DSM-5 clinical frame-
work, they rated each Twitter post on a binary Likert scale
(high/low) to assess levels of expressed depression, anxiety,
stress, psychosis, or suicidal ideation. We find high (87%)
agreement between the manual ratings and the classifiers’
respective labels. This aligns with prior work where similar

Dataset Size Precision Recall Accuracy
Classifier Train Test CV Test CV Test CV Test

Depression 40,000 555,955 0.88 0.86 0.88 0.82 0.88 0.82
Anxiety 40,000 238,689 0.82 0.91 0.82 0.90 0.82 0.91
Stress 5,000 5,969 0.79 0.92 0.79 0.91 0.79 0.92
Psychosis 5,000 3,439 0.87 0.85 0.87 0.81 0.87 0.81
Suicidal Idn. 40,000 276,769 0.78 0.91 0.78 0.91 0.78 0.91

Table 2: Mental health classifiers (training:test data size),
cross-validation and test accuracies.

Depression Anxiety Stress Psychosis Suicidal Idn.
Feature w Feature w Feature w Feature w Feature w

concerns .6 forgetting.6 stress .4 psychosis .5 help .4
it looks like .5 it looks .6 help .4 song .4 friends .4
here are .5 does it .6 try .4 psychotic .4 anymore .4
forgetting .4 looks like .6 work .3 hope .3 never .4
know .4 concerns .6 feel .3 experience .3 family .4
all really .4 posting .5 things .2 help .3 suicide .4
depression .4 anxiety .4 you can .3 schizophenia.3 people .4
have spaces.3 around .4 life .2 symptoms .3 end .4
suicidal .3 feel .4 take .2 medication .2 think .3
feeling .2 attack .3 need to .2 weed .2 around .3

Table 3: Top 10 features in the mental health outcome clas-
sifiers and their corresponding weights (w).

agreements have been reached between classifier outcomes
and annotations of mental health experts (a Fleiss’ κ=0.84
was reported in Bagroy et al. (2017)).

Matching For Causal Inference

Matching Covariates When conditioned on high-
dimensional covariate data, matching is known to sig-
nificantly minimize bias compared to naive correlational
analyses (Imbens and Rubin 2015). Our approach controls
for a variety of covariates so that the compared Control

and Treatment groups show similar pre-treatment online
behavior. The 1st set of covariates includes users’ social
attributes (count of tweets, followers, followees, duration
on the platform and frequency of posting). The 2nd set
corresponds to the distribution of word usage in the Twitter
timelines, where for every user, we build a vector model on
the top 2,000 unigrams. The 3rd set consists of normalized
use of psycholinguistic attributes in the posts, i.e, distribu-
tion across 50 categories in the LIWC lexicon (Tausczik
and Pennebaker 2010), across affective, cognitive, lexical,
stylistic, and social attributes.

Finally, to minimize the confounding effects of an indi-
vidual’s mental health conditions prior to treatment, in the
4th set we control for the users’ mean aggregated usage of
posts indicative of depression, anxiety, stress, psychosis, and
suicidal ideation, assessed using the classifiers described
above. Note that there is typically a significant time-lag be-
tween the onset of mental illness and the first treatment peo-
ple receive (Hasin et al. 2005; Oliver et al. 2018). There-
fore, matching on these pre-treatment symptoms should cap-
ture and account for the individual’s already existing mental
health condition. That is, our matched comparisons should
on average be comparing people with a given mental ill-
ness who receive treatment to their counterparts who have
the same symptoms but did not receive treatment.
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Propensity Score Analysis We use matching to find pairs
(generalizable to groups) of Treatment and Control users
whose covariates are statistically very similar to one an-
other, but where one was treated, and the other was not. The
propensity score model matches users based on their likeli-
hood of receiving the treatment, or the propensity scores.
Our stratified matching approach groups individuals with
similar propensity scores into strata (Kıcıman et al. 2018).
Every stratum, therefore, consist of individuals with similar
covariates. This helps us to isolate and estimate the effects
of the treatment within each stratum.

To compute the propensity scores, we build a logistic re-
gression model that predicts a user’s treatment status based
on their covariates. Next, we discard the outliers in the
propensity scores (outside the range of 2 standard devia-
tions from the mean), and segregate the remaining distribu-
tion into 100 strata of equal width. To further ensure that our
causal analysis per stratum remains restricted to a sufficient
number of similar users, we remove those strata with very
few Treatment or Control users, as is common practice in
causal inference research (De Choudhury et al. 2016). With
a threshold of at least 50 users per group in a stratum, this
approach gave 63 strata that consisted of 23,163 Treatment

and 122,941 Control individuals (Figure 3c).

Quality of Matching To ensure that we matched statisti-
cally comparable Treatment and Control users, we evaluate
the balance of their covariates. We compute the standardized
mean difference (SMD) across covariates in the Treatment

and Control groups in each of the 63 valid strata. SMD cal-
culates the difference in the mean covariate values between
the two groups as a fraction of the pooled standard deviation
of the two groups. Two groups are considered to be balanced
if all the covariates reveal SMD lower than 0.2 (Kıcıman et
al. 2018), a condition which all our covariates satisfied. We
also find a significant drop in the mean SMD from 0.029
(max=0.31) in the unmatched datasets to 0.009 (max=0.05)
in the matched datasets (Figure 3d).

Characterizing the Propensity Strata of Users To un-
derstand how the subpopulations across the several strata
vary, we characterize their psycholinguistic attributes. Fig-
ure 4 plots the usage of affective and cognitive words across
all the strata. The propensity score model distributed these
users in such a way that the users with a greater tendency to
use affective and cognitive words mostly occur in the lower
and middle strata, whereas those with a lower tendency to
use these words predominantly occur in the higher strata.

Measuring Changes in the Outcomes. To quantify the
effects of self-reported psychiatric medication use, we com-
pute the change in the symptomatic outcomes, weighted on
the number of Treatment users in each stratum. For this, we
first determine the Relative Treatment Effect (RTE ) of the
drugs per outcome measure in every stratum, as a ratio of the
likelihood of an outcome measure in the Treatment group to
that in the Control group (Kıcıman et al. 2018). Next, us-
ing a weighted average across the strata, we obtain the mean
RTE of the medications per outcome measure. We compute
the mean RTE for all the drugs and aggregate that for the
drug families. An outcome RTE greater than 1 suggests that
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Figure 3: (a) ROC curves of the classifiers that measure
symptomatic outcome, (b) Treatment dates distribution, (c)
Propensity score distribution (shaded region represents those
dropped in our analysis), (d) Quality of matching

the outcome increased in the Treatment users, whereas an
RTE lower than 1 suggests that it decreased in the Treatment

users, following the reported use of psychiatric medication.

Exploring Individual-Specific Effects

We finally aim to study how the drugs affect individuals who
vary in their pre-existing psychological state. So once we
calculated the treatment effect of the drugs, we explore its
relationship with the individuals’ psycholinguistic attributes
(as obtained by LIWC). For this, in every stratum, we first
build separate linear regression models for all the outcomes
of Control users with their covariates as predictors. Using
these models we predict the counterfactual outcomes of the
Treatment users in the strata – that is, the outcome for each
treated user if they had not taken the drug. Next, for every
user, we obtain the ratio of the predicted and actual value of
the outcome. This essentially quantifies how much a Treat-

ment user is individually effected by treatment, and is re-
ferred to as the Individual Treatment Effect (ITE ) in in-
dividualized and precision medicine literature (Lamont et
al. 2018). Finally, we measure the association between pre-
treatment psycholinguistic attributes and the ITE values per
drug, by fitting a linear regression model. This characterizes
the directionality and the effect of a drug on an individual
based on their pre-existing psycholinguistic attributes.

Results

Observations about Symptomatic Outcomes

Our first set of results investigates if self-reported psychi-
atric drug use had a statistically significant effect on the
Treatment users. For this, we measure the effect size (Co-
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Figure 4: Distribution of words by users across strata by psy-
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Figure 5: (a) Distribution of effect size magnitude in the out-
come change between Treatment and Control users; (b) Dis-
tribution of RTE across all the Treatment users.

hen’s d) in the outcome changes between the Treatment and
Control users, per drug, per outcome, and per valid strata.
We find that the magnitude of Cohen’s d averages at 0.75
(see Figure 5a). A cohen’s d magnitude lower than 0.2 sug-
gests small differences between two distributions. We find
that 91% of our values fall outside this range, suggesting the
Treatment significantly differed from the Control group. An
independent sample t-test further reveals statistical signif-
icance in these differences (tǫ[-9.87,10.96]; p¡0.001), con-
firming that after the self-reported use of medications, the
Treatment users showed significant changes in outcomes.

We then compute the Relative Treatment Effect (RTE ) of
the psychiatric medications. Figure 5b shows the distribution
of RTE across the symptomatic outcomes for the matched
Treatment and Control users. We find that the RTE across
the outcomes averages at 1.28 (stdev=0.61). We dig deeper
into the effects per drug. Figure 6 presents the RTE of the
20 most popular generic drugs and the 4 drug families. We
observe many interesting patterns here, such as most med-
ications lead to similar directionality of effects on all the
outcomes, e.g., all of the outcomes, depression, anxiety, psy-
chosis, and suicidal ideation increase for the Treatment users
in the After period of reported medication use. The similar-
ity in effects across outcomes could be attributed to the co-
morbidity of the symptomatic outcomes and the clinical pre-
sentation of many moods and psychotic disorders (Rosenblat
et al. 2016). We also observe that those drugs with simi-
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Figure 7: RTE per propensity stratum for the top four drugs
(For colorbar, refer to the one in Figure 6).

lar pharmacological composition, such as Escitalopram and
Citalopram, and Desvenlafaxine and Venlafaxine show sim-
ilar trends in the symptomatic outcomes.

Table 4 summarizes the proportion of Treatment users
who showed an increased outcome per drug family. For
all these outcomes other than positive affect and cognition
(in which case it is the opposite), an increase in the out-
come measure also translates to worsened observable mental
health condition of the individuals, whereas a decrease sug-
gests an improvement in their mental health condition, as
gleaned from Twitter. To study the strata-wise variation for
each of these outcomes, we present Figure 7, which shows
the RTE per stratum for the four most popular medications.

Effects on Affect and Cognition Figure 6 and Table 4 to-
gether indicate that the top medications and families are as-
sociated with an increase in the likelihood of negative affect.
However, that the likelihood of positive affect and cognition
also decrease for most of these medications, aligns with lit-
erature about the inverse relationship observed in the occur-
rence of these attributes and mental health symptoms (Pen-
nebaker, Mehl, and Niederhoffer 2003). Among the drug
families, we find that the TCAs show the greatest improve-
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Family Users P.A N.A Cog. Dep. Anx. Psy. S.I

SNRI 2535 21 57 33 81 93 76 83
SSRI 16388 19 59 30 78 98 79 94
TCA 2535 47 .52 51 35 62 33 36
TeCA 763 13 55 25 17 24 23 18

Table 4: Outcome measures per drug family, showing the
percentage of users in strata showing RTE greater than 1.

ment in these measures, with about half of their users show-
ing increased positive affect and cognition.

Next, Figure 7 shows that these outcome measures de-
crease mostly in the lower-valued strata and increase in the
higher valued ones (Figure 7). Note that these measures
are not mutually exclusive. That is, an individual can see
both increasing positive affect and increasing negative affect
if they are using more affective words overall. The higher
strata included users who typically showed lower affect and
cognition than the rest (see Figure 4). Together, our find-
ings suggest that the self-reported use of these medications
is associated with ineffective (or worsening) effects on in-
dividuals with lower affective expressiveness and cognitive
processing. Interestingly, these symptoms are also comor-
bid with mood disorders (Rosenblat et al. 2016), and the ob-
served ineffectiveness of the drugs is likely influenced by the
severity of their mental illness. However, to disentangle that
requires further investigation, beyond the scope of our work.

Effects on Depression, Anxiety, Psychosis, and Suicidal
Ideation For these second set of outcomes, we observe
varied changes across medications. We observe that reported
use of most of the medications are associated with worsen-
ing of these outcomes. These also include the most popular
medications such as Sertraline, Escitalopram, and Fluoxe-
tine. All of these are classified as SSRIs—the family which
shows the most worsening in these outcomes among the
drug families. In fact, our dataset reveals that within SSRIs,
over 90% of the users were in strata that showed increased
anxiety and suicidal ideation. On the other hand, we find im-
proving symptoms in TCAs such as Dosulepin, Imipramine,
and Clomipramine. From the perspective of drug families,
the TCAs and the TeCAs show the greatest improving ef-
fects, with the majority of their users belonging to strata with
decreased effects in the outcome measures.

Although most medications show similar effects at an ag-
gregated level, we find differences in their strata-wise effects
distributions (Figure 7). For example, in case of Duloxetine,
we find minimal effects in the middle region, the one that
showed high cognition (Figure 4). In contrast, Fluoxetine
showed improving effects in a few lower valued strata. This
observation—that the strata-wise effects can be different, in-
spired our next set of post-hoc analyses, wherein we exam-
ine individual-specific effects and drug-specific changes as-
sociated with the reported use of the medications.

Understanding Individual-Treatment Effects

To understand how pre-treatment psycholinguistic signals
correlate with post-treatment response to the drugs, we ex-
amine the effects at the individual level. For every Treatment

Attribute Coefficient Attribute Coefficient

Sertraline Fluoxetine
Past Tense 0.52 Cognitive Mech. 0.35
Tentativeness 0.35 Present Tense 0.34
1st P. Singular -0.18 Relative 0.31
Aux. Verbs -0.23 Percept 0.30
Cognitive Mech. -0.25 Conjunction -0.10

Escitalopram Duloxetine
Article 0.22 Cognitive Mech. 0.46
1st P. Singular 0.10 Relative 0.44
Social -0.07 1st P. Singular 0.41
Bio -0.13 Social -0.20
2nd Person -0.18 Work -0.26

Table 5: Individual Treatment Effects: Relationship between
pre-treatment attributes and improvement coefficient (Posi-
tive indicates improvement, Negative indicates worsening).

user, we obtained their Individual Treatment Effect (ITE )
values for all outcomes. Next, we fit several linear regres-
sion models per psychiatric medication to obtain the rela-
tionship between the ITEs and the psycholinguistic (LIWC)
attributes of the users who reported using the medication. To
simplify interpretability, corresponding to every psycholin-
guistic attribute, we averaged the coefficients of outcomes
(preserving their directionality of improvement). For the
four most popular drugs, Table 5 reports the coefficients of
five psycholinguistic attributes with the greatest magnitudes
in improvement or worsening. We summarize a few distinct
patterns below, noted by our clinician coauthor to be most
salient, based on the clinical literature and experience:

For Sertraline, the use of first person singular and aux-
iliary verb shows negative coefficients, indicating that this
drug might not be effective in those with greater pre-
occupation and self-attentional focus—the known character-
istics of these two attribute usage, typically prevalent in de-
pressed individuals (De Choudhury et al. 2013). In contrast,
Escitalopram and Duloxetine shows better efficacy in those
individuals who have greater pre-occupation and lower so-
cial integration. Similarly, Fluoxetine and Duloxetine shows
better efficacy in those individuals with greater usage of cog-
nitive words—typically those who show lower cognitive im-
pairment, but Sertraline shows the opposite effect in them.

Discussion

Our work presents two significant contributions: 1) By de-
tecting the effects of drug use and that these changes are
sensitive to drug families, we show a proof of concept that
social media is useful as an effective sensor to scalably de-
tect behavioral changes in individuals who initiate treatment
via (self-reported) use of psychiatric medication; and 2) our
empirical findings include the discovery that people’s online
behaviors change in some unexpected ways following drug
intake, and these may differ from the named side-effects of
these drugs. We discuss the significance and implications of
these contributions in the remainder of this section.

Contextualizing the Findings in Psychiatry

As highlighted earlier, there are complexities in determining
the effects of psychiatric medications in individuals; but at

447



the same time, there are discrepancies in the claims made
by clinical studies. For example, Geddes et al. found no ma-
jor differences in the efficacy of SSRIs and TCAs, whereas
other studies found one kind to perform better than oth-
ers (Cipriani et al. 2018). Other studies found placebos or
non-pharmacological care to have outperformed certain an-
tidepressants (Szegedi et al. 2005). These conflicting find-
ings in the literature prevent us from drawing conclusive
claims about the validity of our findings.

From the perspective of clinical literature, our results of-
fer varied interpretations. Figure 6 indicates a small impact
of antidepressants on cognitive symptoms—an observation
consistent with clinical experience and studies (Rosenblat
et al., 2016). It is more difficult to explain the variable im-
pact of the drugs on depressive symptoms. For instance, in
our post-hoc analysis, Sertraline showed poor effects for in-
dividuals exhibiting attributes of depression, despite clinical
evidence suggesting the opposite. On the other hand, Dulox-
etine was associated with positive symptomatic outcomes,
as also found in clinical studies (Cipriani et al. 2018). Nev-
ertheless, that these antidepressants have varying effects on
individuals across strata finds support in clinical trials which
report varying efficacy of antidepressants on different co-
horts (Coupland et al. 2011)

Notwithstanding these varied findings, our work high-
lights the potential of older antidepressants. While TCAs
(Imipramine, Clomipramine) are not often prescribed today
because of serious toxicity issues that may be fatal in over-
dose (Kerr, McGuffie, and Wilkie 2001), our results demon-
strate their effectiveness with the most favorable responses
reported, compared to the other classes of anti-depressants.

Clinical Implications

Patient-Centered Approach to Pharmacological Care
Our findings show that social media can provide valuable
complementary insights into the effects of psychiatric drugs.
This can complement clinical trials, allowing observations
in larger populations and over longer time spans. Further,
in psychiatry, medications are still prescribed by trial-and-
error, or based on side effect profiles of these medica-
tions (Trivedi et al. 2006). Our analysis of individual treat-
ment effects shows that the pre-treatment signals of mental
health states appear to be linked to or predictive of individ-
ual drug success, raising the possibility of using such signals
for precision psychiatry (Vieta 2015). While we use so-
cial media to demonstrate that this relationship exists, other
sources of mental health signals may be used to complement
our analyses, that are reliable and more broadly available.

Drug Repurposing Our results offer a novel opportu-
nity to advance drug repurposing. Presently the pipeline
for new pharmacological agents for mental illnesses is
sparse (Dubovsky 2018), apart from ongoing research on ke-
tamine and other potential new antidepressants (Dubovsky
2018). Drug repurposing— finding new clinical applications
for currently approved medications, offering the potential of
low cost and quicker to market treatments (Corsello et al.
2017). So far drug repurposing efforts in mental illnesses
like depression have focused on biological targets (Powell

et al. 2017). Although these approaches have been success-
ful in identifying plausible repositioning candidates, a key
challenge is providing direct evidence of candidate efficacy
in people, rather than relying on surrogate biomarkers or in-
direct evidence. This is the first research to explore how so-
cial media may serve to identify novel targets as well. Our
methods highlight how large quantities of real-time data can
offer low cost and high volume assessments of people’s own
reports and perceptions related to antidepressants’ use.

Technological Implications

Technologies for Regulatory Bodies Our results offer an
important tool in generating “real-world evidence” for in-
corporation into technologies that can be used by regula-
tory bodies like the FDA. The FDA seeks to advance its ap-
proach to regulate and rely more on real-world evidence in
addition to pre-market clinical studies data. As the FDA cur-
rently writes its novel digital health software program certi-
fication plan, where medical software such as smartphone
applications will receive FDA approval without extensive
clinical research—a key component is stated to be “moni-
toring real-world performance”, though it is to be noted that
they are still “considering how to best work to collect and
interpret information about the product’s safety and effec-
tiveness” (fda.gov). This paper offers a novel technological
approach that may meet the evolving needs of the FDA, by
being able to identify the uses and effects of various medi-
cations as self-reported by people on social media.

Technologies for Drug Safety Surveillance From a pub-
lic health perspective, our methods offer the potential to
build technologies that surface early warning signs of ad-
verse effects related to psychiatric drug use. The FDA’s cur-
rent Sentinel Initiative which aims to apply big data methods
to medical claims data from over 5.5 billion patient encoun-
ters in an effort to flag previously unrecognized drug safety
issues and to tackle issues of under-reporting of drug effects,
has still not superseded traditional reporting directly from
physicians or pharmaceutical companies (Kuehn 2016). The
data gathered in this paper—even though it only represents
a subpopulation of those who use social media (Saha et al.
2017b), offers a new lens onto specific groups of people who
may have less or more extreme reactions to medications.
Including this information in technologies for drug safety
monitoring can therefore complement traditional sources,
and improve awareness regarding emerging safety issues in
a spontaneous fashion —serving as sentinels prompting fur-
ther exploration in pharmacovigilance research.

Technologies to Support Digital Therapeutics Psychi-
atrists’ view and knowledge of a patient’s health is of-
ten limited to self-reports and information gathered during
in-person therapeutic visits (Vieta 2015). This paper pro-
vides a new source of collateral information to support dig-
ital therapeutics (Fisher and Appelbaum 2017) and enhance
evidence-based, personalized pharmacological treatment. In
particular, it reveals the potential to build technologies that
augment information seeking practices of clinicians, e.g.,
with patient consent, clinicians can learn about the effects
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and symptomatic expressions shared by patients in the natu-
ral course of their lives, and beyond the realms of the thera-
peutic setting. Further, given the risks posed by prescription
drug overdose and abuse (McKenzie and McFarland 2007),
increased and finer-grained awareness of the effects of psy-
chiatric medications in specific patients can lead to improved
toxicovigilance related interventions.

Policy and Ethics

Despite the potential highlighted above to build novel tech-
nologies for regulatory authorities, guidelines on how so-
cial media signals should be handled, and their use in the
surveillance of the effects of drugs do not yet exist. Al-
though the FDA has released two guidelines on the use
of social media for the risk-benefit analysis of prescription
drugs (Sarker et al. 2015), they focus on product promotion
and “do not establish legally enforceable rights or responsi-
bilities” (FDA 2014). Therefore, the potential (unintended)
negative consequences of this work must be considered.

Note that the clinical and technological implications rest
upon the names of the medications not being anonymized.
We recognize that this surfaces new ethical complexities.
For example, while understanding what medications work
for which individuals may facilitate “patient-centered” in-
surance coverage decisions, it can also be (mis)used to de-
cline coverage of specific drugs resulting in “health inequal-
ity”. Additionally, patients may blindly adopt these findings
creating tension in their therapeutic relationship with their
clinicians, causing a decrease in medication adherence. We
suggest further research investigating and mitigating such
potential unintended consequences of the work.

Limitations and Conclusion

We recognize that this study suffers from limitations, and
some of these suggest promising directions for future work.
Our results on the varied effects of psychiatric medications
are likely to be influenced by selection bias in those who
choose to publicly self-report their medication use on so-
cial media. This is especially true given the stigma around
mental illness (Corrigan 2004), which is a known obstacle
to connecting individuals with mental healthcare. We can-
not verify if self-reports of medication use corresponded to
their actual use (Ernala et al. 2019). Therefore, the users
in our data who chose to self-report their medication usage
may represent unique populations with lowered inhibitions.
Self-report bias further complicates the types of effects that
we observed—different individuals respond differently, as
shown in our results, however, our observations are limited
to only the types of effects that characterize the individu-
als in our data. For these same reasons of sampling bias, we
caution against drawing population-wide generalizations of
the effects of psychiatric medication usage.

Despite adopting a causal framework that minimizes con-
founding effects, we cannot establish true causality, and our
results are plausibly influenced by the severity in the clini-
cal condition of the individuals. While we considered many
confounders in our propensity score matching approach,
there are other latent factors that could impact the effects

considered here; e.g., duration, history, dosage, and compli-
ance of using self-reported medications; additional medica-
tions or adjuvant treatments one might be using. Further, fu-
ture work can adopt methods such as location-based filtering
to better account for geo-cultural and linguistic confounds.
Additionally, self-reporting bias about medications can lead
to treatment leakage, where some control individuals may
be taking medications, but not mentioning it on Twitter.

Our work is not intended as a replacement for clinical tri-
als. In fact, social media lacks many features that clinical
trials possess. First, we do not have the notion of a placebo,
used to eliminate the confound that simply the perception of
receiving a treatment produces non-specific effects. Second,
even though we match users based on several characteristics,
we do not pre-qualify individuals as potential beneficiaries
of a medication. Last, social media analysis does not allow
us to closely monitor the treatment, unlike a clinical trial,
which results in high variance in the number of measure-
ments that each individual contributes.

Despite corroboration by a psychiatrist, we are limited by
what can be observed from an individual’s social media data.
Without complementary offline information (e.g., the peo-
ple’s physiologies), we cannot ascertain the clinical nature
of the mental health outcomes in our data. Further, the symp-
tomatic outcomes themselves, such as measures of depres-
sion or suicidal ideation, need additional clinical validation,
e.g., based on DSM-5 criteria (APA and others 2013), or the
Research Domain Criteria (RDoC) introduced by the Na-
tional Institutes of Mental Health (Insel et al. 2010). Without
dampening the clinical potentials, we caution against mak-
ing direct clinical inferences. Still, while we acknowledge
that the medical community rarely adopts the most inno-
vative approaches for immediate use, this work can inspire
replication studies in patient populations.

In conclusion, our work represents a novel dynamic
viewpoint onto mental health— limitations notwithstand-
ing, it captures the real-time variation and accounts for dy-
namic systems theory, network theory, and instability mech-
anisms (Nelson et al. 2017). Such a new window onto the
field clearly contrasts the traditional static viewpoint on the
effects of psychiatric medications. It warrants further re-
search in this evolving space and opens up interesting op-
portunities beyond existing reporting methodologies.
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