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ABSTRACT
Vehicular networks have attracted great interest in the re-
search community recently, and multi-hop routing becomes
an important issue. To improve data delivery performance,
we propose SADV, which utilizes some static nodes at road
intersections in a completely mobile vehicular network to
help relay data. With the assistance of static nodes at inter-
sections, a packet can be stored in the node for a while and
wait until there are vehicles within communication range
along the best delivery path to further forward the packet,
which reduces the overall data delivery delay. In addition,
we let adjacent nodes measure the delay of forwarding data
between each other in real time, so that the routing decision
can adapt to changing vehicle densities. Our simulation re-
sults show that SADV outperforms other multi-hop data
dissemination protocols, especially under median or low ve-
hicle density where the network is frequently partitioned.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network
Architecture and Design—Wireless communication; C.2.2
[Computer-Communication Networks]: Network Pro-
tocols—Routing protocols

General Terms
Algorithms, Design

Keywords
mobile ad-hoc networks, vehicular networks, geographic for-
warding, trajectory based forwarding

1. INTRODUCTION
Vehicular networks have attracted great interest in the re-

search community recently. Since FCC allocated 75 MHz
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of spectrum at 5.9GHz for Dedicated Short-Range Com-
munications (DSRC) [1], many potentially useful applica-
tions have been envisioned in vehicular networks [2] [3].
These range from safety applications, such as vehicle col-
lision avoidance, to other valuable applications such as real-
time traffic estimation for trip planning, information re-
trieval, and media content sharing. Moreover, vehicular
networks also have the prospect of improving sensing and
wireless coverage in the future [4]. For example, by em-
bedding sensors in vehicles, a mobile sensor network can be
established to monitor road states and other environmen-
tal conditions in large areas. The vehicular networks can
also act as “delivery networks” to transfer data from remote
sensor-nets to Internet servers.

Most of the previous research on inter-vehicle communica-
tion is limited to vehicles within one hop or few hops away [2]
[3] [5] [6] [7], such as communicating with nearby upstream
traffic vehicles to avoid collision. However, it is also im-
portant to send data from a vehicle to a destination several
miles away through multi-hop relay by a number of interme-
diate vehicles. For example, the sensing data from a vehicle
may need to be sent to a sink that is deployed miles away, or
a vehicle may want to send queries to a remote site such as
gas station, restaurant, or parking area. Thus, a multi-hop
routing algorithm is needed in a large vehicular network for
these applications.

A vehicular network can be regarded as a special type of
mobile ad hoc network (MANET) with some unique fea-
tures. First, as vehicles move at high speeds the topol-
ogy of the vehicular network changes rapidly. Second, un-
like MANETs where an end-to-end connection is usually as-
sumed, vehicular networks are frequently disconnected de-
pending on the vehicle density. In addition, the movement
of vehicles is constrained by the roads, which renders many
topology holes in the network. These characteristics make
the classical MANET routing algorithms inefficient in ve-
hicular networks, and significantly influence the design of
alternative routing protocols.

VADD [8] and MDDV [9] are two multi-hop routing pro-
tocols in vehicular networks. They abstract each road as a
link where the packet delivery delay depends on the vehicle
density on the road. Therefore, a packet will be delivered
along the currently available shortest-delay trajectory to the
destination.

There are two problems in the current routing protocols
for vehicular networks. 1) The routing performance is quite
sensitive to the vehicle density. Under high vehicle density,
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there is high probability that vehicles are available along the
shortest-delay trajectory towards the destination to further
deliver the packet. However, when the vehicle density is
median or low, the second best, third best, or even the worst
path may be taken at an intersection, because there may
not be any vehicles along the best path at the moment so
that those worse paths are the only choices. This makes the
actual packet delivery route deviate far from the optimal
one, leading to a dramatic increase in packet delivery delay.
2) The real shortest-delay trajectory may not be taken under
inaccurate delay estimation of each road. Previous studies
estimate the packet delivery delay along each road based on
some statistical parameters, such as the speed limit and the
average vehicle density on the road. Nevertheless, as the
vehicle density often varies with time, this statistical result
may not be an accurate estimation of the current packet
delivery delay along each road.

In this paper, we propose SADV, a Static-node assisted
Adaptive data Dissemination protocol for Vehicular networks,
which addresses these problems. We suggest employing mech-
anisms that enable the packet to wait at an intersection until
the best path is available. To achieve this, we add static
nodes at intersections that store and forward the packet
when appropriate. Our simulation shows that this can dra-
matically improve the packet delivery performance. In addi-
tion, to get a more accurate delay estimation of forwarding
packets along each road, we let the static nodes measure
the packet forwarding delay in real time. Therefore, the
routing decision in each static node can adapt to changing
vehicle densities on the roads. Furthermore, we also study
how multi-path routing can help decrease the packet deliv-
ery delay by increasing the probability of hitting the optimal
trajectory under inaccurate delay estimation of each road.

The rest of the paper is organized as follows. Previous
studies are summarized in Section 2. The motivation of our
work is introduced in Section 3. The detailed description of
our routing protocol SADV is in Section 4. In Section 5, we
evaluate our proposed approach by simulation. We conclude
our work in Section 6.

2. RELATED WORK
There have been many studies on delivering messages in

sparse mobile ad hoc networks with sporadic connectivity
and ever-present network partitions. In these networks with
extreme conditions, traditional routing algorithms that as-
sume the fully connected path between hosts become ineffi-
cient.

“Opportunistic forwarding”has been proposed for the case
of random movement of mobile nodes [10] [11] [12]. Epidemic
routing [10] ensures eventual message delivery by random
pair-wise exchanges of messages between mobile hosts when
they meet. The work in [11] used the motion of vehicles
on a highway for message delivery, that is, the intermediate
vehicle will store the message temporarily until it finds op-
portunities to forward the message further. The ZebraNet
project [12] utilized the similar idea of carrying and forward-
ing the message on mobile nodes.

Some other studies employed controlled mobility to help
message delivery [13] [14] [15]. In [13], a routing path be-
tween the source and destination is formed by recruiting
the intermediate hosts to change their trajectories. This
approach aims at minimizing the trajectory modification
while getting the message across as fast as possible. Mes-

sage Ferry [14] utilized special mobile nodes called message
ferries, which move non-randomly in the deployed area, to
help data delivery in a sparse network. Similarly, [15] in-
troduced special hosts, which move in a coordinated way to
sweep the motion space and act as intermediate pools, to
facilitate message delivery to mobile users.

Vehicular network (VANET) is a special type of mobile
ad hoc network (MANET). The most distinguished feature
of VANET is that vehicles have some restricted mobility
pattern. Specifically, all vehicle movements are constrained
in roads, which have a static structure. Vehicles can only
move in either direction on the road, and move at a speed
restricted by the speed limit. In addition, some vehicles,
such as buses, have pre-determined routes. Many algorithms
have been proposed to utilize this predictable mobility for
data delivery in VANET.

The authors of [16] suggest to utilize the non-randomness
in the movement of mobile nodes. Vehicles can learn the
movement pattern in the form of the meeting likelihood of
pairwise nodes from the network, and use it to inform an
adaptive routing strategy. [17] [18] used a similar idea and
proposed routing protocols in the VANET formed by buses,
whose mobility pattern can be well used to facilitate suc-
cessful data delivery. “Trajectory based forwarding” [19] [20]
further utilizes the static structure of road maps. It can be
considered as an extension to geographic forwarding in that
messages are forwarded greedily along a pre-defined trajec-
tory.

MDDV [9] and VADD [8] are two multi-hop routing pro-
tocols, which well utilize the predictable mobility in VANET
for data delivery. They abstract each road as a link whose
delay is the time consumed to deliver a packet through the
corresponding road by the multi-hop communication and the
carrying of moving vehicles on this road. Therefore, packets
will be delivered along the shortest-delay trajectory. In cases
when no vehicles are available in the next road for data de-
livery along the optimal trajectory, VADD improves packet
delivery reliability by making a routing decision at each in-
tersection to select a best currently available trajectory. Dif-
ferent from MDDV and VADD, our work focuses on data de-
livery in VANET under low vehicle densities, where VADD
experiences dramatic performance degradation in packet de-
livery delay, and MDDV even renders poor reliability.

There are also some protocols proposed for efficient flood-
ing in VANET. [21] designed a reliable MAC broadcast pro-
tocol for omni-directional and directional transmissions. [22]
proposed a multi-hop broadcast protocol, which utilizes the
static structure of road maps to broadcast data direction-
ally along roads. [23] proposed a geocast framework where
the flooding of packets considers both spatial and temporal
constraints. Our work is focused on unicast of packets from
a mobile vehicle to a static location. Because of the highly
mobile feature of VANET, broadcast is not used in routing
discovery.

To evaluate routing protocols in VANET by simulation,
various traffic mobility models have been studied. [24] [25]
[26] present models to simulate vehicle movements in real
road maps, while [27] evaluates routing protocols based on
realistic public and private traffic over real regional road
maps of Switzerland. We use the model in [24] to evalu-
ate our protocol because we believe that it can capture the
dynamics of the problem we want to address in this paper.
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Figure 1: Performance of VADD under Different Vehicle Densities

3. DATA DISSEMINATION UNDER
DIFFERENT VEHICLE DENSITIES

In VADD [8], a routing decision is made each time a packet
reaches an intersection and VADD will continue to forward
the packet along the best currently available path towards
the destination. A path is currently available if there are
vehicles within wireless transmission range from the inter-
section at the moment to further deliver the packet along
the path. In this section, we will evaluate the performance
of VADD under different vehicle densities, which explains
the motivation for our work.

To evaluate the performance of VADD with regard to
packet delivery delay, we use the delay of epidemic flood-
ing [10] as a baseline. In epidemic flooding, two vehicles
exchange packets whenever they can communicate. Assume
there is no packet loss due to transmission collision, epi-
demic flooding is the quickest way to deliver a packet to its
destination. Therefore, we use this value as the lower bound
in our analysis.

Fig.1 illustrates the performance of VADD under differ-
ent vehicle densities. We extract a regional road map from
TIGER [28], which is shown in Fig.8. The simulation is
performed on this road topology with different numbers of
vehicles. The detailed experiment setting is explained in
Section 5. As shown in Fig.1(a), when the vehicle density
is high, the mean packet delivery delay of VADD is close
to that of Epidemic Flooding. However, the gap increases
with the decreasing vehicle density. Moreover, VADD be-
comes unstable under low vehicle densities. Fig.1(b) shows
the comparison of the delivery delay of individual packets
between VADD and Epidemic Flooding when 100 vehicles
are simulated in the area. We can observe that the packet
delivery delay of some packets is much larger than that of
Epidemic Flooding while the delay of some other packets is
close or even equal to the optimal value.

There are two reasons for this performance degradation.
1) VADD chooses the best currently available path at each
intersection. However, when the vehicle density is low, the
optimal path may not always be available at the moment.
Thus, VADD has to deliver packets via detoured paths. In
the worst case, the packet may go through a much longer
path as indicated by the peaks in Fig.1(b). 2) The estima-
tion of packet forwarding delay through each road is based
on some statistical data such as the average vehicle density,

because it is expensive to have each vehicle get up-to-date
vehicle densities from some infrastructures. As the vehicle
density on each road may vary with time, which greatly in-
fluences the packet forwarding delay, the shortest-delay path
calculated based on the statistical data may not reflect the
real optimal one. Due to these reasons, we propose SADV
in this paper, which can improve the performance of data
dissemination under low vehicle densities in VANET.

4. SADV DESIGN
Since the best path is not always available at the moment

a packet reaches an intersection, we can deploy a static node
at each intersection to assist packet delivery. The static node
can store the packet for some time until the best path be-
comes available to deliver the packet. As illustrated in Fig.2,
a packet is forwarded by wireless communication through ve-
hicles A, B to the static node S. When the packet reaches
S, the best path to deliver it is northward. However, there
are no vehicles within communication range along this road
at that time. Thus, S will store the packet for a while, and
forward it to the vehicle C when C passes the intersection
and enters the northward road. From the figure, we can see
that without the help of the static node, the packet will be
carried by B to the eastward road if B does not meet C at
the intersection, which may lead to a much longer packet
delivery path.

We assume that each vehicle knows its location through
the GPS service, which is already available in most new cars
and will be common in the future. In addition, each static
node has a digital street map, based on which the packet
forwarding trajectory is determined. In this section, we will
present the design of SADV, a Static-node assisted Adaptive
data Dissemination protocol for Vehicular networks. SADV
consists of three modules: SNAR (Static Node Assisted
Routing), LDU (Link Delay Update) and MPDD (Multi-
Path Data Dissemination). SNAR utilizes static nodes at in-
tersections to store and forward data through optimal paths,
while LDU and MPDD further decrease the packet delivery
delay in VANET.

4.1 Static Node Assisted Routing
Assume the static node deployed at intersection vi is si.

Let si and sj be two adjacent static nodes, then the expected
delay of delivering a packet from si to sj through road vivj
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Figure 2: Static Node Assisted Routing in VANET

can be calculated as:

d(sisj) = w(sisj) + t(vivj)

where w(sisj) denotes the expected waiting time of a packet
at si for vehicles coming into communication range to de-
liver the packet toward sj along vivj , and t(vivj) denotes
the expected time taken to deliver a packet through vivj

given that vehicles are currently available for transmitting
the packet at si along vivj .

Suppose vehicles enter road vivj with an average rate of
λ, then

λ = speed(vivj) × density(vivj)

where speed(vivj) and density(vivj) represent the average
speed and average vehicle density on the road, respectively.
Therefore, the expected waiting time can be calculated as:

w(sisj) = 1
λ

= 1
speed(vivj)×density(vivj)

On the other hand, t(vivj) is dependent on the vehicle
density, average speed, and length of the road, that is,

t(vivj) = f(density(vivj), speed(vivj), length(vivj)) (1)

In the extreme case where there are very few vehicles in the
road, packets are delivered only by the carrying of vehicles.
Thus the packet delivery delay equals length(vivj)/speed(vivj).
While in the case of very high vehicle density, the packet
will be delivered through multi-hop wireless communication,
whose delay is negligible with regard to the former case. In
this paper, we use the formula in [8] to evaluate this value.

Given the road map of the region and assuming there is
a static node at each intersection, we can abstract the ve-
hicular network as a directed graph G(V, E), where V is
the set of static nodes and E is the set of directed roads.
Weight d on E is the expected packet forwarding delay be-
tween adjacent static nodes. As the movement of vehicles is
directional, the packet forwarding delay from si to sj , de-
noted as d(sisj), is often different from the forwarding delay
in the reverse direction, denoted as d(sjsi). As each static
node has a digital map of the region, it can abstract the map
as a directed graph and thus generate a delay matrix, which
contains the packet forwarding delay between adjacent static

nodes. Therefore, SNAR tries to deliver a packet through
the minimum-weight path, or the shortest expected delay
path to the destination. The packet delivery service will be
accomplished by the relay of both intermediate vehicles and
static nodes at intersections along the optimal path.

SNAR operates in two modes, that is, in-road mode and
intersection mode. When a packet is carried by a vehi-
cle in a road, the SNAR stack in the vehicle operates in
in-road mode, using geographic forwarding to deliver the
packet greedily to the static node at the next intersection.
When a packet is in a static node at an intersection, the
SNAR stack in the node operates in intersection mode. It
determines the optimal route to deliver the packet based
on its delay matrix, and stores the packet until vehicles are
available to forward the packet to the next-hop static node.

For the in-road mode, two strategies can be used for geo-
graphic forwarding with regard to whether it should resort
to the vehicles running in the opposite direction on the same
road for packet forwarding. As shown in Fig.3, if these ve-
hicles are used, the packet may be delivered to the next
intersection faster through the chance that the vehicle run-
ning in the opposite direction may have wireless connection
to a further vehicle in the same direction. Otherwise, how-
ever, the packet may be delivered back to the original vehicle
when it turns out to be closer to the intersection than the
vehicle in the opposite direction, which incurs greater packet
delivery overhead.

Fig.4 shows the state transition diagram of the intersec-
tion mode. Upon arrival of new packets, SNAR scans ad-
jacent roads for delivery opportunities. If SNAR finds that
the road along the optimal path of the packet is available
currently, that is, there are vehicles within communication
range in this road that may deliver the packet further, it
will transmit the packet to the farthest vehicle. Otherwise,
SNAR will enter a waiting state and check for delivery op-
portunities some time later. As packets may be stored in
the static node for some time before being delivered further,
buffer management is a critical issue when the buffer turns
out to be full in the static node. In this case, some packets
must be eliminated from the buffer. Instead of being di-
rectly dropped, these packets can be delivered immediately
through the best currently available paths, without decreas-
ing the packet delivery reliability.

Several buffer management strategies can be used:
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(1) FIFO (First In First Out), where the packets that stay
the longest in the buffer are eliminated first. However, this
is not a good strategy because these packets may have more
chance of being forwarded along the optimal path after wait-
ing for quite a long time in the static node.
(2) FILO (First In Last Out), where the most recently ar-
rived packets are eliminated first. However, as these packets
have just arrived, the best or even the second best path is
possibly not available yet. As a result, the packets may be
routed along some much longer paths.
(3) The elimination strategy we used in SNAR is called least
delay increase, which aims at reducing the increase in the
overall packet delivery delay caused by sending packets along
sub-optimal paths. The basic idea is as follows. Suppose the
static node is at intersection vi. In this node, we define a
priority vector [p1, p2, ..., pm] for each packet, where m is the
number of adjacent roads of vi, and pj is the ranking of the
optimality of the corresponding road. For example, if vi has
4 adjacent roads, [2, 1, 3, 4] means the first adjacent road cor-
responds to the second best path, while the second adjacent
road corresponds to the best path, and so on. The static
node will scan for currently available roads, thus the rank of
the currently best path can be determined for each packet,
which we call instant rank. As for the example above, if the
first and fourth adjacent roads are available, then the first
road corresponds to the currently best path of delivering
the packet, and thus the instant rank is 2. In our strategy,
the packets with the highest instant rank will be eliminated
from the buffer first. Instead of being directly dropped, these
packets will be forwarded along the best currently available
paths. Intuitively, this strategy tries to forward some pack-
ets along sub-optimal paths in the hope that they will not
differ significantly from the optimal paths. Therefore, this
strategy is favorable to preserve low packet delivery delay in
VANET.

4.2 Link Delay Update
In the previous section, the routing decision is made on

a delay matrix, where the delay of each link is estimated
based on the statistical vehicle density in each road. How-
ever, our simulation shows that the packet forwarding delay
varies with time because of the variation of vehicle density
on the road. In addition, as the vehicle density is quite sta-

ble during a period of time, the packet forwarding delay also
remains at different stable levels during different periods of
time. In order to let static nodes obtain a more accurate
packet forwarding delay estimation for each link, we intro-
duce LDU module in this section, which measures the delay
of each link in real time and propagates the up-to-date esti-
mation among static nodes.

Let si and sj be two adjacent static nodes, and assume
a packet is to be forwarded from si to sj . To measure the
packet forwarding delay d(sisj), we insert a single field stime
into the packet head. When si receives the packet for further
delivery, it immediately records the current time in stime.
Then when the packet reaches sj , sj can calculate the mea-
sured packet forwarding delay:

d′(sisj) = etime − stime

where etime is the current time. Therefore, each static node
sj is able to obtain the measured delay of all its incoming
links {sisj}.

Let the delay matrix maintained by each si be di. Initially,
the delay of each link in the matrix is calculated by formula
(1) based on statistical data. Let d′(sjsi) be the mean of
the measured delay d′(sjsi) over time interval I . Thus, each
si can obtain d′(sjsi) for all of its incoming links in each
interval. In SADV, each static node exchanges with other
nodes the mean measured delay it has observed during each
interval I, so that each node gets a more complete up-to-date
delay matrix.

The propagation of the mean measured delay observed
in each static node is in the form of delay update message,
which consists of records in the following form:

< src id, dst id, delay, seq, expire >

where src id and dst id are the IDs of the starting and end-
ing static node, delay is the mean measured packet forward-
ing delay during interval I from src id to dst id, seq is the
sequence number indicating the freshness of the message,
and expire denotes the time when the information in the
message becomes invalid.

Once each static node si obtains d′(sjsi), it encapsulates
them into the delay update message, and informs other nodes
by broadcast. The broadcast is realized by the carry and for-
ward of vehicles from one static node to its adjacent nodes.
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Figure 5: Performance of SADV Under Different Vehicle Densities

The process is similar to Link-State Broadcast [29]. To re-
duce overhead, each static node only broadcasts the freshest
delay measurement for the same link, which is identified
by seq, and each message is broadcasted only once at each
node. Upon receiving a delay update message, each static
node modifies its delay matrix accordingly. Suppose sk re-
ceives the delay measurement of the link smsn, then dk will
be modified by the following formula.

dk(smsn) = k1 · dk(smsn) + k2 · d′(smsn)

where k1 and k2 are two coefficients satisfying k1 + k2 = 1.

4.3 Multi-Path Data Dissemination
In classical studies, multi-path routing has often been used

to improve data delivery reliability or achieve load balance
in network communications. In this paper, we are interested
in decreasing the packet delivery delay by routing packets
through multiple paths.

In the VANET, if the packet forwarding delay between
each two adjacent static nodes cannot be estimated cor-
rectly, the shortest-delay path computed based on the es-
timated delay matrix may not be the real optimal one. This
motivates us to utilize multi-path routing, when the packet
load in the VANET is not high, to decrease the packet deliv-
ery delay by trying to hit a faster path than the single-path
routing.

Packets are delivered through multiple paths only at in-
tersections. Therefore, multi-path routing can be realized
by only some additional support in static nodes, without
any modifications of the protocol stack in vehicles. Assume
a packet is in si at present. Let N(si) be the set of static
nodes that are adjacent to si. According to some strategy,
si selects a subset of N(si), denoted by Ns(si). si will send
a copy of the packet to each static node in Ns(si), and thus
the packet will be delivered along multiple paths. In order
to reduce the overhead caused by multi-path routing, we let
each static node si remember the packets it has sent out for
some time Tm. If the same packet arrives at si from other
paths later, it simply ignores this packet.

We use the following strategy to choose Ns(si) out of
N(si). Let si compute the priority vector [p1, p2, ..., pm] for
the packet. Then si will send the packet through the roads
corresponding to the best and second best paths. For exam-
ple, if the priority vector is p = [2, 3, 1, 4], then the packet
will be forwarded to both the first and third adjacent static

nodes. This strategy applies when the estimation of the link
delay is not accurate, so that it will increase the chance of
hitting a better or even the real optimal path.

5. PERFORMANCE EVALUATION
In this section, we evaluate the performance of SADV as

compared with VADD. We perform the simulation on a real
street map, which we extract from TIGER [28]. The Tiger
database contains detailed information of each road, such as
the positions of the two ends of each road and the type of
each road. As shown in Fig.8, we extract a regional urban
area from the Tiger database with the range of 4000m ×
5000m, which contains 70 intersections. The speed limit
of each road is determined based on the road type. In the
figure, there are two high-speed roads (painted in bold) with
speed limits over 50mph, and the other roads are of local
speed ranging from 25mph to 45mph. As the Tiger database
does not identify one-way streets, we regard all roads in the
map as two-way streets.

We simulate different numbers of vehicles in the area to
test our protocol. The mobility model for each vehicle is
based on [24]. When the simulation starts, each vehicle de-
termines a random destination, and then selects a quickest
path or a shortest path with equal probability to the desti-
nation. Upon arriving at its destination following the pre-
determined path, each vehicle reselects a random destination
and moves on again. In our experiments, we assume that
each vehicle has a wireless communication range of 200m.

5.1 Packet Delivery Delay of SADV
In our simulation, we randomly select vehicles to generate

packets with random destinations in the map. We control
the total packet generation rate in the map at 10 packets
per second. We use different data dissemination protocols
to deliver the packets, and finally compute the mean packet
delivery delay of all the packets in order to compare differ-
ent protocols. In the simulation, we assume that each static
node has enough buffer such that no packet elimination oc-
curs. We will evaluate SADV with limited buffer capacity
of static nodes later. The total simulation time is set to
one hour. The simulation is repeated under different vehicle
densities, and the results are shown in Fig.5.

As shown in Fig.5(a), the bottom curve corresponds to
the performance of Epidemic Flooding, which has the lowest
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Figure 7: Performance of SADV under Different Packet Sending Rates

packet delivery delay. The curve in this figure differs slightly
with Fig.1(a), because in this simulation the flooding process
utilizes both vehicles and static nodes. Therefore, this can
be regarded as the lower bound of packet delivery delay in
the vehicular network where a static node is deployed at
each intersection.

In the figure, we show the performance of VADD, SNAR,
SNAR + LDU, and SNAR + LDU + MPDD. VADD suffers
from high packet delivery delay, especially under low vehi-
cle densities. When 50 simulated vehicles are in the area,
the mean packet delivery delay of VADD is more than twice
the lower bound. This is because VADD may route packets
through detoured paths instead of the optimal paths. SNAR
delivers packets with the assistance of static nodes at inter-
sections. If LDU is not used, the packet forwarding delay
through each link can only be estimated by the statistical
vehicle density, which is similar to VADD. We can observe
that SNAR decreases the packet delivery delay to some ex-
tent, which indicates that the static nodes can help improve
the packet delivery performance. If we use LDU to inform
the static nodes of the up-to-date packet forwarding delay
through each link, the performance can be further improved.
One exception is that when the traffic density is very low,
such as below 100 vehicles, LDU does not benefit the packet
delivery performance that much, because the link delay up-
date message may not be propagated to the nearby static
nodes in time under low vehicle densities before it becomes
out-of-date. Furthermore, when MPDD is used, the perfor-
mance can be further improved, which is close to that of
epidemic flooding. As can be seen from Fig.5(a), both LDU

and MPDD can help reduce the packet delivery delay. They
achieve the same goal through different methods. LDU tries
to help static nodes choose the real optimal path by provid-
ing a more accurate delay estimate of each link, while MPDD
tries to hit the optimal path through multi-path delivery.

Fig.5(b) shows the delivery delay of individual packets us-
ing different routing protocols. In this experiment, the traf-
fic density is fixed at 100 vehicles. As can be seen from the
figure, VADD sometimes experiences very large delay, which
is indicated by the peaks. In contrast, SNAR is much bet-
ter at avoiding delivering packets through very long paths.
However, we can observe that the delay of SNAR is higher
than VADD for a few packets. This is because SNAR did
not compute the real optimal paths for these packets due
to the inaccurate link delay estimations. However, if LDU
is used with SNAR, the packet delivery delay is lower than
VADD for each packet. Moreover, if LDU and MPDD are
both used, the packet delivery delay of most packets is close
or equal to the lower bound.

5.2 Buffer Management in Static Nodes
In our experiments, we also analyze the buffer size in the

static nodes. In the simulation, we first assume that the
buffer of each static node is large enough such that no packet
elimination occurs. We set different packet generation rates,
and record the buffer size of each static node at different
times. The statistical results are shown in Fig.6. In Fig.6(a),
we compute the mean buffer size over all static nodes, which
reflects how many packets on average reside in a static node
each time in the vehicular network. As we can see, the mean
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Figure 8: Road Topology used in the Simulation
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Figure 9: Performance of SADV under Different Node
Deployment Strategies

buffer size increases with the packet generation rate. In
addition, when the traffic density increases, the mean buffer
size decreases, because the packets in buffers have higher
chances to be further delivered when there are more vehicles
around. Fig.6(b) illustrates the maximum average buffer size
among all static nodes under different traffic densities and
packet generation rates. We can observe the same trend as
Fig.6(a).

In the previous experiment of SADV evaluation, we as-
sume that the buffer size is large enough in each static
node. In this section, we limit the buffer capacity of each
static node, and evaluate SADV (SNAR+LDU) with dif-
ferent packet elimination strategies under different vehicle
densities. We set the buffer capacity to 55 for each static
node, which equals the maximum average buffer size under
100 vehicles, and then simulate SADV on the road topology
setting with 100, 200 and 300 vehicles respectively. Under a
specific vehicle density, we vary the total packet generation
rate in the network, and compare the mean packet delivery
delay corresponding to different packet elimination strate-
gies. The simulation results are shown in Fig.7. As can be
seen in the figure, when the packet generation rate is low, the
buffer is rarely overflowed. Thus, the performance is simi-
lar for different elimination strategies. However, when the
packet generation rate is increased, the Least Delay Increase
strategy apparently outperforms the other two strategies.

5.3 SADV under Partial Deployment of Static
Nodes

In this section, we evaluate the performance of SADV
when only part of the intersections are equipped with static
nodes to assist data delivery. We study three node deploy-
ment strategies.

• Uniform Deployment: Deploy static nodes uniformly
based on space.

• High-degree Preferred: The intersections with more
connected roads have priority to be equipped with static
nodes.

• High-speed Preferred: The intersections along high-
speed roads have priority to be deployed with static
nodes.

As shown in Fig.8, there are a total of 70 intersections on
the road map. We deploy 35 static nodes based on the three
different strategies, and simulate SADV under different ve-
hicle densities. The results are shown in Fig.9. The bottom
curve corresponds to SADV when each intersection is de-
ployed with a static node, and the top curve corresponds to
VADD, where the results are the same as in the previous
section. We can observe that the resulting performance de-
pends on the node deployment strategies. In the figure, node
deployment strategies 1, 2, 3 correspond to Uniform De-
ployment, High-degree Preferred, and High-speed Preferred
strategies respectively. The performance of SADV under
High-degree Preferred and High-speed Preferred strategies
is better than SADV under Uniform Deployment strategy.
The simulation results indicate that, given a specific num-
ber of static nodes, placing static nodes at high-degree and
high-speed intersections both have better effect of reducing
data delivery delay.

The reason why the latter two deployment strategies are
better can be explained as follows. If the degree of the in-
tersection is high, a packet has more choices of routes to be
forwarded along when it reaches the intersection. Thus, the
deployment of static nodes in these intersections has more
chance of leading to a dramatic improvement in packet de-
livery performance. In addition, there are usually more ve-
hicles in the high-speed roads because vehicles tend to take
these faster roads to get to their destinations. The packet
delivery delay through these roads is usually lower than the
other small roads. If we place static nodes at these intersec-
tions, we can guarantee that the packet will not be routed
through other small roads and that it will not miss the best
delivery path.

6. CONCLUSION
As the vehicular network is completely composed of mo-

bile nodes, the multi-hop data delivery performance may
degrade under median or low vehicle densities where the
network is frequently disconnected. In such cases, the per-
formance may be improved by adding some static nodes
at intersections to assist data delivery. In this paper, we
present SADV, a Static-node assisted Adaptive data Dis-
semination protocol for Vehicular networks, which reduces
the data delivery delay through three mechanisms. In SNAR
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(Static Node Assisted Routing), when a packet reaches an
intersection, it will be stored in the static node until the
best delivery path becomes available to further deliver the
packet. In LDU (Link Delay Update), the adjacent static
nodes measure the link delay between each other in real
time, so that the routing decision can be made adaptive to
the changing vehicle densities. In addition, MPDD (Multi-
Path Data Dissemination) can be used to further decrease
the packet delivery delay by trying to hit a faster delivery
path. Our simulation results show that SADV outperforms
other routing protocols under median and low vehicle den-
sities. We also evaluate SADV under partial deployment of
static nodes.
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