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ABSTRACT
A Statistical Study of the Dependence of the Integrated Wave Power of
Geomagnetic Pulsations between 0.1 Hz and 1.0 Hz upon the Solar Wind
Dynamic Pressure
by

Cristian C. Cocheci
University of New Hampshire. May. 2000

We present a statistical study of the influence of the solar wind dyn pressure on
the power of geomaguetic pulsations in the frequency range of 0.1 to 1.0 Hz (around the

lated using data from the Solar Wind Experiment and from the Magnetic Field [astrument

on board the WIND spacecraft. Using ground data from the Aatarctic AGO arrays and

northern hemisphiere stations we have compared the integrated power of pulsations between

0.1 and 1.0 Hz with the variations of the solar wind dynamic pressure, on scales of several

=

ours. Ou the dayside there is a better than 80% correlation between increases/decreases
of solar wind dynamic pressure and enhancements/depletions of wave power. Many wave
events occur during periods of constant solar wind dynamic pressure.

Thess results suggest that the wave production mechanism driven by the magnetospheric
compression due to solar wind dynamic pressure represents a trigger of the ULF waves
produced iu the outer magnetosphere and recorded on the ground. The presence of the

waves during periods of low constant solar wind pressure is not in contradiction with our

proposed mechanism. it just means that the dynamic pressure is oot the only compression

mechaunism.

X
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Chapter 1

Introduction
The Sun represents the source of energy for all solar-terrestrial phenomena. The streaming

fonized plasma flowiug through the interplanetary space radially away from the Sun is callec

[Fam]

the solar wind. {u its complicated interaction with the magn

gnetized Earth. the solar wind

occurring inside the magnetosphiere and at the boundary between thie magnetosphiere and

the solar wind, called the magnetopause. Some magnetospheric research is carried omt re-

wotely from the ground with instruments such as magnetometers, riometers, and antennas.

o=

[

In situ observations are made posstble by fying different {mstruments on tockets and satel-
lites. These in situ data have resulted in a huge growth of our knowledge and understanding
of magnetospheric phenomena. and they complement the ground observations rather than
making them obsolete.

Ground observations are made possible by plasma waves. These plasma waves carry
information about the plasma that produces them. and about the plasma that they go
through. Plasma waves can energize or take energy away from the plasma. The ground
signatures of ultra-low frequency (ULF) plasma waves which originate in space are known as
geomaguetic pulsations or simply micropulsations. and they can be measured with the aid
of simple instruments called magunetometers. Depending on the frequency of the ULF waves

to be measured, there are two types of maguetometers used. Induction magnetometers. also

=
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Table i.1: Micropulsation classification scheme.

)

magnetometers are used to measure the maguitude of the magnetic field and are used for

looking at ULF waves with periods ranging between 2 and 600 secouds (the maximum

sampling frequency of the fluxgate maguetometers is 1 Hz). Micropulsation magnetometers

o) S YiILARI LEA

can be conveniently placed at different locations on the Earth, such that different types of
studies can be done. They can be placed in chains (latitudinal or longitudinal). thus making

possible studies of latitudinal or longitudinal motions or propagation of various phenomena

)

(aurora. waves etc.). The magnetometers used in this study are placed at high latitudes,

LR At Lsys B

at the footpoint of maguetic field lines that belong to the outer magnetosphere, making

pussible the sensing of phenomena that occur at those locations. The sampling frequencies
of the search cofls used in this study are 10 Hz for the Iquluit and South Pole colls and 2
Hz for the BAS-A81 coils.

Micropulsations have been classified according to their period and spectral signature
[Salto, 1969]; the accepted classification scheme is presemted in Table {.1. ‘P’ stands for
pulsations, ‘c’ stands for continuous and ‘i’ stands for irregular. The continuous pulsations
are band limited within the respective frequency intervals, whereas the irregular pulsations
are broadband pulsations. Another type of continuous pulsations called Pci-2 was defined

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



S

later [Fukunishi et al.. 1981]. These have a frequency range intermediary to the Pci and P2
ranges (0.1 and 0.4 Hz) and a somewhat different spectral signature (very narrow banded,
occurring ouly in the afternoon and night sectors); we meation them here because they ar

part of our study.

Micropulsations have many different causes and originate in many different locations

space. The fHlow shear between the magnetosheath and the magnetopause gives rise to
the Kelvin-Helmboltz fnstability and creates ripples on the magnetopause, which prop

gate along the Earth’s magnetic field and are recorded on the ground as Pc5 pulsations

[Farrugia et al.. 1989]. Solar wind pressure pulses hit the dayside magnetosphere making

it ring at its resonant frequencies. Standing waves are generated and they are recorded

t

s

on the ground as Pc3-4 pulsations. Another known source of Pcd pulsations is located in
the upstream solar wind [Paschmann et al., 1979]. They are the result of the futeraction

betweez low cone angle interplanetary magnetic field and the bowshock (M. 4. Eagebret-

son. private communication, 1999). and they are transported along by the solar wind to the
maguetosphiere. The broadband Pl waves are associated with particle precipitation in the

{onosphere and therefore are an indication of aurora

Pulsations in the Pcl and Pci-2 frequency ranges. which are the topic of this
thesis, are commonly observed on the ground at middle to high geomagmetic lat-
ttudes [Arnoldy et al.. (996a. Hayashi et al.. 1981. Kato and Tonegawa. 1995] and they
have also been measured by satellites in the outer magnetosphere [Perraut et al.. 1978,
Young et al., 1981, Roux et al., 1982, Anderson et al.. 1990]. In spectrograms Pci and Pcl-
2 display many signatures indicating that they have different source regions [Fraser, 1975.

Fukunishi et al., 1981]. Ground observations of these pulsations can serve as diagnos-
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tics of remiote processes and particle populations [Menk et al.. 1992] if their source re-

gions can be determined. Several studies have attempted to classify them by wmague-

tospheric source region [Bolshakova et al 0, Morris and Cole, 1991, Meuk et al.. 1092,
Popecki et al.. 1993, Dyrud et al., 1997]. The current understanding is that there are two

main regious inside the magnetosphere where Pcl originate. Oue of them is in the dayside

o

equatorial outer maguetosphere earthward of the low latitude boundary layer (LLBL), aad

it exvends 1 to 2 Re radially [Anderson et al.. 1996a]. This Pcl wave population is the focus

where the interaction between the energetic ring current ious and the cold plasmaspheric

keavy ion population dramatically lowers the cyclotron imstability threshold. which is re
sponsible for Pcl wave generation
Pel micropulsations are electromaguetic proton cyclotron waves (heremafter referred to

as proton cyclotron waves) p

#

oduced by wave-particle interactions with the magnetospheric

hot proton populations with 7.5 = 10 to 50 keV and a positive temperature aaisotropy.

inant population of proton cyclotron waves studied in this thesis occurs in the outer mag-
netosphere, beyond geosynchronous orbits [Jacobs and Watanabe, 1967. Obayashi. 1965.
Anderson et al.. 19092a]. The hot maguetospheric protons responsible for cyclotron wave
growth are of solar wind origin. They enter the maguetosphiere through reconnection pro-

cesses in the Earth's maguetotail, then £ x B drift earthward due to the crosstail electric
field. and then they reach the outer maguetosphere by drifting around the Earth driven by

& combination of the maguetic field curvature and gradient drifts and the magnetospheric
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=]

E x B drift. The conditions in the compressed subsolar magnetosphere are such that these
popiilations become unstable to the cyclotron instability and Pcl waves are generated. The

proton cyclotron instability threshold is conveniently parameterized in terws of A, and g,

in the form 4, = af C, with @ = 0.4 and ¢ = =0.45. where 3, = 877,T; /B2 is the proton
parallel beta [Cary et al.. 1994, Gary and Lee, 1994]. Because it corresponds to a threshold
of the proton cyclotron imstability, this relation represents an upper bound on the proton
temperature anisotropy. If the anisotropy is less than the threshold value there is no signif-

icant {ustability growth, no wave-particle sc

other hand. if the plasma & driven by macroscopic forces (e.g. sustained high solar wi

dynamic pressure) such that T /T

: SEE wAEs RISER @

the proton cyclotron instability will arise and will pitch angle scatter the protons. If the

convection of wave energy away from the region of excitation is not too rapid. this scattering

.4
g
aal
E
E
&
g
v:
=4
*%

jue and waves are produced.

Our study tias begun from an observation of the influence of solar wind dynamic pressure,

statistical point of view. addressing the necessary solar wind pressure conditio

I%'
&

create cyclotron waves inside the magnetospliere. We conclude that in ~ 80% of the cases,
a solar wind dynamic pressure increase @b@ve a certain lower limit will produce similar Pel

wave power variation on the ground.
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Chapter 2

Fundamentals

In this chapter we are going to solve the dispersion relation for a plasma like the one in the

terrestrial outer magnetosphere, a hot anisotropic plasma population superposed over a cold

background isotropic plasma.

a liot part. so we w

ill fimd the necessary conditious for the commencement of the proton cyclotron anisotropy

instability and we will explain the current understanding on the influence of magnetospheric

2.1 The Electromagnetic Ion Cyclotron Dispersion Relation. Cold

Piﬁsm '1_:‘ X171

A plasma & a collection of charged particles possessing certain electrodynamic proper-

ties. Relatively high temperatures are gecessary to produce a plasma. therefore the plasma
particles are in fast motion (thousands of km/s). This will generate microscopic charge
separations and currents, which in turn will create fuctuations of the electric and maguetic
field. called thermal fluctuations. (o addition to these fluctuations. disturbances will con-
tribute to the generation of waves that will propagate through a plasma. The measured
frequencies of waves in & plasma cover a very wide range from several mililiertz up to several
megahertz.

A disturbance can be cousidered a wave only if its amiplitude exceeds the level of thermal

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



=

fluctuations: if the amplitude of a disturbance is smaller than the level of fluctuations and

no mechanism will act to amplify it. that disturbance will not affect the plasma and is not
considered a wave. In addition to this. a disturbance has to satisfy the appropriate plasma
equations in order to be 4 wave. This implies that the spectrum of waves that can propagate
in a plasma is discrete.

A plasma with uo external magunetic field can support the three simplest wave modes that

We assume that the thermal nolse level is miuch smaller than the wave amplitudes. Hence,

the plasma is assumed to be sufficiently cold. Ou the othier hand. we assume that the

wave amplitudes are small enough to allow any disturbatice to be represented as a linear

{n deriving the general linear wave equation. one starts from the set of Maxwell's equa-

tions. which are obeyed by the electromaguetic fields and plasina parameters:
y L OE
| a8 o1
V-B =0 (2.13)
V-E= £ (2.1.4)
€
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Taking the partial derivative of equatiou (2.1.1) with respect to time and eliminating 658/t

from equation (2.1.2) one gets

oE  of
=V % (V x E) = 6o =5 Tl +ﬂ0 (2.1.5)
and using the vector identity
Cx(VxE) =V -E=-VE (2.16)
one finds an inkomogeneous wave equation for the electric field
& E oF 51w
VE =V(V:E) = como=s oE = Hg (2.1.7)
The dependence of the current Jon the electric field £ cag be expressed by the time varving
Olun’s law:
73 - -
"gf‘-i ¢ awz-za-v).e (2.L8)
d =3

where we assumed that the plasma responds linearly to the presence of a wave disturbance,
go the conductivity tensor ¢ depends ou relative position and time only. With this suppo-
sition one may linearize equation (2.1.7) by considering small perturbations of the electric
field with £y = 0 (5o DC electric field) and E(Z.1) = 4E(Z.t). by keeptug ouly the first
order terms in the small perturbations (in this case actually there are mo higher order terms

in the perturbations. but generally these are dropped if they are present):

) N GE i
CHE = V(Y - 6E) = @#ﬂmﬁ = “@g}] (2.1.9)
where Ohm's law becomes
) 4
= f ey f dHE=F.t=F) 6B (2.1.10)
gg
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Equation (2.1.9) represents the general linear wave equation. The pure electromagnetic part
independent of the presence of the medhum is represented by the left hand side, whereas

the right hand side gives the response of the medium throngh the conductivity temsor .

80
=
%)
3
a
B
2
&
(w)]
o
£
2
2
7
i
sl
)
=
=
®
74
&
£
%L
e
E”

o7 - [ s [t - 7 ,—
mg = wmg| [ PF | daz-T.t-t)-0E (2.1.12)
= 1 ([«z‘f(fsfz)@(i Eémy) iBe B (2149)
= jigb{w, k) - 6Ep(w. ) (2.1.19)

Note that seeking a plane wave solution of the form (2.1.11) is equivalent to eplacing the
operators V and §/0t with k- and =iw respectively. go the left hand side of

equation (2.1.9) becomes

~K26E, + BE - 6B)) + eougl 6By = = [(k’z - %) iBy = E(F - 5_1,)] (2.1.13)

where we used & = (eppip) ' We want to write the term £(£-6Ep) as a tensor operating on
6E;. In order to see this more easily we can use the matrix definitions for the dot product

and for the outer product of two vectors € and b. If we define the dot product as

bz
a: 52 ( G Gy @; ) by = @ibi *@g’i’g *@gij; (2.1.16)
b.
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and the outer product as

A agh; arh, agh.
b = ay ( b by b ) =1 ab: ayby azb. (
@g ﬂ:&@ @"by @-‘{IL
thea F(F - 4Ey) becomes
kik-o0Ep) = kg ( ke ky k: ) ffffgg
= kgkz kyhy kyk: 6 Egy
\ hoke keky koo )\ 0B
Finally equation (2.1.9) can be written as
5 @"’?’ = =
[(Ic’f eﬂ,) [=Fkk= Mﬂotf(@j)] nE@w, E)=0 (2.1.19)
This equation s

every component oféfé@!(@f) [ order to h

have nontrivial solitions its determinant has to
vanish
'y f g_@ F B s . = ﬁ _ . -
D(w.k) = Det || &2 =) - Ek = iwpgblw.B)| =0 (2.1.20)
It is customary for one to write this equation using the dielectric tensor € instead of the
ductivity tensor . If one defines the electric induction as
6D =&.6E (2.1.21)
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i1

then Ampére's law (equation 2.1.1) can be written as
oD o
X = Enlllp == W,
V x B = e = (2.1.22)
and comparing the two equations (2.1.1 and 2.1.22) we get for the dielectric tensor
flw i) =T + ——81w.F) (2.1.23)

\g]
=
 —
’; e
N o)
Y
m Ty,
e W
]

L
V‘
4

0l
&,
Ko
e—edl]
[
=
Iy
IS
=
(X2
s,
S

Equation (2.1.24) represents the general dispersion relation of any active mediuim. The

wolutions of this equatiou describe propagating linear waves of fequency w = (k). To solve

this equation oue must solve the linear dynamic plasma equations and find the dielectric

tensor:

2.1.3 Cold Plasma Dispersion Relation

[a order to fllustrate how one can find the dielectric tensor of a plasma we will use an
example where the linear dynamic plasma equations are quite simple. Let us consider
a cold magnetized electron plasma where the ions are infinitely massive and comstitute
merely a weutralizing background. In this case the electron dynamics are governed by
single-particle motion in a strong maguetic field. If the electrons are cold then we can have

oe =0, therefore fu the Lorentz force we retafn only the linear term 47 x B5,. If we use the

notation (%, = eBy/m; for the electron gyrofrequency, the parallel and perpendicular (to
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Bo) equations of motion become

dfsﬂ,l - ﬁE o
E " it (2:1.28)
60 € . .

—= = =—3E. +Q, xé5. (2.1.26
T 70+ Qe x 07 (2.1.26)

The relation between the current and the wave velocity in a cold electron plasma s given

8] = =engh® = - 6B (2.1.27)

ot
. . . N
U= Q“Eﬁ EaE (g:iih_,,»

=z 3 Z.@ 5 D gz = = =
bv; = Eydpe =gt Es *%;@E@%“@Lf (2.1.20)
. Q. 5T an
Ug = éﬁ@géwg = _%hEI += E‘Q«,pe = (Eéﬁgg (2-1"30)
ov; = @uﬁgéfiEg (2.1.31)

Wpe = |
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is the electron plasma frequency. Comparing these equations with equation (2.1.28) we find
the components of the conductivity tensor:
iw
Oz = Oy = g, ——r
T
= - Q2
Ggz = 6;!]';' =EG:r éﬁgg ={
_ o ai
Oz = ﬁl}AgT;cZ
orF

Glw) = G@iyﬁé =

=
=
o
e
s
Qi
—

)

Using the definition (2.1.23) for the dielectric tensor we can easily find for the dielectric

-
=
=

&, e

tensor of & cold plasma

£
]
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Inserting this into equation (2.1.24) we get the cold electron plasma dispersion relation
e f. Y - ] o
DE [ @g ( - p) = ~£"fd] gﬁ) (231:‘35»

We can rewrite the cold plasma dielectric tensor (2.1.34) in a shorthand version

(ffl Ei@ 0 \

€cald = i€ € 0O (2.1.36)
\ 0 0 & }
where the matrix components are defined as
k@éﬁ >
€6 = 1574‘-—{9_@7’5 (2.1.37)
W =35
ifle Wk R
€ = =t 2.1.38
: W Wt =l ( )
€& = 15—@%‘;—5 (2.1.39)

Defining the vectorial refractive index as & = kc/w. with N? = N? + N7, and assuming

=

—=
)M
.
é,aa
w

that the wave vector £ s in the (z.2) ) plane. the cold plasma dispersion relatio
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becomes
( le = €] (L'fg EéﬂvrﬁNg \
Det] —je, N?=¢; 0 =0 (2.1-40)
\ VN, 0 Vg
This relation is the basic dispersion relation for a cold electron plasma and it describes the

propagation of high frequency waves in such a plasma [Bai

2.i.4 Two Fiuid Plasma Waves

At frequencies intermediate between the magnetoliydrodynamic and high-frequency electron

waves (frequencies comparable to the fon-cyclotron frequency. w = 2;) onie cannot anymore

aeglect the fon dynamics. The ion motion will be described by a set of equations similar to
the ones for the electron. equations (2.1.25 and 2.1.26). Solving for the ion velocities 47;
as functions of the elctric field /£ and usiug a modified relation between the current and
the velocities to tnclude the ion contribution

] = eng(67; = 65,) = & - OE (2.1410)

we obtain an equivalent expression (equation 2.1.36) for the dielectric tensor of a cold two-

fluid plasma. with the matrix elements containing the contribution of the jons in an additive
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@(: w‘g..

This dispersion relation has cut-offs for N, = 0. aad they can be found by setting equation
{2.1.43) to zero and solving for w. The R-mode has the resonance N,z = % at the electron-
clotron frequency
@:,..Fjg = \_B‘és (251546)

while the L-mode also has a resonance (as opposed to a pure electron plusma) at the ion-

cyclotron frequency. called the left-hand iou-cyclotron resonance frequency
@i.res = 3¢ (2.147)

The dispersion relation for the L-mode at low frequencies can be written as

AN
W= = 3 (I#}-k—z;) (1%&-?@2) =1}]. (2.1.48)

The long-wavelength limit is an Alfvén wave,
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2.2 Wave Kinetic Theory. Ion Cyclotron Waves in a Hot Magnetized

Plasma
[u kinetic plasma wave theory the microscopic electric charge separation fields and parti-
cle cuirrenits become important. therefore the dispersive properties of the plasma will look
rathier complicated. [n contrast to thie fluid theory of plasnia waves. the wave kinetic the-
ory explicitly takes care of the properties of the particle distribution function and of the
correlations between particles and fields. Hence, in this theory, entirely new effects that
annot be covered by the fluid approach to a plasma will appear. Because in wave kinetic

)

theory we are dealing with distribation functions and their evolution. the set of mass. mo-

(2.1.24) remains unchanged and the only quantity that is replaced is the dielectric tensor.

=

&(w. k). because it contains the particle dynamics.

[=3

derive the Vlasov equation we consider a classical system containing N identical
particles of charge Ze and mass m in a volume V [Ichimaru. 1992, Kaufman. 1997]. Each
article has a time dependent position 7{t) and velocity 5(¢). therefore each particle repre-

sents a point in the phase space (7. §). We can express the exact gumber demnsity of each

v’ﬁ’
ﬁﬁ
H

s a product of delta functions:

Fil7.5.1) = 8(F = F(£))4(F = Fi(t)). (2

2

NS
P
-
Ll
e

The total exact particle density function of the plasma is the sum over all single exact
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particle densities given by equation (2.2.1)
F(F.0.4) = Y 6(F = FAE)ST = Fut)). (2.22)
¢
F i 1 the Klimontovich distribution function. and it satisfies the continuity equation

particle due to microscopic electromaguetic fields Ex(7.¢) and Ba(7.t)
f= Zr—"[ 7o)+ x Bl 7. 0)| (2:24)
m

dF _OF . OF | Ze oF
= B == F T = P = = 99
dt ot + 0 oF ey [ENI(TS + 7 % gm(? t) ] bt 0 (2,2@»

Equation (2.2.5) is the evolution equation of the exact particle deusity in phase space and
it is called the Klimomovich equation. We can define an enseible averaged phase space

density (F(7.7.t)) = f(7.7.t) and express the exact phase space deusity as the sum of this

average and a fluctuation 6F:

F(F.0.t) = f(7.0.1) + 0F(F.0.1). (2:2:6)

where the ensemble average of the fluctuations is equal to zero, (6F) = 0. (o a similar way
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the fields can be expressed as their averages plus their fluctuations:

E 7ty = B(rt) +6EF 1 (22.7)
Bal7t) = DBIRt) +8B(7. ¢ (2.2.8)

with <@E(?t)> = () and <0: (ﬁi)} = (). We can now take the ensemble average of the

Klimoatovich equation (2.2.5) to obtain:
of . 6f  Ze = )f Zef .= . .= OOF) -
O 5. 0L (25, 5,8).% o 28+ 0xif) YT 2.
@i+ ﬂaﬁ-m(,%}-u B) b7 p (0FE + & % 6B @ﬁ) (2.2.9)
We can simplify this kinetic equation by neglecting the correlations between the fields and
considerinig ouly the correlations between the particles themselves via collision:
of . 0f . Ze of" L
= 4 ;,?E == T E E § = = = 5 p a‘. %
ot * U grt B @5 @i)@ (22.10)
Equation (2.2.10) is the generalized Boltzmann equation from statistical mechanics. Space

plasmas are collisionless in most of the cases (except for the lower jonosphiere), therefore we

can entirely neglect the collision term:

@i#-f 6f Z (E*ﬁx E)ﬁ'g ={) (2:2511»

Equation (2.2.11) is called the Viasov equation and it represents the simplest possible form

.s

of kinetic equation for a plasma. The Viasov equation for a particle species ¢ can be written

as:
0, . B  Zse s
{ Tl -z - [E(f t) + 7 x B(F, zp] } fo(F.5.t) = (22.12)
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The local mumber density aud the current deasity can be written as:

1alFt) = i j dif (78,1 (22.13)
i o= Y Zem, f dFef ) (2:2,14)
G ) 3
where ny = Ng/V is the average number density of particles. Ounce we find the current
deusity f . we can calculate the dielectric tensor using equations (2.1.10) and (2.1.23). Cou-

sider an homogeneous plasina in a stationary state characterized by the velocity distribution

functions f+(5). to which we apply a constant exvernal magnetic field, B = Bz We apply

an electric field disturbance of the fo

SE explilk - 7 = wt)] (22.15)
The magnetic disturbance associated with this can be found using equation (2.1.2):
FB explilk « 7 = wt)] = «% x 6 E explilF - 7 = wt)] (2.2.16)

In response to these disturbances. the distribution functions depart from thelr stationary

values: the resultant distributions may be written as:

Fol®) + 6£5(5) expli(k - # = wit)] (2.2.17)
Substituting equations (2.2.15). (2.2.16) and (2.2.17) in the Viasov equation (2.2.12) and
retaining only the linear terms ta 0E and 6f5(). we find
d, 50 . 7 |
[ 6§+Qﬁ % £« 5] o felT) @[@(@ s F = wit)]
=5gaf5‘*ri . F = o : 5
=~ F Tk, w:0) - 6 expli(k - # = wt)], (2.2.18)
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whiere
q, = ifg (22.10)

is the cyclotron frequeacy fo article of the & species, and
Tt(lfw‘v)g(1=§;—§)f+gz (2.2.20)

W W

g

is a temsor that enables one to express the electromaguetic effects in terms of 4 alone.

The calculation of the increment 4 f5(5) from equation (2.2.18) is difficult because of the

spiral orbits of the particles in the magnetic field. Consider a differemial operator defined

as
Fial T A A T (2:221)

where 7 = 7{t) and 7 = #(t) describe a given trajectory of a particle in phase space (7,
#). Nuotice that equation (2.2.21) represents a differentiation with respect to time along the

prescribed particle orbit in phase space. Vectors df/dt aud dF/dt are the velocity and the

acceleration of the particle. If we chioose

%f _ (2.2.22)
Y e Q,xe (2:2.23)

dt

the phase space position of the particle (7. &), at a time ¢'. can be expressed as

F = Bit=t)-7 (2.2.24)
7 = F+Qi Ba(t=t) -7, (2.2.25)
e
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where we implied the aid of the tensors

[3¥]
(9]
[
—

Holt) = | (1 =cost) sin(,t 0 |- (2.2.26

\ 0 0 st

-
Py Ul
[
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i~
RN
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=
=
"
el
3
[
)
=
==

12V

Notice that the differential operators on the left hand side of equation (

2.18) altogether

describe a time differentiation along the moperturbed orbit (2.2.24) and (2.2.25). We may

invert this differentiation by imtegrating equation (2.2.18) with

respect to time along the

unperturbed particle trajectory as

@fa(ﬂ) i(k = @ml

Za; t F J 4% = P
52% dt [i%ﬂ] (k. &) - 6§@@[§(§ 7 =wt')] (2.2.28)

ol = =222 [: dr [éf;%f’] i ) - 6B expl=ioir)] (22.20)
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The evaluation of the integral in equation (2.2.20) leads to the calculation of the induce

current density (2.2.14) and thereby the dielectric tenso @@atwﬁs (2.1.10) and (2.1.23).

[a order to obtain the dielectric tensor we have to perform the velocity space imtegral

in equation (2.2.14). The integration is performed i cylindrical coordinates i velocity

space, with the z axis along the direction of the external maguetic field, Figure (2-1).

uperturbed velocity distribution functions f,(5) in equation (2.2.29) may be written as

fanctions of the components o, and v_ of the velocity. parailel and perpendicular to the

external magnetic feld. Let us set
§=v,_cos0i +v_sinbyj + v 2. (2.2.30)
Equation (2.2.24) then becomes
o, = v_cos(Qs7 +6)
v v, 8in(Qe7 + 6)
T =
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Figure 2-1: Configuration of various vectors

Now we can calculate the induced current density (2.2.14) as

=5 Zﬁ»’ n o ; = =
iJ=-3 ;—i_ﬁj dafiﬂéd%f do,
&= Mg  Jo Y =%

2% SE AT = -
L dfﬁ[@'%?@]s (F.w: ) - 66 expl=is(r)] (2.2.81)
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and the dielectric tensor

dEw) =T+

"""WI'
QM
AN
A2A
=
%"‘“‘ﬂ
8
[}
[
2
it
—~—
8
.
&

wi ) - 6E exp[=io(T)].
To carty out the integrations we specifically choose the wave vector E to be
plane (Figure 2-1). and wri
= k_i+kz.
Afier a substantial amount of algebra ([Stix. 1992]) we find

At

D
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where
( 'ﬁwﬂ?ﬁcf}% dijg%ﬁi,ﬁ,j’% I \
[slv . 23n) = Ei@i%%@{m!}% P2 =ivp g,
K o gflj,; i gy i }
f df = 2w f o dv_ [ dv
0 =%
- _ dda(z2) ok w_
fi'n. gr’m(é» Jjﬁ = l;: 5 ZE " éﬁl
égz '57 = Iwﬁﬁmﬁﬂ@ o >-
“6 " o - -\ Tsey
Equation (2.2.34) represents the dielectric temsor for a general liot magnetized plasma.

The Dielectric Response Fumction The dielectric fesponse function of a plasma is

defined as
elf.w) = d'ff’ =, (2:2.35)

therefore we can express it using equation (2.2.34) as

ebw) ==Y % Z [ dﬁ(“ﬁﬁ@fﬁ ;L) _Iale) (g5

”d@’u s +I§”@” =

This is the Vlasov dielectric response function and it describes the dielectric properties

of the plasima. Equation (2.2.36) can be further simplified by specifying the distribution
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functions fo(F).

2.2.2 Dielectric Response in Maxwellian Plasmas
For simplicity consider a one component plasmia with a Maxwellian distribution expresse
by
7\ 372 m{(ufg + a2
Farlo_.0) s(%) / E@[* :T“ )] (2.2.37)
Afier substitating (2.2.37) in equation (2.2.34) we get the expression for the dielectric tensor
of the Viasov plasmas in thermodynamic equilibrium as
ek, »gfe(”—i—‘)% % 2 1, Zus il = W\ Zy)] = Zh2 (2.2.38)
4 o nE—_g Z, 11 s&n i & &) =% i @sP
[ a9 mAL (3 5 8z Aud)
3 A AVAL ) TRTZ i \a(13)
5. Zun) = =inA(@)  Thald) = 200,08) <1 EVBZAL)
k g Y ; 18 (4
\ £ RZAS  IRVELALS ZAS )
7 = w = nfd
- eyl / T/
. - BT
bs
Aq(B) = I:(8)exp(=0)
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The functions {,(3) are the modified Bessel functions of the n=th order and the fuanctions

Az(3) appear commonly in a theoretical treatment of Maxwellian plas agnetic

E
=

i a m

;ﬁﬁ

field. For many applications it suffices to evaluate A,(3) to lowest or perhaps first order

2.2.3 Ion Cyclotron ln@t bility due to Temperature Anisotropy

Temperature anisotropy is one form of deviation. in velocity space, from a thermal dis-

tribution. When the energy contained in the cyclotron motion excesds the energy asso-
ciated with the parallel motion (T; > T,). a possibility arises that the energy of the
cyclotron motion is fed fmto the plasma oscillation in the viciuity of the cyclotron frequency

({Kennel and Detschek, 1966]). at w = kv £ (};. An energy tmbalasice between the par-

allel and perpendicular degrees of freedoin may be described by assiguing two different

temperatures. T_ and T.. in the velocity distributions:

, 2 2 ] -
FF, - —— “,, = & 2 = 34
flo_.o) ( T, exp [ ?Efﬁ T, fm) (22399
Such an anisotropic distribution is more likely to occur in the fons rather than in the

electrons, because the relaxation times for the Maxwellization of the electrons are much

smaller than the ones for the fons:

Tee i ifer ~ ligf=ts= 2.2.40
ee t T & T e e ( )

This makes the use of Maxwellian distributions with unequal ion and electron temperatares

reasonable. Also because of this reason. we can assume equation (2.2.39) only for the ions.

Using this distribution function in equation (2.2.34) and then using the definition (2.2.35).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



we get for the dielectric response function

B2 W
k) =14+ 20| ————=
( W)) A.é (I'kM ’

where ey, s expressed above in equation (2.2.41) and g = (Ko=) /i? 15 the dielectric
response function for two fluid cold plasma waves. with €4 derived earlier. equations
1

(2.1.36). (2.1.42). (2.1.43) and (2.1.44). Equation (2.2.13) determines a complex frequency

w = @Ik %‘ Wk- (2-2344)
For the excitation to be long lived and well defined. the growth rate 5.(> 0) has to be much
smaller than the real part wy of the frequency ([Ichimaru, 1992]) :
i \ =
o <l (2.245)
[n this case D may have a Taylor expansion near w = wy, so that
>IN
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Hence we can find a useful expression for the growth rate near the resonant frequency wy:

 Im(Dl(wy. E))
),

W = Im(w) = (2.2.17)

e

We find [m{w) by noting that the argument of W, (w = nf)/(Ik,|\/T/m) > 1. and conse-

quently using the large argument expansion for W ([Ichimaru. 1992])

YTl Relw) = Q.

Imlw) =
k. |/ TTm]Re(w) = ;] Relw)
where i denotes the ion species for the hot ions, 7 is the ratio of the number density of hot

protons to the plasma aumber deasity (7 < 1). and

Z _ o
= == = 2 2?
4= T i (2.2.49)

For the R mode (fast or high frequency mode). resonance occurs when w = kv, = =(;

and ¢, > w/k. indicating that particles moving faster than the phase velocity of the wave

are resonant with the wave. The L. mode has a resonance at w =kv,, = €};, and consequently

it is limited to frequencies less than (O, in the vicinity of the resonagce. The particles must

be traveling in the opposite direction to the phase velocity of the wave. The wave grows if

E.@ ) &€
A< O (2.2.50)
for the R mode and
4> =% (2.2.31)
Ui =W
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for the L mode. The R mode is unstable if the bot ions have T, > T_. whereas the

10de is unstable if T. > T,. We will see later in this chapter that these conditions

E{

do not hold exactly in this form. and there re gignificant form for the temperature

pe
anisotropy that yields instability for the mode that we are interested in, the L mode.

2.3 Influence of the Solar Wind Dynamic Pressure on the Production of

One of the many possible ways to deviate from anisotropy fn a plasma i to have dif-

ferent temperatures for the parallel and perpendicular (to the magnetic field) degrees of

freedom. in other words to have a temperature anisotropy (T_ # T ). This will allow

the growth of the so-called temperature anisotropy instabilities ([Gary. 1993]). The tem-

perature anisotropy more often observed in space plasmas is the one with T_ > T.. The

reagson for this is not that perpendicular heating is more likely to occur in space plasmas,

255 LA R 41 132

but because parallel heated particles leave the region of energization along the ambient
magnetic field more quickly, This &5 not true for the solar corona. where there is recent ev-

idence of preferential perpendicular heating. There are several instabilities that may arise

in a plasma with T, # T), ([Gary et al.. 1976]), but the most important ones are the mir-

tor and proton cyclotron instabilities. [a an electron-proton plasma under the conditions

Te = T, and d; < 6. the fastest growing mode is the proton cyclotron anisotropy instability

([Kennel and Petschek, 1966]). This will have a maximum growth along the background

maguetic field (£ x B, = 0), circular left hand polarization in that direction of propagation,
and evolves out of the Alfven proton cycletron wave if the anisotropy is gradually increased.

e solar wind dynamic pressure is one of the macroscopic forces that can drive the
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plasma towards increasing temiperatire anisotropy. This process can be easily understood if

one considers the Chew-Goldberger-Low equations for decoupled parallel and perpeadicular

degrees of freedom ([Chew et al.. 1956]).

2.3.1 The CGL Equations

Since the CGL equations play an important role in explaining the production of cyclotron

waves, we will sketch their derivation in this subsection ([Hollweg. 1986]). To find the CGL

equations we first find a general moment equation for a function of the seven-dimensiona

3
|

gpace consisting of time, configuration space and velocity space. and then take two particular

cases for this function. the parallel and perpendicular (to the magnetic field) kinetic energies
of a particle. Let us start from the Boltzmann equation for any plasma species:
o S
ff R TIrS @f‘;fi (2:3.1)

where ¢ {8 the acceleration diue to the long range forces acting on the plasma (electric,
magnetic and gravitational). and the right hand side s the collision term representin
the short range forces (Coulomb collisions. wave-particle interactions and other effects not
included in @). The distribution function f is also a function of time, space and velocity

(f = f(7.5.6)). The density s defined

W
\:ﬁl
3]
S

ne f Pyl (
where the integral is over the three veloclty coordinates. All integrals from here on are

defiued over the entire velocity space unless otherwise specified. For an arbitrary function

@(F.7.t) we define the average over the velocity space as

() = f Ufddc (2

1
ée
A4
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Next we will ind a general moment equation satisfied by such a function of time, space and

the velocity space. There are three terms in equation (2.3.1): we will calculate each term

separately:

Term [
of $§§g . OV . on(¥) - 3
!@T*d =6zf@fdﬂ—ff57'-5§ ot =<@E (eé@
Term [I:

—
|€|I
=
Ay
&y
=
[}

AT f f7-C0d7

(]

f € (BfR) = GfT - A PF = (5T

ﬂlll

Vea(¥d) =n(7-V) (2.3.5)

where we ased the fact that ¥V « 7 = 0, since 7 and 7 are independent variables.

Term [II:

[ 3

SIS
\@l
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-
QR
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b
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—
=
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(=]

.,
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|&
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S
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(2.3.6)

|
A
=
al*s
She
|
;\
I3
]
E
=
™
<
=
=
~

Here the term ffg%‘%dsf has vanished because (f¥) = 0 when v = . in other words
the behavior of the f¥ product is dominated by f at large o. and f = 0 very rapidly as
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We can now write down the general moment equation for an arbitrary function @(7. 7. ¢):

-—n (@) = <@>+7 a(U8) =n(F-Y¥)=n (§+%A)<£i>

q A of a ;
~n%<(ffx E) =§> %[l{ $fd35 (2.3.7)
m ¢/ t
Equation (2.3.7) is an important general equation for the kinetic theory. One can obtain the

mass conservation equation by replacing ¥ = m. or the momentum equation by replacing

¥ =m5. We are going to proceed in finding the CGL equations by first letting

=1
L]

S =
3
S

The detafls of this calculation are given in Appeadix B. After a significant amount of

algebra the moment equation for the parallel particle energy becomes:

d-_ pB o oo Wy

. ‘5 _T_’_@ of { 5 3Py 3, 39 6

We will show that in the case of protons all the terms on the right hand side of equation

(2.3.9) are small enough so that they can be aeglected. in which case we obtain the first of

the two CGL equations:

or
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moving with the flow.
Here are some arguments for neglecting the terms on the right hand side of equa-
tion (2.3.9). The first two terms on the right hand side have the dimension of parallel

heat flux. laside the magnetosphere on closed field lines particles mirror between the two

hemispheres. therefore the distributions are symmetric with resp

e
[}
[l
i
B
‘él
3
=
‘® J
\g;
]

the field line (around some parallel bulk velocity which doesn’t have to be zero). This

implies that for every particle moving in one direction along the magnetic field there s a

article moving in the opposite direction with the same velocity in the frame of the bulk

motion. therefore the parallel heat flux in the frame of the bulk motion is zero. (n the third

term of the right hand side the quamtity D is significant only when there is diffusion of

the magnetic field. which s not the case for our situation where the feld i

plasma that we are interested in s collisionless most of the tinie, so the last term which

represents the collisions can also be neglected for now. We will «

:
[l
5"’
]
-
g
=
'?
2

are wave-particle interactions this term will couple the parallel and perpendicular degrees
of freedom and this collision term can no longer be neglected.

Let us go back now to equation (2.3.7). and let
@ = tmot. (23.12)
in this case we get an equation that {ovolves the perpendicular pressure (see Appendix B):

%iﬂ(%} = Ef’_?é L(V T +p<ﬂmﬁ (i« VB)»

o m () g .
¥ ;f(af’ -)Zfiﬁ (23.13)

For protons we can neglect all the terms on the right hand side of equation (2.3.13) for the
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e right hand side of equation (2.3.9).

same reasons for which we neglected all the terms on
We can now write down the second of the two CGL equations as
d. (p. .
=l =) = 2.3.14
- n(pB) 0, (23.14)
or

(2.3.15)

15) are the CGL equations ([Chew et al.. 1956]) and they

3.11) and (243.
own three-dimensional

quations (2.3.

Il-é:

MI

represeit the one- and medmm@ngmaaﬂ gas equivalents of the well kn

adiabatic equation

with the adiabatic coefficient v = (7  2)

ion in terms of the parallel and perpendicular temperatiires

We can rewrite the CGL eq in
T, and T_. by recalling that p ~ pT:
d Pug? _ d (T8 _ 3
d ?$ \ - é_ T*; - g 3 3 )
% (,,g) < 3 (§) =0 (2.3.18)
These equations have a simple interpretation. Let us consider a cylindrical flux tube of
-in" flux tube

length L and area A with a constant number of particles N. For a “frozen
the product B - A = constant, therefore B ~ A=!. Because the aumber of particles N s
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fixed we also have p = N{LA)~'. so now we can rewrite equations (2.3.17) and (2.3.18) by

replacing B and p. as

d( T = 0 2.3.19
d W) - (A
d 7 T;,, = P 9 i
@((N/#ﬁ) =0 (24200

Let oy = N/L and py = N/A be the one-dimensional density per unit length along the

field line and the two-dimensional density per unit area perpendicular to the field line.

respectively. With these definitions equations (2.3.17) and (2.3.18) become
d (T, _
={ =] = 242
7 (ﬁf) (] (2.4.21)
d (T _ s
= == = 2.3.22
dt ( _) =Y 2422

rhich are the appropriate adiabatic equations (T/p'=! = constant) for a one- and two-

state for the decoupled paralle] and perpendicular dimensions. and they are often called the

double-adiabatic equations of state.

2.3.2 Increase of the Temperature Anisotropy

[n this subsection we are going to use the CGL equations (2.3.17 and 2.3.18) to shiow how
the temperature anisotropy of the hot proton populations will increase when the magneto-
sphere is compressed. Let us consider a flux tube inside the magnetosphere that contalas

a distribution of hot protons with the initial parallel and perpendicular temperatures T}
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and T_; respectively. The initial length of the flux tube is L;. the cross section area is 4,
and the total number of particles is assumed to be constant N. After the compression the

tube will be squeezed (4; € A,). like in Figure (2-2). The tube could also be elongated

(L3 > Ly). but this is not necessary for the increase of temperature anisotropy. as we will
G66 next.
£ _2
m
Aj
= A
m
[
L, N BL A compression > L, A Bgé
[
N N
|
N
i

Figure 2-2: The result of a magnetospheric compression on a flux tube inside the magneto-
sphere: the tube is squeezed (A3 < A;) and elongated (L3 > L)).
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T_. If the field is “frozen-in” then B- 4 = constant, hence B ~ A~', but from (2.3.17)

e have T_ ~ B, therefore

g

T.~B~A4" (2.3.23)
and since 4; € 4, we get that
Ta>T.; (2.3.24)

so the compression of the flux tube increases the perpendicular temperature of the hot

T.. We assumed that the total aumber of particles inside the flux tube remains constant

during the compression. This implies that the number density of the particles inside the

tlux tube varies fuversely proportional with the volume of the tube p ~ (L- 4)=! ~ L='B

(after using B - A = constant). Now use equation (2.3.17) to get
T ~p°B~%~ [7? (2.3.25)

and since L; > L; we get that
Tp < Ty (2.3.26)

The consequence of the elongation of the flux tube is the decrease of the parallel temperature
of the protons inside the tube. We conclude that a compression of the magnetosphere will

result into an increase of the inner-magnetospheric hot proton distributions temperature

112 2t
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ton Cyclotron Waves. Current Un-

We have seen so far that the compression of the magnetosphere due to some external cause

{like the solar wind dynamic pressure) will result in increased temperature anisotropy of the

:

magnetospheric hot proton populations. These proton populations are of solar wind origin

and they drift from the plasma sheet to the outer magnetosphere on open drift paths. The

fiext question to answer is how long this

anisottopy can creased. [n section (2.2.3) we have shown that the proton cyclotron

mode becomes unstable for hot proton populations with positive temperature anisotropy.

o,

1,

0
~
=

T.

[
i
=

> 0. Hence we expect that at some threshold anisotropy. A; = Az. the

1 waves wil

=

1"‘1

production of cyclot and further increase of the temperature anisotropy
will be limited by the pitch angle scattering of the protoas hy the cyclotron waves. The

physical meaning of this phenomenon is illustrated in Figure (2-3). This type of diagram was

1 131 15t

p

first introduced by [Dusenbery and Holiweg. 1981]. The orange ellipses represent contour
plots of proton phase space densities in v, = v_ space. Consider a protou cyclotron wave
traveling in the positive o, direction with the phase velocity gz, = w/k. In the frame of the
wave protons can move along lines of equal energy represented by the green circles centered
at (0 =w/k. v_ =0). Let us consider two points on a line of equal kiuetic energy in the

wave frame, poimts A and B, Point A is situated on a contour of higher density than point

m

B. therefore there are more particles at point A in phase space than there are at point
This density gradient between A and B will be the driver for the diffusion of particles in

the direction from A to B, indicated by the arrow. This phenomenon iz called pitch angle
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diffusion or pitch angle scattering (the pitch angle of particles, arctan(v_/v ). decreases
when moving from A to B). Note that in the process of pitch angle diffusion. the protons.
even though they move on circles of constant energy in the frame of the wave. they move

closer to the origin in phase space. therefore they lose energy. This energy is picked up by

the wave. [a (his interpretation the wave will grow as lonug as there are more particles with
higher pitch angle on circles of equal energy in the frame of the wave. The temperature
anisotropy provides the free energy for the proton cyclotron imstability. and the pitch angle

scattering will act towards reducing the anisotropy.

[n general plasma instabilities will grow in the presence of a strong plasma anisotropy:

the resulting enhanced fluctuations will scatter the particles so as to reduce that anisotropy.

If a macroscopic driving force continually pushes the plasma toward increased anisotropy.

= ELE R LER 33 L= (e _Sp L L 47

the microscopic action to reduce this anisotropy can lead to a relatively steady state balance

which corresponds to the in:

m
<,
]
; "

!
(ol
%’I
="
i
=
2
(g
@
7
W
4@
::’l
e
L]
2,
N

7B
sy
ri<i

homogenieous gpace plasmas this threshold represents a limited closure relation for the
truncation of the fluid equations. This closure relation is limited in the sense that it is aot

valid under all conditions. bt it only represents a bound for the parameter of concern (the

This kind of relationstiip was first observed in the highly compressed terrestrial magne-

osheath. [Anderson et al.. 1994] have shown that the proton temperatiire anisotropy well

satisfies an inverse correlation with the proton parallel 3 of the form

|

Ty 'y

where 0, = 8mn,T),/B?. Linear Viasov theory has been used to show that such a re-
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lationship corresponds to the threshold condition of the electromagnetic proton cyclotron

anisotropy instability ([Gary and Lee, 1994]). Later [Gary et al.. 1994] have shown from

data analysis and computer simulations that a similar relationship

S

—
-%4
NS
(=]

olds for the plasma in the outer ma @@c@mhm@ Equation (2.3.29) corresponds to a thresh-

old of the proton cyclotron instability and it represents the upper bound on the proton

temperature anisotropy. A relationship of this for

=
&
(=]
&

]
&
kool
@
f%)
<l
\:i
\“‘"’

ess, sufficiently

This relation can be used to predict whether a plasma = unstable with respect to the

proton cyclotron instability. if one possessed the measured particle distribution function
Such an instability analysis was done by [Anderson et al.. 1996b] using magnetic field, par-

ticle. and plasma wave data from the Active Magnetosphere Particle Tracer Explorers

Charge Comiposition Explorer (AMPTE/CCE). They have analyzed proton distribution

functions during periods of cyclotron wave observations (active periods). and during peri-

ods with no waves (quiet periods). The temperature anisotropies of the proton distributions
during active periods were lying along the (2.3.29) curve whereas those during quiet events

were lying below this curve (Figure 2-4). Curve A effectively separates the active and quiet
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Figure 2-3: Pitch angle scattering in velocity space.
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igure 2-4: Plot of A, versus 35 [Anderson et al.. 1996b)
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Chapter 3

Data Analysis Techniques

3.1 Ground Station Location and Micropulsation Data Analysis

We have used ground magnetic field data from three of our micropulsation stations located
ideally for our study. The first station is situated in lqaluit. the capital of the Nunavut region

of the Canadian Northwest Territories. The other two stations are situiated in Aatarctica.

One of them is at the geographic South Pole, at an auroral geomagnetic latitude, while the

other antarctic station, BAS A%, is located at a slightly lower geomagnetic latitude. The

geomagetic latitudes of these stations locate them at the footprint of terrestrial magnetic

field lines that belong to the equatorfal outer magnetosphere during magnetic daytime
(6 a.m. to 6 p.m. local magnetic time), therefore the locations of these stations are ideal

studying phenomena that occur in the outer magnetosphiere earthward of the low latitude

TEEEE

boundary layer, wh i waves are produced. The geographic and corrected geomagnetic
coordinates of these three stations together with the magnetic local time at noon Universal

Time are summarized in Table (3.1).

The entire process of data collection is described in Appendix A. To achieve the purpose

of our study we have to analyze dynamic spectra of these data. The code that produces the

epectra was written in the IDL programming language. & high leval language very well suited
for data analysis and visualization and very popular among the space physics community.

The raw data from the magnetometers is a discrete ordered time series of voltage valiies of
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Table 3.1: The global positioning of the search coil magnetometers used in our study.

Station Geographic Geographic Geomagnetic Geomagnetic UT of 1200

Latitude  Longitude Latitude Longitude MLT
lqaluit 638 2014 73.3 4.3 1607
South Pole 90.0 0.0 =740 8.4 15:30
BASABL  -#i5 340 L85 6.0 Luis

Hz sampling rate) for the Iqaluit and South Pole data sets, and

BAS Al data set. For this particular study we needed to analyze dynamic specira in the

g
!
3
gﬁ
g}
2
S
:
g
5
=
K
=

@ describe hiere all the steps fnvolved in obtaining

Step 1 The frequency for the data series necessary to give a | Hz Nyquist frequency i

‘ﬁ?

equal to 2 samples per second. The first step in obtaining the spectrum is bringing the raw

data frequency to this value of 2 Hz by averaging together every five consecutive samples
(for Iqaluit and South Pole only: the BAS A8l data doesn’t need any averaging since it is
already recorded at 2 Hz). This process of averaging the raw data is equivalent to high pass

Step 2 Next we need to group the data points into windows of a certain number of points.
The algorithm used for the Fast Fourier Transform (FFT from here on) requires that the
aumber of points in every window is a power of two. We picked the width of our windows to
be 128 data points for the following reason: the resuiting Fourier transform array will have

the same number of elements (128), which correspond to 128 frequency values between =1

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



17

Hz and 1 Hz. or 64 frequency values betweea () and 1 Hz if we look at the positive frequencies
only (the spectrum is symmetric about the 0 Hz frequency). These 64 frequency values offer

a good enough resolition for the 0 to 1 Hz interval. and they will appear in the spectrogram

as one vertical array. The first window contains the first 128 data points of the averaged

, array corresponding to the time period to be analyzed (fig. 3-1). To pick the secon

window of 128 data points we glide by 60 poiats into the data array. so the second window

will contain data points from aumber 6 to number 187 in the data array. This sliding

ded by the FFT algorithm (it should be roughly one

1

D
b
o
(=%
o)
ﬂ
=

g=

g
122]
m ol
1% ;‘
|

]
)

:
\5!
@\)
1‘)

half of the size of the window). We contiume this process of grouping the data points into

windows until the whole data array to be analyzed is “covered” by these windows.

window 2
| . |

® ®

123 .. 606162 .. 120 121 .. 128 125 .. 188 189 ...
| |
) window 1 [ |
window 3

Figure 3-1: Grouping the data points in windows

[n steps 3 and 4 we perform several operations ou each of the data windows. resiulting

in the transformed arrays that are ready to be plotted.

Step 3 Before performing the FFT on every data window we need to muitiply it with
a window function (fig. 3-2. b) that changes gradually from zero to a maximum and then

back to zero. This particular type of window is called a Haan window. Note that grouping

the data poiuts the way we described earlier is equivalent to multiplying the whole data
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array with a step function which is equal to 1 for the 128 points picked for the window

and is 0 for the rest of the data points. By multiplying the data window with the Haan
window we smooth out the edges, the resilting product decreasing slowly to 0 towards both

Is of the array, therefore avoiding leakage from one frequency to another, as described

in [Press et al., 1992]. chapter “Data Windowing”. This procedure is illustrated in fig. 3-2.

S T s T T T : )
W 4 P
o : ¥
PR Y = -év. 4‘,‘ \‘; :" A:f“

S i i f T P

P - < oo '

: i I [

(a) raw data (b) Haaa window {c) product

Figure 3-2: [llustrating the effect of Lanning

Step 4 At this stage we are ready to perform the FF
dals [[DL Referance Guide, 1995]. For each of the data windows we get a 128 element
complex array. {n ordet to obtain the power spectrum from this complex array we take its
magnitude (absolute value) and then square it, after which we retain the positive frequen-
cies only. that {s half of the resulting array (due to symmetry about the 0 Hz frequency).

Optionally we could (and we do) operate oa these arrays with the log function. to bring the

numbers into a more convenient range.
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have so far is & number of arrays of 64 elements each, equal to the number of windows.
Each of these arrays is indexed by the 64 frequency values between 0 and 1 Hz and will
coutain the wave power at all these frequencies, for the corresp ssponiding data window. The
time spacing of these arvays is determined by multiplying the sli period (60) with the
sampling interval of the data (.5 s). so the resulting time resolution is 30 seconds. When
we chose the number of elements of a window for the FFT as described earlier. we took

into account the balance between the frequeacy resolution (1/64 Hz, “vertical resolution”)

and the time resolution (30 s. “horizontal resolution”). The resuit of increasing one of these
quantities iz decreasing the other one. For example if we had picked the next higher power
of 2 for the number of points of a window. i.e. 256. the frequency resolution would have

increased to 1/128 Hz whereas the time resolution would have decreased to 60 seconds. The
spectrogram's axes labels will be time in seconds for the abscissa (x-axis) and frequency in
Hertz for the ordinate (y-axis). The Fourier Transformed arrays are imaged as consecutive

vertical bars, with a color assigned for every element of every array. The color ranges are

described by a scaled color bar that accompanies the spectrogram (fig. 3-4. top panel).

3.2 WIND Satellite Orbit and Data Analysis

The WIND satellite was launched successfully on November 1. 1994, from Cape Canaveral,

Florida. on a Delta IT launch vehicle. Together with Geotail, Polar and SOHO projects.
they coustitute a cooperative satellite project designated the International Solar Terrestrial
Physics (ISTP) program which aims at gaining improved understanding of the physics of

solar terrestrial relations. Designed to be a solar wind monitor, WIND has provided mea-
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suremeats of the solar-wind plasma before it reaches the Earth. Figure 3-3 is a projection
of the satellite’s orbit on the (X = V) ¢¢ plane for the period of interest in our study. The

GSE (Geocentric Solar Ecliptic) coordinate system is centered at the center of the Earth.

the x-axis points towards the sun, the z-axis is perpendicular on the ecliptic plane and points

towards North, and the y-axis completes a right handed Cartesian coordinate system. The
satellite did not go very far away from the ecliptic plane. maintaining its Zgs¢ position

a list of all the experiments on WIND:
¢ Hot Plasma and Charged Particles (3DP)

s Transiemt Gamma I ay and EUV Spectrometer (TGRS)

¢ Magnetic Field Tnstrument (MFI)
¢ Plasma and Radic (WAVES)

¢ Solar Wind Experiment (SWE)
¢ Eaergetic Particle Acceleration, Composition and Transport (EPACT)
¢ Solar Wind and Suprathermal lon Composition Studies (SWICS/STICS)

¢ Gamma Ray Burst Detector (KONUS)

In our study we use data from the Solar Wind Experiment ([Ogfivie et al.. 1995]) and the

Magnetic Field [nstrument ([Leppiug et al.. 1995]). The data is avallable in the Comm

i::i

Data Format. a self-describing data abstraction developed by NSSDC (National Space Sci-

ence Data Center) for the storage and manipulation of multidimensional data in a discipline-

independent fashion. We extract and use the following solar wind key parameters:
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e velocity components (km/s). GSE coordinates

e interplanetary magnetic field (IMF) components (nT). GSE coordinates

spacectaft location (Earth Radii). GSE coordinates

Using these parameters we calculate the magnitude of the wind velacity (v = 02 + S+ 73)

the magnitude of the IMF (B = B? + B2 + B?) and the IMF cone angle or spiral angle
(ConeAngle = cos='(B;/B)). In our study we wiil use the solar wind dynamic pressure as

the plasma pressure and the magnetic pressure because they are much smaller than the

e panel 2 = the solar wind dynamic pressure
¢ pafel 3 = the solar wind velocity

¢ panel 4 = the magnitude of the IMF

"

@™

at

]
=

= the IMF conie angle

¢ panel 6 = the [MF B,

The first panel contains the dynamic spectrogram of the magnetometer data. as we specified
earlier. The black trace represents the total wave power between 0.1 Hz and 1.0 Hz. This

frequency range overlaps over the boundary of two types of Pc pulsations, the Pcl range (0.2
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Hz to 5.0 Hz) and the Pc2 range (0.1 Hz to 0.2 Hz). [Saito. 1969, Fukunishi et al.. 1981],
and inclades the Pcl/2 frequency range (0.1 Hz to 0.4 Hz). [Popecki. 1991]. The spectro-

gram is timeshifted with respect to the Uaniversal Time at the bottom of the plot (and
therefore with the wind parameters). by the time it takes an imterplanetary discontinuity

to reach the ground from WIND. We calculated this time by considering radial advec-
tion of the discontinuity at the plasma bulk speed from the satellite to the magnetopause
(Dsat=mpause/ Usw) - to which we added an extra two minutes to account for the propagation
of a disturbance through the magnetosphere to a flux tube and down the flux tube to the
ground observatory. Recent interest in space weather with an emphasis on geomagnetic

forecasting using L1 solar wind monitors have made determining these time-shifts the sub-

[ oNp—

strongly peaks near zero on 4 scale from =50 to 50 minutes, implying that the advection

shift s a good approximation of the propagation time for the structures being correlated.
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Figure 3-3: WIND orbits for four 6 month periods
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Figure 3-4: Example of wind parameters plot
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Chapter 4
Results and Conclusions

We have described in the previous chapter the methods that we used to process the exper-

imental data for this study. Tn this chapter we first analyze a few individual events. then
present the statistics from the two different approachies used in the study. the ground =
wind approach (look at the ground data first and then look for a cause in the solar wind

data) and wind = ground (look for solar wind pressure events first and then look at the

&

groiind response). Finally we discuss and conclude the results of this work.

4.1 Case Studies

The idea for our study came from simultaneous observations of the solar wind dynamic
pressure (as measured by the WIND satellite) and power spectra of Pcl waves on the ground.

Figure (4-1) is an example of such an observation. The first thing to note in this figure is

the way the dynamic pressure behaves (second panel from the top): it iz relatively constant

(around I aPa) until 13:35 UT when it suddealy jumps about (.5 aPa. then it continues to

gradually increase up to about 6 oPa at 16:27 UT whea it suddenly drops back to 1 aPa.

In the top panel the variation of the total wave power matches fairly well the variation of

the dynamic pressure. Note the jump at 13:35 UT, the gradual increase, and thea the drop

simultaneous pressure dip. This variation is also illustrated very well in the spectrogram:

the wave train commences at the pressure jump, the color changes towards higher power,

Qn
<
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Figure 4-1: Wind parameters and Iqaluit micropulsation spectrum. April 01. 1995
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and then the wave activity suddenly stops at the pressure drop. An interesting thing to
note here is the increase in the wave frequency that accompanies the pressure increase; this
is due to the increase of the magnetic field at the wave source during the compression. After
16:30 UT the wave power picks up again despite the pressure remaining constant. bat the
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nature of the waves changes. The waves after 16:30 UT are Pil waves: they are the

the sudden southward turning of the IMF Bz (bottom pamel) which fnduces erosion at the

\gl

of the magnetopause accompanied by day-side particle precipitation in the ionosphere.

RE) and very far off the Sun-Earth line (Yesz = 53 RE). We mentioned this because we
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the total power and the start of a Pcl wave train. For the aext half hour the pressure
keeps rising. and so do the power and the frequency of the wave. At 12:40 UT the pressure

reaches a plateau at 5 oPa. and then it stays constant for the next two hours. when it

suddenly drops back to ~ 1.5 aPa. The wave production i maintained during the plateau
and it ends simultaneous with the pressure drop at 14:40 UT. After this time the IMF Bz

turas southward and particle precipitation begins. accompanied by the production of Pil
waves. The satellite is still fairly far upstream (X¢sg = 150 RE) but i a lot closer to the
Sun-Earth line (Vs = =10 RE).

Another interesting example. a little different from the previous ones, is given in Figure

(4-3). The pressure increases abruptly from 0.5 uPa to 2.2 uPa at 13:00 UT. This jump i
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Figure 4-2: Wind parameters and BAS-A81 micropulsation spectrum, May 27, 1996
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ccompadnied by a jump in the total wave power and a commencement of a wave train in
the spectrogram. After the jump the pressire increases very slowly (about 0.43 aPa/hour)
towards dusk. up to 5 nPa at 20:00 UT. The wave power does not “feel” the slow pressure
increase, $o it stays approximately constant for a long time (4 hours). until the Pel train

stops. The slow pressure gradient cannot move the source into a stronger magnetic field

region. so the wave frequency doe crease efther. On the contrary. the source moves
into the afternoon, so the magnetic field at the source decreases, resulting in a decrease of

}i;ﬁﬂ
=

the wave frequency. The sustained relatively high pressure maintains the wave prodacti

up to late afternoon (1700 UT) when the compression on the dusk flank iz aot strong enou
anymore to push the proton population source to marginal cyclotron wave instability.

the wave prodiiction stops.

the features that we have seen in the earlier examples (pressure jumps and drops accompa-

2 nPa at 16:30 UT. Accordingly, the wave power gradually drops and the wave spectrum
gradually fades away until the wave productions stops. A summary of the different solar
wind pressure features and their effect as seen on the ground is presented in Table (4.1).
Before going on to the statistical analysis we want to show an example of an event
whiere a relatively large increase in the dynamic pressure had ao influence on the Pcl wave
production as measured with the magnetometers, Figure (4-5). Later on this event will be
called a non-matching event. Note the gradual pressure increases from [1:30 UT to 30

UT and from 18 : 00 UT to 18 : 45 UT with ao equivalent Pcl wave power increases.
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Featiire Effect on the ground

pressure jump sudden wave commencement or amplification
gradual pressure increase gradual wave power and wave frequency increase
gradual pressure decrease gradual wave power decrease

sudden pressure drop sudden wave power drop and end of wave train

4.2 Statistical Study

After observing events like the ones presented in the previous section we decided to study
the influence of the

waves from a statistical

spans a two year period (1995 and 1996) near the solar minimum. We have chosen the

were the data quality and data coverage: we have a very good micropulsation station ideally

we picked for our study was poor. The data were also fairly noisy. so we decided against

using this station for our study. Iqaluit station functioned properly diring the first half of
our study time, so we chose [qaluit as our northern hemisphere station. The South Pole

station is magnetically conjugate with lqaluit. so together they make a good set of stations
for conjugacy studies. BAS-A81 functioned remarkably well during the second half of our
study (it was not installed for the first half of our study time). BAS-A¥] is located at a
lower geomagnetic latitude than South Pole: this set of stations can be used for latitude

dependsncy studies. South Pole was the station that provided data for the whole study
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Table 4.2: Data coverage for the time interval of our study.

Year Iqaluit South Pole BAS-A81

1995 266 263 0
1996 0 279 347

Our stations are built such that comparison with one another is possible (they have the

same parameters. such as sensitivity and frequency response). but there local factors
(such as proximity to @‘th@f instruments of power gources, wind, power nterruptions) that
make the quality of the data quite different from one station to another. The micropulsation
data coverage, in days, for all the three stations is summarized in Table (4.2)

With all these data available we began our work by plotting all the data in the style of

Figures (4-1) to (4-4). Our imtent was to look at the spectrograms first (top pauel) and to
isolate wave events. then look at the dynamic pressure and judge whether it had an mfiuence

on the production of the waves. We had to have & definition for what we meant by a wave

event for our study. We call a wave event a wave train that is clearly seen in the spectrogram.

is Pcl type (band-limited frequency) and is at least 0.5 hours long. The relationship between

isolated sudden (< 5 min) impuilses (magnetic field increases of at least 10 aT due to modest
maguetospheric compressions) and enhancements or onset of Pcl at high latitude ground

stations is well established ([Olson and Lee. 1983], [Anderson and Hamiiton, 1993)). In this
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Year Wave Station Matching Non-matching No data
___events events _ events
1995 121 [qaluft 24 (20%) 97 (80%) 0
South Pole 20 (17%) 97 (83%) 1
199 184 BAS-A8L 33 (I18%) 151 (82%) 0
South Pole 21 (12%) 151 (88%) i2

study we deal with relatively long duration wave trains. from 0.5 hours up to 12 hours (the
whole day-side!). and stronger compressions (see section 4.2.2). A careful review of the

examples given in the previous section shows that not only the total power matches fairly

well the variation of the dynamic pressure. If we define an upper cutoff frequency for the

waves, which would be a value of the frequency at the upper frequency part of the band
(bastcally & line that goes through points of the same color at the top of the band). we can

see that also this upper cutoff frequency follows the pressure variations fairly well. This is

as long as the pressure gradient is large enough (we will see what large enough means in

sction 4.2.2). but is Go longer valid for events like the one in Figure (4-3). We decided for
our study to compare the total wave power with the solar wind dynamic pressure. We called

a matching event an event for which the total wave power variation matches the variation of
the solar wind dynamic pressure. The statistics for this approach are summarized in Table

(4.3). The first column contains the total aumber of events observed in each of the two

years at the first station from the second column, corresponding to the respective year. The
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third column contains the number of matching events for the respective station together
with the percentage of the total number of wave eveats in brackets. For year 1995 we looked
at the [qaluit data first. hence the 0 in the ‘No data’ column. We have isolated 121 wave
events: for all but 4 of these events data were also available from the South Pole station. We
found that only in 24 of the 121 events observed at Iqaluit the total wave power matched
the variations of the solar wind dynamic pressure. This represents only 20% of the total
number of wave evernits. The statistics at South Pole were even lower due to those few data
dropouts. For year 1996 we looked at BAS-A81 data and we isolated 184 events, about 50%

more than in the previous year at [qaluit: this is not surprising since the data coverage at

BAS-A81 is abont 30% better than at Iqaluft. as can be seen from Table (1.2). Ounly 33 of
these events were matching events, which is only 18% of the total number of wave events.

The relative number of matching events from the two years is about the same, showing that

42217 e SR b

the statistics are good enough. This approach shows that only approximately one out of
five wave events has the solar wind dymamic pressure as the obvious cause. For the rest of
the events the dynamic pressure was relatively low (2 aPa) and constant.

These resilts were not exactly what we were expecting to see. We noticed one thing
liowever: the solar wind dynamic pressire during the matching events was on average abouit
2 aPa higher than the pressure during the non-matching events. This fact determined us to
reconsider the approach of the study and to start over by looking at the WIND data first

gort it according to some criteria and then look at its effects on the ground.
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4.2.2 Approach 2: Wind —» Ground

Looking at the wind dynamic pressure first we needed a definition for a pressure event and
then some criteria to separate pressure events. We chose the most obvious criteria: the
amount of pressure change and the rate of its change. After carefully analyzing all the

data we decided on the following definition for a pressure event: a pressure event is any

pressure increase or decrease that has an absolute pressure variation between the final and

initial pressures of at least 0.6 nPa. has an absolute rate of pressure change of at ieast (.55

nPa/hour, and is at feast 1/2 hour long if it is pulse type (up and down). The 1/2 hour

ing events. Also note that we could miss events for whi

this situation is however very unlikely to occur since sustained high pressure almost never
lasts for 12 hours continuously. so we could at least catch the decompression in our plots

(which we did in several cases). A wave event is defined the same way as fn the previ

4%

section. One last thing to note here is that in the process of counting we did not count as
non-matching events the pressure drops that occurred while waves were not present on the
ground. We left out these types of events because we couild not epecify their effect on the
waves. sirice there were o waves. The statistics for this second approach are summarized

in Table (4.4). In the Iqaluit-WIND data we have coumted 120 pressure events. We racall

here that we had 266 days of data coverage at [qaluit (4.2) and quality WIND data was
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Table 4.4: Statistics for Approach 2. wind — ground.

Year Pressure Station Matching Non-matching No data Noisy
events events events (useless data)
1995 120 Iqaluit 035 (80%) 24 (20%) 0 i
Souith Pole 64 (70%) 27 (30%) i3 i2
1996 107 BAS-A31 T (84%) 11 (16%) 0 2
South Pole 38 (7T4%) 20 (26%) 27 2

il but 13 of these days. For those 13 days either the satellite was inside the

magnetosphere or there simply were data gaps. Out of these 120 pressure events one was
too noisy to detertaine anything. 95 (80%) of them were matching events and 24 (20%) were
non-matching events. a the calculation of the percentages we excluded the nolsy event

The South Pole station had lower quality data reflected by the 13 missing data events and
i2 nolsy data events. The wave power in the South Pole data was much weaker than the

power at Iqaluit resulting in the increase of the number of non-matching events. [a 1996
there were a few more WIND data drop-outs (21 days) than in 1995. We have isolated 107
pressure events. BAS-A81 data had long periods of very noisy signal so we coulda’t study
22 of the pressure events. Tl of the remaining events (84%) were matching events and 14
(16%) were non-matching. We again omiitted the noisy events in the calculation of these
percentages. The South Pole station data hiad some gaps again (for 27 of the events) and

the wave signatures were much weaker than those at BAS-A8L.
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4.3 Discussion and Conclusions

We have studied the influence of the solar wind dynamic pressure on the integrated wave

power of geomagnetic pulsations with the frequencies in the 0.1-1.0 Hz band from a statis-

tical point of view. Roughly B0% of the pressure events (as defined in the previois section)

"

had a clear mfluence on the production or enhancement of the waves observed on the ground.

The physical mterpretation of this phenomenon is believed to be the following. Enhanced
solar wind dynamic pressure impinging on the subsolar magnetopause compresses the mag-
netospheric flux tubes in the outer maguetosphere. As a result of this compression the

temperatiire anisotropy of the hot proton populations present on those flux tubes increases,

driving the proton distributions towards cyclotron instability and Pcl wave production. If

122
8
2
o]
t%ﬁ
&
="
(]
1
1=
-
[ig-l}
=
=
7
%
(=]
=4
=
2
’ﬁ!
\:;4-

h angle scattering) can lead to a steady state

I

balance corresponding to the instability threshold. and wave production can be maintained

for long time intervals.

In our first approach from the previous section we found that there are many more

wave events that are mot related to solar wind dynamic pressure variations ( 80%).

As other authors have suggested [Fairfield et al., 1990, Lin et al.. 1996a. Lin et al.. 1996b,
Sibeck and Korotova. 1996] pressure pulses downstream of the Earth's bowshock can be
generated by other causes than the dynamic pressure, e.g. sudden changes in the interplan-
etary magnstic field (IMF) orientation, or the interaction of low cone angle IMF with the
bowshock. However. these pressure pulses could mostly be the cause of Pcl bursts and they

cannot explain the long duration wave trains observed.
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We suggest a mechanism similar to the solar wind pressure driven one. only this time

the compression is spatial, in the sense that the compression is produced by the drift of

the proton populations from the flank of the magnetosphere into the more compressed

dayside magnetosphere. Hot anisotropic proton populations with the velocity distribution

anisotropy close to the threshold value drift from the dusk flank of the magnstosphere

towards nioon (Figure 4-6). As they drift into the stronger magnetic field of the compressed

Figure 4-6: Drift direction of hot anisotropic protons [Kivelson and Russell, 1995]

subsolar magnetosphere their equatorial pitch angle increases. driving the distributions
towards instability thresliold. This liypothesis is in agresment with our observations of
universal time distributions of wave events (Figure 4-T) at our Aatarctic ground station

BAS-A81. Ia Figure (4-7) we plotted the aumber of licurs of wave events as a function of
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the time of occurrence. for the time period January-July 1996. The local magnetic noon for

otons exit the magnetosphere

4-6). we tried to see if there is any connection between the presence of waves and the level
of disturbance in the Earth’s magnetic fleld due to substorms. We chose to look at the Ap
index, which is the linear equivalent of the Kp index. The Kp index iz a planetary three
hour range index computed from 13 geomagnetic observatories between 44 degrees and G0
degrees northern or southern geomagnetic latitudes. It s a quasi-logarithimic index of the
3-hourly range in magnetic activity relative to an assumed quiet-day curve. The scale is O
to 9 expressed in thirds of a unit. eg. 5- 18 42/3. 5 5 5 and 5+ is 5 1/3. The Ap index

erived from the Kp index as fllustrated in Table 4.5. We plotted a histogram of the
Ap index during all the wave events observed between January and July 1996 (Figure 4-8,

blue line) and compared it to a histogram of all the Ap index values for the same period of
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time (red line, normalized to the blue distribution). As it can be seen from these figures,
there is no obvious difference between the two distributions of Ap values. We conclud
that we coiild not see any relationship between the level of geomagnetic disturbance and

the presence of Pcl waves. Oue reason for failing to see this connection coiild be because

I

\H

\]\

Figure 4-8: Distribution of Ap fndex for the entire January-July 1996 period (biue). an

during wave events only (red)

the Kp index (and therefore aiso Ap) is calculated from mid-latitude stations. A better

index that we could have used in our study is the auroral electrojet index (AE). which s a

meastire of the electron precipitation at high latitudes. Uafortunately these AE data were

oot available for the years covered in our study.
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Is WIND a good solar wind monitor? One question that has arisen during the study

od of a solar wind monitor the WIND satellite iz, since its orbit often places

g
E
%
g
a
o

it at fairly large distances trom the Earth or from the Sun-Earth line. and the possibility
arises that some of the solar wind features measured at the satellite’s position would never

reach the Earth. We tried to answer this question a

the solar wind dynamic pressure and increases in the Dst index. The Dst index is a measure

of the worldwide deviation of the H component of the Earth’s magnetic field at mid-latitude

IM

ground stations from their quiet day values. Dst is a widely used parameter in the study

of geomagnetic storms. but in our case we will use it as a measure of the magnetospheric

represents the Dst index on & gcale of =150 to 50 uT. [n order to find & criterion for chioosing
the pressure increases, we have taken the average values of the pressure, first for the entire
two years and then separately for the matching events of our study. We have found that
the average solar wind pressure during the whole study imterval was 2.2 aPa whereas the
average pressure during the matching events was 4.1 aPa. Hence we chose to study the
influence on the Dst of any pressure increase above 4 nPa (the dotted line in Figure 4-9).

We found that 180 of the total of 226 pressure increases above 4 uPa have produced a

positive Dst excursion of 30 oT or more, representing a percentage of 80%. This means
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that for the purpose of our study WIND was a good solar wind pressure monitor. Another
cator of the appropriateness of the use of WIND pressure data for our study i a plot

of the projection of the satellite’s position on the ecliptic plane (Figure 1-10) during our

matching eveats. It can be clearly seen that the matching events are not confined within a
certain distance to the Earth or within a certain distance from the Sun-Earth line, but they

occiir everywhere along the satellite’s sunward side orbit. The possibility still exists that

gome solar wind features that hit the Earth might not have been observed by the satellite,

ind these could also account for some of the wave events seen on the ground that have ao
connection with the satellite data. [Paularena et al., 1998], in their study of correlations

between WIND, IMP-8 and [nterball-1 satellites. found ao dependence of the corelation

on spacecraft separation in either Xy of V. The fact that we observe matching events

when the satellite & far from the ¢

"ﬁﬁ
(7]
=
3

h line (50 RE) or very far upstream (200 RE) is

We have noticed in several occasions that prodiction or eahiancement of waves was
caused by pressure jumps that were smaller than the cliosen lower limit of 0.6 aPa for a

pressure event (e.g. the jump at 13:35 UT on April 1. 1995, Figure 4-1). The opposite case
when wave production or enhancement was not indaced by a larger than 0.6 nPa pressure
Jjump or increase was also observed (covered in the non-matching events statistics). This

means that choosing the same lower limit for all the events is somewhat inappropriate:

depending on the specific conditions for each event (e.g. hiow close to instability a particle
popalation’s distribution anisotropy is. or the mere presence of a bot anisotropic proton
population i the outer magnetosphere at that time). the same pressure jump could or could

not induce wave production or enhancement. What our study concludes is that in most of
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the cases a pressure variation of at least 0.6 aPa will affect the production or enhancement

of proton cyclotron waves. The same discussion also holds for the chosen pressure gradient of
0.55 nPa/hour. These lower limits for the pressure variation and the pressure gradient could
be parameterized if one kuew the distribution function of the hot outer-magnetospheric
proton popiilations. Here is a scenario of the calculations that can be made in order to

-component of the interplanetary magnetic field can be used

to accurately predict the position of the magnetopause [Shue et al.. 1998]. which in turn

can be used to calculate the magnetospheric magnetic field at the location of the wave

somrce [Tsyganenko, 1993]. Hence we can calculate the parallel plasma beta 4, ;. and then
using equation (2.3.29) of Chapter 2. with the caleulated temperature anisotropy. we could

Summary
¢ By looking at the ground data first we found that for only 19% of the wave events the
the total wave power variation was similar to the variation of the solar wind dynamic

pressure -

@ In the second approach we looked at the solar wind pressure data first and we found
that 82% of the pressure variations of at least 0.6 oPa and at least 0.55 aPa/hour

were the cause of similar wave power variations on the ground.

& We found that for the purpose of our study the WIND satellite was a good solar wind

monitor. B0% of the solar wind dynamic pressure increases above 4 uPa were the
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cause of a positive Dst excursion of at least 30 nT. [a a scatter plot of the satellite’s

X gse position we found matching pressure-wave power events as far as 60 RE off

=2 R

f I
=

the Sun-Earth line and as far as 200 RE upstream of the Earth.

o The cause of the 81% remaining wave events coilld be the increase in the proton
populations’ temperatiure anisotropy due to drifting into the stronger magnetic field

of the subsolar magnetosphere.

¢ Since Pcl waves are created by wave-particle interactions with magnetospheric ot

anisotropic proton populations, we expected to find a correlation between some mag-

23128 113004

aetic distarbance index (that would reflect the presence of the hot protons) and periods

I
i
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Figure 4-9: Solar wind pressure from WIND and the ground-based Dst tndex
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Appendix A

Micropulsation data collection.

A.1 The Antennas
At cvery station there are thiree induction antennas, cach measuring one of the Cartesian

omponctits of the Earth’s magnetic ficld variation (0B/0t. 8B,/6t. 0B./oi). The voltage

;QL
=
‘5!

induced

antenna is directly proportional to the variation of the magnetic flux through

the anteana:

whiere

®

(1]
=

Com

&

reasonabie pliysical size (a cylinder 90 cm long and 6.35 cm in diameter). This s much
smaller than the old coils (1.83 m long and 15.2 cm in diameter) designed by Bodo Parady
at the University of Minnesota ([Parady, 1974]). The final design included 16 small coils
wound with 10,000 turns of gauge 28 coated magnet wire per cofl (Figure A-1), connected
in series and placed around a 76.2 cm long p-metal rod (high magnetic permeabiiity). The
resuiting sensitivities wore approximately 150 gV aT-'Hz"' . The sensitivity is dofined

as the amplitude of the antenna output signal im Volts. when the magnetic field oscillates
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with an amplitude of 1 aT and a frequency of 1 Hz. Figure A-2 shows the schematics of
mplete station. The signal from each antenna is inputed into a preamplifier (Figure

A-3) with a nominal gain of 121. From the output of the preamplifier the signal goes
through a short (1 m) cable into the junction box. All of the components described so far
arc buricd into the ground at the location of the magnetic ficld measurcmoent, From the

junction box the signal is transported through a long (150 - 300 m) cable to the location

cL

where the measurements are recorded, an enclosed arca. Here the signals are inputed into

three identical amplifiers (Figure A-4) with a gain of 244. The gains for the preamplificrs

and the amplifiers where chiosen so that the final output signals arc at full range £10 Volts

for a variation of the

iagnetic field with an amplitude of 2.4

N}

(this is called a “2.4aT Hz full scale”, ). This can be fllustrated by calculating the output

voltage for a magnetic field varfation of 2.4 aT at 1 Hz. by multiplying this valu

sensitivity and the gaias of the preamplifiers and amplificrs:

Vrati scate =24 (T Hz) « 150(aV/aT/Hz) « 121 s 244 2 10V

We chose the 24T Hz f,_u scale in order to be able to compare quantitatively our mea-
surcments with the Parady design cofl measurements. Oae of the fundamental differences
between tlic current design of the antennas and the old design is thic mechanical enclosure

of the coils, Note that in our design (Figure A-1) the cnclosure is a plexiglass tube, while

the old antennas ([Parady. 1974]) were enclosed in a 9.5 mm thick aluminum tube.
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Figure A-1; Schematics of a search coil antenna.
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Figure A-2: Schematics of a micropuisation station.
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A.2 Data Aquisition System

After being amplified. the signal goes into the Data Acyuisition System (DAS). The DAS

consists of a Central Processing Uait (CPU) and a 10 Volt - 12 bit Analog to Digital (A to D)

Converter (Figure A-5). The A to D converter takes the £10 Volt signal and encodes it

= 2) ¢ . - o -

lincarly into 2'* possible digital values between 0 and 4096 integer or between 0000 and

OFFF hegadecimal. This is usually written as:

Note that the first figure of the cacoded signal is always Ogrg of 000044 S0 the first

L3 2 ] ¥ N 1S ~L

four bits of the 16 bit (2 byte) word arc never used. Every encoded value is represeated

of the encoded signal is therefore limited by this 12-bit cncoding to 20/4096 Volts. The

sampling frequency in our case s 10 Hz, rosulting in a Nyquist frequency of 5 Hz. The

Nyquist frequency reprosents the maximum frequency that can be rosolved by the fast
Fourier transform. and it is equal to half of the sampling frequency (fv st =5Hz in our
case). The CPU also scuds the encoded signal to the computer’s serial port. The data
recorded on the storage unit (usually an [OMEGA zip disk of 100 MDB capacity) in a file
that will contain consecutive two-byte words.

At thie beginning of every recording the software that runs the DAS will automatically
open a data file for every axis and will create a resource fork with hiousekeeping information.
Thie resource fork is a hidden Maclntosh file that stays attached to thec data file. The

information contained in the housekeeping resource fork i:
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@ station name
@ start time

e sampling frequency

e scal
The Magnetospliere Research Laboratory engincers (Mark Widholm and Hank Dolben)
have written a stmple programming language called DOTSpad (Discrete Ordered Time

@l

coils k

@\

for measurements. [n order to understand the response of the coils to different frequency

the coil in a pure sinusoidal magnetic field for which we know and can vary thic amplitude
and froquency. The amplitude of the coil output is recorded for frequencies in the range of

interest (0 to 5 Hz) and then plotted as a function of frequency. Figurc (A<6) is an example

of frequency response for one of the cofls.

The calibration is also nceded to make sure that the coil scnsitivities are close to the
projected ones. An example of the data collected during the calibration of one set of coils

is prescated in Table (A.1). [n this case we placed the cofls at & distance of 112 inches away
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Table A.L: Sample calibration for a sct of micropitlsation coils.

i}
=
)]
8

P

dist out sens

X 03 1i2 183 162
Y 05 112 186 163
Z 05 112 181 169
X 10 12 382 169
Y 1o 112 371 165
Z 10 112 378 16T
X 20 1ii2 625 1i39
Y 20 1i2 627 139
Z 20 112 645 143
X 50 1i2 82 75

Y 56 12 766 70

Z 50 1i2 82 75

from the antenna that was thic source of the known magnetic ficld. We recorded the output

and calculated the sensitivity of the coils for four different frequencies (0.5, 1. 2 and 5 He).

Note how thic sensitivity decreases with the increase of the frequency.
The aluminum tube of the old cofl design [Parady. 1974] was replaced by plexiglass tubes
in the new coil design. The difference between the frequency response of the coils in the two

designs is illustrated in Figurc A-6. The top plot is a plot of the froquency response of a col

\SH'I

with similar characteristics to the oncs used in the field. When the cofl was placed inside the

aluminum tube (bottom curves) the response had much smaller amplitude. Two different
capacitors were used to Hlustrate the effect of bringing the resonant L-C peak within the
frequency range of thic plot. The solid lines are the resuits of a theoretical model and the

symbols are actiial experimental data points. The bottom plot is a theoretical model of
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the frequency responsc of the Bodo coils ([Parady. 1974]) inside and outside the aluminum

tube. This plot illustrates the fact that the signal from coils inside the aluminum tube is

strongly damped for most of the frequency range that they wore designed for. This was the

reason for which the aew colls design feature a plexiglass tube instead of the old aluminam
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Appendix B

Derivation of the CGL equations.

B.1 The moment equation for the parallel kinetic energy

[n chapter 2 we found the gencral moment equation for an arbitrary function @(7, 5.1).

cquation (2.3.7). To find the first of the CGL cquations we take

b= %mvﬁ (B.L.1)
wherc
H=fbh and b= g (B.12)
& i dependent on the coordinate 7 through b. Let us calculate the differcnt dertvatives
involved in the equation
% = %(%mffe,) ;Ww.ﬁs% (ii‘:)
0w i,
i @%, (ét-mu‘l) = mwb (B.14)
Ve = V(%ffmé) = mo V(05
= mo, (ﬁx Vxbebx¥x 5+5%+671’7‘)
= mo(F-Vb+FxV xb) (B.1.5)

98
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It is convenicnt to scparate the bulk motion of the distribution and define

Fei-V (B.1.6)
where T = (8). Note that according to the definftion of V' we have () = 0, so & is the
speed of the thermal motion. We can define thie parallel prossurc as

=]
:«j

rllﬂﬂ

o (u) «

and the parallel heat flux

7, = p(wd) (B.18)
Let s calculate cach average in equation (2.3.7) separately:

(@)

(NG| vt
=)
-~
He
~_
W
NS 1=t
=
=
Y
=
= Hfﬁ!':/
4=
£
+
()
<
—
N

]
NN

W
% L]
AN
fﬁi
=
=!|A=
=
j
=]
pas
L

==

Los]
I
=
=]
e

<€i—’>§m(ﬁgiu’7}s§=§§‘n(§/§+(wl|ﬁ)) = (B.1.10)

%m (VA0 + 2, (0,2) + 7 (wF) + ()]

[Vg + 2V (w0, D) + ?”f} + 2@] (B.L.11)

L]
(Y éw-
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(F-V@) = m<@iﬁ‘f(ﬁiﬁﬁﬁ>

= m[ {u (& ?W} /(“‘L"EH (& ?MM

+ m(VP+ (o)) (775 (B.1.12)
O\ .
<E§>§mi b (B.1.13)
= ] @_\ﬂ_ti = % ﬂaf‘.-fj'b=“
At this point we insert equations (B.1.9) - (B.1.14) into equation (2.3.T). Using the mass

conservation equation
@p #—V m/ fmsdqﬁ (B.1.15)

and the scalar product between V)b and the momentur cquation

—dV dh o
%dﬁ Epi/ ﬁ € d— + ‘/H(v 5) 6 pV; ( § +§) #—luV,[(ﬂq ==d§ﬂﬂ (Bliﬁ)
we got
5% = p{wT) - prd +V- (g‘ﬁuﬁ +q +pV) (ﬂﬂ'r@)

<o (o + w0 0) - (8- Vb)) = ViV - (3-5) = [ %mwﬁgd% (B.LIT)
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If the only anisotropy in the pressure tengor comes from the existence of the magnetic ficld
B. then the prossure teasor can be exprossed in terms of only p and p_:

Pij =pL0;; +(p. =p)bib,. (B.1.18)
This realization of the pressurc teusor is called the gyrotropic pressure tensor. We can

further simplify cquation B.1.17. For exmple we can write

Noting that b (d@/dﬂ =0 (because hisa or of constant magnitude) and using (B.1.19)

we can rowrite eguation (B.1.17) as

iap. 1 - g e [ L 200 a
E;W E WVl +V @ +pb- (- o p<(wuw (- T)b > =j§mwu§dﬁ

The behavior of the magnetic ficld B 1s governed by the induction cquation

ézf x (i x8) « B, (B.1.21)

where D is the magnotic diffusion (it exprosses the diffusion of the magnetic ficld lincs):

e

D= i viB. (B.1.22)

Here we could run iato trouble since equation (B.1.21) is written in terms of the ceater of
mass volocity ¥, while equation (B.1.20) & an equation for each species. Assuming that

¥ = ¥, wo can use the induction equation to further simplify equation (B.1.20):

%5 =B.OV-BV-0+D (B.1.23)
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Use the mass conscrvation equation (B.1.15) for the term V - U

1dB _Bdp _1 B [méf ,
g?i??; = AV ¥ a4 = = — : .gy 3 3‘2'
i it il (E vi +§) s i Tl (B.1.24)

Taking the scalar product of b and equation (B.1.24) yields

df B\ _: (i op DY _m [of 4, A
E(lnﬁ) 56-(11»»@‘ +—)— [—.f—aw. (B.1.25)

[ms]

S
=]

%
‘v 4&-3—5 w, D« (& - VM)

»;D e fof J,a%ii' 4
“F e m(w )d

=
=3
AN
-
'%.-m ™
\._,/
I
A
[

=
NI
"m
-
w
-
NG
]

which is cxactly equation (2.3.9) from chapther 2.

"l[

B.2 The moment equation for the perpendicular kinetic energy

This cquation is casier to find because we arc going to usc the equation that we hiave just

found above. equation (2.3.9). We arc also going to use the equation for the total thermal

energy. obtained by imserting @ = % w? into equation (2.3.7):

Trds TedV-epgievoqet [wddn  @an

where T'r p is the trace of the pressure tensor and § is the total heat flux

(wﬁaﬁ) (B.2.2)

llllll
Mlﬁ ="
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Using the gyrotropic pressure tensor (equation B.1.18), we can express the terms from the

left hand side of equation (B.2.1) in terms of p; and p:

Trd = p+2, (B8.23)

av; OV, s 2. OV;

Puge = Pubijgl +(my =pu) bibj gt

Now eliminate p between equations (B.2.1) and (B.1.26) to obtain

;g ( ) - =§ E_L 6 - ﬁﬁ ’-QAVE' 3
() i B.25)
* mf(g ﬁ)s" (@24
which is equation (2.3.13) from Chapter 2.
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