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#### Abstract

Summary. - One establishes an existence result for the weak solution to a steady-state strongly coupled system between a nonlinear two phases heat equation with convection and the NavierStokes equation in the liquid phase. The two phases Rayleigh-Benard problem is included as the particular case corresponding to a zero extraction velocity.


## 0. - Introduction.

It is known that even in steady solidification problems the natural convection in the bulk liquid plays often an important role in industrial processes for producing different materials. A typical example is the vertical Bridgman crystal growth system for producing single-crystal semiconductor materials, which have been recently considered in [CB] from a numerical point of view. Another important case is the continuous casting of metal ingots, where convection from pouring momentum has a continuing influence on the solidification behavior. In particular, that movement of liquid alters the shape of the solid-liquid interface (see [F], page 225). From the mathematical point of view this type of Stefan problems with convection, in steady-state and in a model case without continuous extraction, have been considered in [CDK], [CD] by means of weak solutions. In this work we conjugate their approach to include convection with the two phase model of [R] for the stationary continuous casting problem, in order to obtain an existence result. The presence of the continuous extraction generates additional nonlinearities in the heat equation, particularly the jump condition of the heat flux accross the free boundary. Our model also includes the possibility of a flow in the liquid phase whose viscosity is temperature dependent, and general nonlinear lateral coolings, including climatization processes as considered in [DL] and [CR]. Since we use an "a priori» $L^{\infty}$-estimate for the temperature, we allow nonlinearities without growth conditions, extending the results of [ODK] and [OD].

In section 1 we introduce the equations of this coupled Boussinesq-Stefan system, with mixed thermal boundary conditions, first in its classical form, and afterwards
(*) Entrata in Redazione il 5 marzo 1985.
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in the weak solutions formulation. In section 2 we state our assumptions and we prove the existence of a weak solution. This is based on an approximating problem which is solved in section 4 by means of the Schauder fixed point theorem. In an intermediate step we study, in section 3 , the existence, uniqueness and continuous dependence of the solution to an auxiliary mixed boundary value problem for the temperature, with Lipschitz nonlinearities in the divergence term. Finally, in section 5, we obtain the two-phase Rayleigh-Bénard problem with Dirichlet thermal boundary condition by letting the extraction velocity go to zero with an appropriate family of lateral coolings.

## 1. - Mathematical formulation.

The solidification problems we shall consider are based on melt and solid stratified in a cylindrical configuration $\Omega=\Gamma \times] 0, l\left[\right.$ of $\mathbb{R}^{n}(\Gamma=] 0, a[$ for $n=2$ or $\Gamma$ is an open bounded domain of $\mathbb{R}^{2}$ with Lipschitz boundary $\partial \Gamma$ for $n=3$ ). We introduce $\Gamma_{i}=\Gamma \times\{i\}, i=0, l, \Gamma_{D}=\Gamma_{0} \cup \Gamma_{l}$ and $\left.\Gamma_{N}=\partial \Gamma \times\right] 0, l[$, we denote $X=(x, y, z)$ and the gradient by $\nabla=\left(\partial_{x}, \partial_{y}, \partial_{z}\right)$, so that $\Delta=\nabla \cdot \nabla$.


Fig. 1. Ingot or crystal geometry in $\mathbb{R}^{3}$.

We suppose the interface $\Phi=\{X \in \Omega: z=\varphi(x, y)\}$ in steady-state and the dimensionless pull rate of the crystal, or of the ingot, constant, so that the extraction velocity is given by $\boldsymbol{u}=b \boldsymbol{e}_{z}$ with $b>0$ and $\boldsymbol{e}_{z}=(0,1)$ if $n=2$ or $\boldsymbol{e}_{z}=(0,0,1)$ if $n=3$.

The temperature $T=T(X)$ verifies the stationary heat equation with convection

$$
\begin{equation*}
c(T) v \cdot \nabla T=\nabla \cdot(k(T) \nabla T) \quad \text { in } \Omega \backslash \Phi \tag{1}
\end{equation*}
$$

where $c$ and $k$ are positive (bounded and discontinuous) functions representing, essentially, the specific heat and the thermal conductivity and $v$ is the velocity.

Denoting by $T_{*}$ the melting temperature at the interface, we renormalize the temperature by $\Theta=K(T)=\int_{T}^{T_{*}} k(\tau) d \tau$ and the equation (1) becomes at the solid region $\{\Theta>0\}$ and at the liquid bulk $\{\Theta<0\}$

$$
\begin{equation*}
\boldsymbol{v} \cdot \nabla f(\Theta)=\Delta \Theta \quad \text { in } \Omega \backslash \Phi=\{\Theta>0\} \cup\{\Theta<0\} \tag{2}
\end{equation*}
$$

where $f=C \circ K^{-1}$ and $C(T)=\int_{T}^{T_{*}} c(\tau) d \tau$. At the interface we have the renormalized equilibrium melting temperature $\Theta=0$ and the balance of heat fluxes, the Stefan condition,

$$
\begin{equation*}
-[\nabla \Theta]^{+} \cdot \boldsymbol{v}=-\lambda \boldsymbol{u} \cdot \boldsymbol{v}=\lambda b \quad \text { on } \Phi=\{\Theta=0\} \tag{3}
\end{equation*}
$$

where $\lambda>0$ is essentially the latent heat, $\nu=\left(\partial_{x} \varphi, \partial_{y} \varphi,-1\right)$ is a normal vector to $\Phi$ and [ ] denotes the jump across $\Phi$.

The velocity field $\boldsymbol{v}=\boldsymbol{v}(X)$ in the solid region, on the melt-solid interface and on the remainder boundary of the bulk liquid is assumed equal to the extraction velocity

$$
\begin{equation*}
\boldsymbol{v}=\boldsymbol{u}=b \boldsymbol{e}_{z} \quad \text { in }\{\Theta>0\} \cup \Phi \cup \partial\{\Theta<0\} \tag{4}
\end{equation*}
$$

Inside the bulk liquid $v$ verifies the incompressibility condition

$$
\begin{equation*}
\nabla \cdot \boldsymbol{v}=0 \quad \text { in }\{\Theta<0\} \tag{5}
\end{equation*}
$$

and the steady-state momentum balance equation

$$
\begin{equation*}
\boldsymbol{v} \cdot \nabla \boldsymbol{v}=-\nabla p+\boldsymbol{B}(\Theta)+\nabla \cdot S \quad \text { in }\{\Theta<0\} \tag{6}
\end{equation*}
$$

where $\boldsymbol{B}$ represents the buoyance forces, $p$ the pressure and $S$ the viscous stresstensor, which expression we assume given by the following constitutive law (where $\left.D \boldsymbol{v}=\frac{1}{2}\left[\nabla \boldsymbol{v}+(\nabla \boldsymbol{v})^{T}\right]\right)$

$$
\begin{equation*}
S=2 \mu(\Theta) D v=\mu(\Theta)\left[\nabla v+(\nabla v)^{r}\right] \tag{7}
\end{equation*}
$$

Here we have followed the Oberbeck-Boussinesq approximation which is based on the main hypothesis that the variability of density (assumed equal to one for simplicity) due to changes in the temperature can be neglected. This simplification is also relevant to the interface conditions (3) and (4), in order to ensure no slip tangential to the solid part and incorporation of melt into the solid at a rate equal to the growth one. However we shall take into account the variation of viscosity $\mu$ with the temperature.

To complete this Boussinesq-Stefan problem we must prescribe the thermal boundary conditions, say

$$
\begin{equation*}
\Theta=\Theta_{D} \quad \text { on } \Gamma_{D} \tag{8}
\end{equation*}
$$

where $\Theta_{D}$ is given such that $\left.\Theta_{D}\right|_{\Gamma_{2}}>0$ and $\left.\Theta_{D}\right|_{\Gamma_{e}}<0$, and a nonlinear lateral cooling in the form

$$
\begin{equation*}
-\partial \Theta / \partial n=g(X, \Theta) \quad \text { on } \Gamma_{N} \tag{9}
\end{equation*}
$$

where, for each $X \in \Gamma_{N}, g(X, \cdot)$ is a monotone increasing function in $\Theta$, eventually multivalued, (i.e. whose graph is a continuous curve in $R^{2}$ ), includind the case of lateral climatization or ambiguous cooling as in [DL].

The strongly coupled problem (2)-(9) have been stated in its classical formulation, that is, by assuming the unknowns $\Theta, \boldsymbol{v}$ and the free boundary $\Phi$ smooth enough. However since we don't know if there exist classical solutions we need at weak formulation following the ideas of [CDK] and [R].

Multiplying by a smooth function $\zeta$ vanishing on $\Gamma_{D}$, the equation (2) with the interface condition (3) and the boundary condition (9) leads to (with $n=\boldsymbol{v} /|\boldsymbol{\nu}|$ )

$$
\begin{equation*}
\int_{\Omega}\{\nabla \Theta \cdot \nabla \zeta+[\boldsymbol{v} \cdot \nabla f(\Theta)] \zeta\}+\int_{\Gamma_{N}} g(\Theta) \zeta=\int_{\Phi} \zeta[\nabla \Theta]_{-}^{+} \cdot \boldsymbol{n}=-\int_{\Phi} \zeta \lambda b /|\boldsymbol{v}| \tag{10}
\end{equation*}
$$

On one hand, letting $\chi_{\{\Theta>0\}}$ denote the characteristic function of the solid phase, one has

$$
\int_{\Omega} \chi_{\{\Theta>0\}} \partial_{z} \zeta=\int_{\{\Theta>0\}} \partial_{z} \zeta=-\int_{\Phi} \zeta| | v \mid ;
$$

on the other hand, introducing the translated velocity

$$
\begin{equation*}
w=v-b \boldsymbol{e}_{z} \tag{11}
\end{equation*}
$$

which by (5) and the continuity assumption across $\Phi(4)$ is also a solenoidal field in $\Omega$, one obtains from (10)

$$
\begin{equation*}
\int_{\Omega}\left[\nabla \Theta-f(\Theta)\left(\boldsymbol{w}+b \boldsymbol{e}_{z}\right)-\lambda b \chi_{\{\Theta>0\}} \boldsymbol{e}_{z}\right] \cdot \nabla \zeta+\int_{\Gamma_{N}} g(\Theta) \zeta=0, \tag{12}
\end{equation*}
$$

for any smooth function $\zeta$ verifying $\left.\zeta\right|_{\Gamma_{D}}=0$. From (6), integrating by parts in $\{\Theta<0\}$, it follows

$$
\begin{equation*}
\int_{\{\Phi<0\}}\left\{2 \mu(\Theta) D w: D \psi-w \cdot\left[\left(\boldsymbol{w}+b \boldsymbol{e}_{z}\right) \cdot \nabla \psi\right]-\boldsymbol{B}(\Theta) \cdot \psi\right\}=0 \tag{13}
\end{equation*}
$$

for any smooth solenoidal vector field $\psi$ with compact support in $\{\Theta<0\}$, using the usual notation: for the inner product of matrices.

Introduce, for any open bounded set $\mathcal{O} \subset \mathbb{R}^{n}$, the Hilbert space $V(\mathcal{O})$ which is the completion of the set of smooth divergence free vectors $(\nabla \cdot \psi=0)$ with compact support in $\mathcal{O}$ with respect to the norm associated with the usual inner product of $\left[H_{0}^{1}(\mathcal{O})\right]^{n}$ :

$$
((\boldsymbol{v}, \Psi))=\int_{\mathcal{O}} \nabla \boldsymbol{v}: \nabla \psi, \quad \text { so }\|\boldsymbol{v}\|_{V(\mathcal{O})}=((\boldsymbol{v}, \boldsymbol{v}))^{\frac{1}{2}}
$$

Now we can state the definition of a weak solution of our Boussinesq-Stefan problem, following the ideas of [CDK] and [R]:

Defintron. - We say that $(\Theta, g, \chi, w)$ is a weak solution of problem (2)-(9) with $v$ given by (11), if

$$
\begin{align*}
& \Theta \in C^{0}(\Omega) \cap H^{1}(\Omega), \quad \Theta=\Theta_{D} \quad \text { on } \Gamma_{D} ;  \tag{14}\\
& g \in L^{\alpha}\left(\Gamma_{N}\right), \quad q>n-1, \quad g(X) \in G(X, \Theta(X)) \quad \text { for a.e. } X \in \Gamma_{N} ; \\
& \chi \in L^{\infty}(\Omega), \quad 0 \leqslant \chi_{\{\Theta>0\}} \leqslant \chi \leqslant 1-\chi_{\{\Theta<0\}} \leqslant \mathbf{1} \quad \text { a.e. in } \Omega ; \\
& \boldsymbol{w} \in V(\Omega), \quad \boldsymbol{w}=0 \quad \text { a.e. in }\{\Theta>0\} \equiv\{x \in \Omega: \Theta(X)>0\} ; \\
& \int_{\Omega}\left\{\nabla \Theta-f(\Theta)\left[\boldsymbol{w}+b \boldsymbol{e}_{z}\right]-\lambda b \chi \boldsymbol{e}_{z}\right\} \cdot \nabla \zeta+\int_{\Gamma_{N}} g \zeta=0 \quad \text { and } \\
& \int_{\{\Theta<0\}}\left\{2 \mu(\Theta) D \boldsymbol{w}: D \psi-\boldsymbol{w} \cdot\left[\left(\boldsymbol{w}+b \boldsymbol{e}_{z}\right) \cdot \nabla \psi\right]\right\}=\int_{\{\Theta<0\}} \boldsymbol{B}(\Theta) \cdot \psi, \tag{19}
\end{align*}
$$

respectively, for all $\zeta \in H^{1}(\Omega):\left.\zeta\right|_{\Gamma_{D}}=0$ and all $\psi \in V(\{\Theta<0\})$.
We observe that, being $\partial \Omega$ Lipschitz, one has $V(\Theta) \hookrightarrow\left[L^{4}(\Omega)\right]^{n}$ for $n=2,3$ (see [L] or [T], for instance) and the nonlinear term in (19) makes sense.

## 2. - Existence of a weak solution.

For our existence result we shall assume that
(20) $\quad f: \mathbb{R} \rightarrow \mathbb{R}$ and $B: \mathbb{R} \rightarrow \mathbb{R}^{n}$ are continuous functions, $(n=2,3)$;
(21) $\quad \mu: \mathbb{R} \rightarrow \mathbb{R}$ is a strictly positive continuous function: $\mu(\tau) \geqslant \mu_{0}>0$; and, for some fixed constant $M>0$, we suppose:

$$
\begin{equation*}
\Theta_{D} \in H^{\frac{1}{2}}\left(\Gamma_{D}\right):-M \leqslant \Theta_{D}<0 \quad \text { on } \Gamma_{0} \quad \text { and } \quad 0<\Theta_{D} \leqslant M \quad \text { on } \Gamma_{l} ; \tag{22}
\end{equation*}
$$

(23) $\quad G_{X}(\cdot)=G(X, \cdot)$ is a maximal monotone graph in $\mathbb{R}^{2}$, for all $X \in \Gamma_{N}$, which verifies, for each $X \in \Gamma_{N}$, the following conditions

$$
\begin{equation*}
[-M, M] \subset D\left(G_{x}\right) \equiv\{\tau \in \mathbb{R}: G(X, \tau) \neq \emptyset\} \tag{24}
\end{equation*}
$$

$$
\begin{equation*}
G_{x}(M) \subset\left[0,+\infty\left[, \quad G_{x}(-M) \subset\right]-\infty, 0\right], \quad \text { and } \tag{5}
\end{equation*}
$$

(26) $\quad « X \rightarrow g^{0}(X, \tau) » \in L^{q}\left(\Gamma_{N}\right)$, for all $|\tau| \leqslant M$, with $q=2=n$ or $q>2$ if $n=3$.

Here we have denoted $g^{0}(X, \tau)=\operatorname{proj}_{\sigma_{X_{X}(\tau)}} 0$, i.e., the smallest number is absolute value of $G_{X}(\tau)$. Note that the assumption (25) is equivalent to the following sign condition

$$
g^{0}(X, \tau) \tau \geqslant 0 \quad \text { for }|\tau| \geqslant M
$$

Theorem 1. - If the assumptions (20)-(26) hold, then there exists a weak solution of the Boussinesq-Stefan problem (2)-(9) with $v$ given by (11), and such that $|\Theta| \leqslant M$ in $\bar{\Omega}$.

Proof. - We shall obtain a weak solution by approximating the problem (14)-(19) with solutions to the one parameter ( $\varepsilon>0$ ) penalized and regularized problem:

Problem (BS) $)_{\varepsilon}$. - Find $\Theta_{\varepsilon} \in C^{0}(\bar{\Omega}) \cap H^{1}(\Omega),\left.\Theta_{\varepsilon}\right|_{\Gamma_{D}}=\tilde{\Theta_{\varepsilon}}, w_{\varepsilon} \in V(\Omega)$ such that

$$
\begin{align*}
& \int_{\Omega}\left\{\nabla \Theta_{\varepsilon}-f_{\varepsilon}\left(\Theta_{\varepsilon}\right)\left[\boldsymbol{w}_{\varepsilon}+b \boldsymbol{e}_{z}\right]-\lambda b \chi_{\varepsilon}\left(\Theta_{\varepsilon}\right) \boldsymbol{e}_{z}\right\} \cdot \nabla \zeta+\int_{\Gamma_{N}} g_{\varepsilon}\left(\Theta_{\varepsilon}\right) \zeta=0,  \tag{27}\\
& \int_{\Omega}\left\{2 \mu\left(\Theta_{\varepsilon}\right) D \boldsymbol{w}_{\varepsilon}: D \psi-\boldsymbol{w}_{\varepsilon}\left[\left(\boldsymbol{w}_{\varepsilon}+b \boldsymbol{e}_{z}\right) \cdot \nabla \psi\right]\right\}+\frac{1}{\varepsilon} \int_{\Omega} \chi_{\varepsilon}\left(\Theta_{\varepsilon}\right) \boldsymbol{w}_{\varepsilon} \cdot \boldsymbol{\psi}=\int_{\Omega} \boldsymbol{B}\left(\Theta_{\varepsilon}\right) \cdot \boldsymbol{\psi} \tag{28}
\end{align*}
$$

respectively, for any $\zeta \in H^{1}(\Omega):\left.\zeta\right|_{r_{D}}=0$ and any $\psi \in V(\Omega)$.
Here $\tilde{\Theta}_{\varepsilon} \in C^{0,1}(\bar{\Omega})$ is a family of bounded functions in $H^{x}(\Omega)$, whose trace $\tilde{\Theta}_{\varepsilon} \overrightarrow{\varepsilon \downarrow 0} \Theta_{D}$ in $H^{\frac{1}{2}}\left(\Gamma_{D}\right), f_{\varepsilon} \in C^{0,1}(\mathbb{R})$ with $f_{\varepsilon} \overrightarrow{\varepsilon \nmid 0} f$ uniformly on compact sets, $\chi_{\varepsilon}$ is defined by

$$
\chi_{\varepsilon}(\tau)= \begin{cases}1 & \text { for } \tau \geqslant 2 \varepsilon  \tag{29}\\ \tau / \varepsilon-1 & \text { for } \varepsilon \leqslant \tau \leqslant 2 \varepsilon \\ 0 & \text { for } \tau \leqslant \varepsilon\end{cases}
$$

and $g_{\varepsilon}$, for each fixed $X \in \Gamma_{N}$, is the Yosida regularization of $G_{X}$, given in terms of its resolvent by

$$
\begin{equation*}
g_{\varepsilon}=\frac{1}{\varepsilon}\left(I-J_{\varepsilon}\right), \quad \text { where } J_{\varepsilon}=\left(I+\varepsilon G_{\Sigma}\right)^{-1} \tag{30}
\end{equation*}
$$

We shall prove in section 4 the existence of a solution $\left(\Theta_{\varepsilon}, \boldsymbol{w}_{\varepsilon}\right)$ to Problem (BS $)_{\varepsilon}$, together with the following estimates independently of $\varepsilon>0$ :

$$
\begin{equation*}
\left\|\Theta_{\varepsilon}\right\|_{\boldsymbol{I}^{1}(\Omega)} \leqslant C, \quad-M \leqslant \Theta_{\varepsilon}(X) \leqslant M, \quad \text { for all } X \in \bar{\Omega} \tag{31}
\end{equation*}
$$

(32) $\quad\left\|\Theta_{\varepsilon}\right\|_{0^{0, \alpha}(K)} \leqslant C(K), \quad$ for any compact set $K \subset \Omega,(0<\alpha<1)$,

$$
\begin{equation*}
\left\|g_{\varepsilon}\left(\Theta_{\varepsilon}\right)\right\|_{L^{g}\left(\Gamma_{N}\right)} \leqslant C \tag{33}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\boldsymbol{w}_{\varepsilon}\right\|_{P(\Omega)} \leqslant C \tag{34}
\end{equation*}
$$

Therefore from these estimates and well known compactness results one can select a subsequence, still labelled by $\varepsilon$, such that, for $\varepsilon \rightarrow 0$,
$\Theta_{\varepsilon} \rightarrow \Theta$ in $H^{1}(\Omega)$-weak, in $L^{p}\left(T_{N}\right)$-strong for any $p<\infty$, uniformly in any compact subset $K \subset \Omega$ and pointwise a.e. in $\Gamma_{N}$;
for functions $\Theta \in H^{1}(\Omega) \cap 0^{0, \alpha}(\Omega),|\Theta| \leqslant M$ in $\bar{\Omega}, 0 \leqslant \chi \leqslant 1, g \in L^{q}\left(T_{N}\right)$ and $\boldsymbol{w} \in V(\Omega)$.
Hence $f_{\varepsilon}\left(\Theta_{\varepsilon}\right) \rightarrow f(\Theta)$ in $L^{p}(\Omega)$ for all $p<\infty$ and we can let $\varepsilon \rightarrow 0$ in (27) obtaining (18).

Let $\psi$ be any smooth solenoidal vector field such that

$$
\operatorname{supp} \psi \equiv K \subset\{\Theta<0\} \equiv\{X \in \Omega: \Theta(X)<0\}
$$

Note that $\{\Theta<0\}$ is an open subset, by the continuity of $\Theta$, and also one has $\max _{X \in \mathbb{K}} \Theta(X)<0$. From (35) and (29) one deduces $\chi_{\varepsilon}\left(\Theta_{\varepsilon}\right)=0$ on $K$ for all $\varepsilon$ small enough. Then, recalling that $\mu\left(\Theta_{\varepsilon}\right) \rightarrow \mu(\Theta)$ and $\boldsymbol{B}\left(\Theta_{\varepsilon}\right) \rightarrow \boldsymbol{B}(\Theta)$ uniformly on $K$, one can pass to the limit in (28), with such a fixed $\psi$, obtaing (19). Since this holds for any smooth solenoidal vector field with compact support in $\{\Theta<0\}$, (19) remains valid for all $\psi \in V(\{\Theta<0\})$ by density.

The above argument also shows that $\chi=0$ a.e. in $\{\Theta<0\}$ and so $\chi \leqslant 1-\chi_{\{\theta<0\}}$.
Consider now an arbitrary compact subset $K \subset\{\Theta>0\}$. We also have $\min _{X \in \mathbb{K}} \Theta(X)>0$, and from the uniform convergence we easily deduce that $\chi_{\varepsilon}\left(\Theta_{e}(X)\right)=1$ for all $X \in K$ and all $\varepsilon, 0<\varepsilon \leqslant \varepsilon_{0}(K)$. Therefore we deduce $\chi=1$ a.e. in $\{\Theta>0\}$ and $\chi_{\{\Theta>0\}} \leqslant \chi$. Choosing $\psi=w_{\varepsilon}$ in (28), since the first term is non negative by (21) and the second one is zero, we obtain for all $\varepsilon \leqslant \varepsilon_{0}(K)$

$$
\frac{1}{\varepsilon} \int_{\boldsymbol{I}}\left|\boldsymbol{w}_{\varepsilon}\right|^{2} \leqslant \frac{1}{\varepsilon} \int_{\Omega} \chi_{\varepsilon}\left(\Theta_{\varepsilon}\right)\left|\boldsymbol{w}_{\varepsilon}\right|^{2} \leqslant \max _{|\tau| \leqslant M}|\boldsymbol{B}(\tau)| \int_{\Omega}\left|\boldsymbol{w}_{\varepsilon}\right| \leqslant 0
$$

where $C$ is independent of $\varepsilon$ by (34). Therefore it follows that $w=0$ a.e. in $K$, and consequently also in $\{\Theta>0\}$ by the arbitraryness of $K$.

To see that $(\Theta, g, \chi, w)$ is a weak solution, it remains to shows (15), i.e., $g(X) \in$ $\in G(X, \Theta(X))$ a.e. $X \in \Gamma_{N}$.

We recall from the elementary properties of maximal monotone operators (see [B], Ch. II, §4, for instance) that $g_{\varepsilon}\left(\Theta_{\varepsilon}\right) \in G_{X}\left(J_{\varepsilon}\left(\Theta_{\varepsilon}\right)\right)$, together with (36) and $J_{\varepsilon}\left(\Theta_{\varepsilon}\right) \rightarrow \Theta$ in $L^{2}\left(\Gamma_{N}\right)$-strong (this follows first pontwise a.e. from (35) and (24) and, afterwards, in $L^{2}\left(\Gamma_{N}\right)$ by Lebesgue's theorem and assumption (26) which implies $\left|J_{\varepsilon}(X, \tau)\right| \leqslant$ $\leqslant|\tau|+\varepsilon\left|g_{\varepsilon}(X, 0)\right| \leqslant|\tau|+\varepsilon\left|g^{0}(X, 0)\right|$, for $\left.|\tau| \leqslant M\right)$, imply $g \in G_{X}(\Theta)$, that is (15). Note that in this step we have identified $G_{X}$ with the maximal monotone operator $\partial j$ in $L^{2}\left(\Gamma_{N}\right)$, where $\tilde{j}$ is the convex functional associated with the integrand $j(X, \Theta)=$ $=\int_{0}^{\Theta} g^{0}(X, \tau) d \tau$.

## 3. - An auxiliary nonlinear problem.

In the last section we have reduced our study to the approximating problem which is based in a fixed point argument and is postponed to the next section.

First we show the following auxiliary problem is well posed.
Problem. (A). - Find $\Theta \in C^{0}(\bar{\Omega}) \cap H^{1}(\Omega)$, such that $\Theta=\bar{\Theta}$ on $\Gamma_{D}$ and

$$
\begin{equation*}
\int_{\Omega}\left\{\nabla \Theta-f(\Theta) \boldsymbol{u}-h(\Theta) \boldsymbol{e}_{z}\right\} \cdot \nabla \zeta+\int_{\Gamma_{N}} g(\Theta) \zeta=0, \quad \forall \zeta \in H^{1}(\Omega):\left.\zeta\right|_{\Gamma_{D}}=0 \tag{39}
\end{equation*}
$$

with the following assumptions on the data: $\boldsymbol{u}=\boldsymbol{u}(X)$ is a fixed vector field in the following subspace $\mathcal{L}_{\sigma}^{p}(\Omega), p>n$,

$$
\begin{equation*}
\mathfrak{L}_{\sigma}^{p}(\Omega)=\left\{\boldsymbol{v} \in\left[L^{p}(\Omega)\right]^{n}: \int_{\Omega} \boldsymbol{v} \cdot \nabla \zeta=0, \forall \zeta \in H^{1}(\Omega)\right\} \tag{40}
\end{equation*}
$$

(41) $\quad \tilde{\Theta} \in C^{0,1}(\Gamma:), \quad\|\tilde{\Theta}\|_{L^{\infty}(\Omega)} \leqslant M$;
(42) $\quad f: \mathbb{R} \rightarrow \mathbb{R}$ and $h: \mathbb{R} \rightarrow \mathbb{R}$ are Lipschitz continuous functions;
(43) $g=g(X, \tau): \Gamma_{N} \times \mathbb{R} \rightarrow \mathbb{R}$, is monotone increasing and continuous in $\tau$ for each fixed $X$, and satisfying conditions (25') and (26) for some $q>n-1$.

In this section all the results are valid for any dimension $n \geqslant 2$.
Theorem 2. - Under assumptions (41)-(43), for each $\boldsymbol{u} \in L_{\sigma}^{p}(\Omega),(p>n)$ there exists a unique solution to Problem (A), which verifies $\Theta \in C^{0, \alpha}(\bar{\Omega}) \cap H^{1}(\Omega)$, for some $0<\alpha<1$, and

$$
\begin{equation*}
\|\Theta\|_{L^{\infty}(\Omega)} \leqslant M \tag{44}
\end{equation*}
$$

Proof. - i) Existence. We follow the argument of Proposition 1 of [R] (see also [CR]) and we begin by observing that (41) and the sign condition (25') for $g$
imply the «a priori» estimate (44) for any solution to (A). In fact, letting $\zeta=$ $=(\Theta-M)^{+}$in (39) we deduce $\Theta \leqslant M$ from

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla(\Theta-M)^{+}\right|^{2}=\int_{\{\Theta>M\}}\left[\boldsymbol{u} f(\Theta) \cdot \nabla \Theta+h(\Theta) \partial_{z} \Theta\right]-\int_{I_{N} \cap\{(\Theta>M\}} g(\Theta)(\Theta-M) \leqslant \\
& \leqslant \int_{\Omega} \boldsymbol{u} \cdot \nabla F_{M}(\Theta)+\int_{\Omega} \partial_{z} H_{M}(\Theta)=\int_{\Gamma_{D}} H_{M M}(\tilde{\Theta}) n_{z}=0,
\end{aligned}
$$

where $F_{M}(\tau)=\int_{M}^{\tau} f(t) d t$ and $H_{M}(\tau)=\int_{M}^{\tau} h(t) d t$ for $\tau \geqslant M$ and $F_{M}(\tau)=H_{M}(\tau)=0$ for $\tau \leqslant M$ (recall $|\tilde{\Theta}| \leqslant M$ and (40)). Analogously one concludes $\Theta \geqslant-M$ with $\zeta=$ $=(\Theta+M)^{-}$.

Now denote $f^{M}, g^{M}$ and, $h^{M}$ the truncated functions of $f, g$ and $h$, respectively, i.e., $g^{M}(X, \tau)=g(X, \min (M, \max (-M, \tau)))$ and for

$$
\tau \in B_{R}=\left\{\tau \in C^{0}(\bar{\Omega}):\|\tau\|_{0^{0}(\bar{\Omega})} \leqslant R\right\}, \quad(R \geqslant M>0)
$$

define $\sigma=S(\tau)$ as the unique solution of the following mixed linear problem: find $\sigma \in H^{1}(\Omega)$, such that, $\left.\sigma\right|_{\Gamma_{D}}=\tilde{\Theta}$ and

$$
\begin{equation*}
\int_{\Omega} \nabla \sigma \cdot \nabla \zeta=\int_{\Omega}\left[f^{M}(\tau) \boldsymbol{u}+h^{\mu}(\tau) \boldsymbol{e}_{z}\right] \cdot \nabla \zeta-\int_{T_{N}} g^{M}(\tau) \zeta, \quad \forall \zeta \in H^{1}(\Omega):\left.\zeta\right|_{\Gamma_{D}}=0 . \tag{45}
\end{equation*}
$$

Using a Stampacceide's estimate [S], one coneludes there exists $C>0$ and $0<$ $<\alpha<1$, independent of $\tau$, such that the solution verifies
where we have denoted $\hat{g}_{M}(X)=\max (|g(X, M)|,|g(X,-M)|)($ recall (43), (26)).
Then $S\left(B_{B}\right) \subset B_{K}$ and $S$ is a continuous and compact mapping of $B_{K}$ into itself. By the Schauder fixed point theorem there exists a function $\Theta=S(\Theta)$, which, of course, is a solution to (A), because the «a priori» estimate (44) equally holds with $f^{M}, g^{M}$ and $h^{M}$.
ii) Uniqueness. Suppose $\Theta$ and $\hat{\Theta}$ are two solutions of (A), denote $\tau=\Theta-\hat{\Theta}$ and take in (39) $\zeta=\tau /(|\tau|+\delta)$ with $\delta>0$. Recalling the monotonicity assumption on $g$ (43), we obtain

$$
\int_{\Omega} \nabla \tau \cdot \nabla \zeta \leqslant \int_{\Omega}\left\{[f(\Theta)-f(\hat{\Theta})] \boldsymbol{u}+[h(\Theta)-h(\hat{\Theta})] \boldsymbol{e}_{z}\left\{\cdot \nabla \zeta \leqslant \int_{\Omega}\left(L_{f}|\boldsymbol{u}|+L_{h}\right)|\tau||\nabla \zeta|\right.\right.
$$

where $L_{f}$ and $L_{h}$ denote the Lipschitz constants of $f$ and $h$, respectively.

Since $\nabla \zeta=\delta \nabla \tau(|\tau|+\delta)^{-2}$, we deduce

$$
\int_{\Omega} \frac{|\nabla \tau|^{2}}{(|\tau|+\delta)^{2}} \leqslant \int_{\Omega}\left(L_{f}|\boldsymbol{u}|+L_{h}\right) \frac{|\nabla \tau|}{(|\tau|+\delta)}
$$

and, using Cauchy-Schwarz together with $|\nabla \tau|=|\nabla| \tau \|$, we have

$$
\int_{\Omega}\left|\nabla \log \left(\frac{|\tau|+\delta}{\delta}\right)\right|^{2}=\int_{\Omega} \frac{|\nabla \tau|^{2}}{(|\tau|+\delta)^{2}} \leqslant \int_{\Omega}\left(L_{f}|\boldsymbol{u}|+L_{h}\right)^{2}=C
$$

Finally, by Poincarés inequality, it follows

$$
\int_{\Omega}|\log (|\Theta-\hat{\Theta}| / \delta+1)|^{2} \leqslant C^{\prime} \quad \text { (independent of } \delta \text { ) }
$$

and letting $\delta \rightarrow 0$ one must have $\Theta=\widehat{\Theta}$, concluding the proof.
Remark 1. - In the existence part of the proof, the Lipschitz continuity of $f$ and $h$ can be relaxed to continuity. Also the monotonicity of $g$ in $\Theta$ is not necessary if we replace the assumption (26) by (see (46))

$$
\forall R>0, \exists \hat{g}_{R} \in L^{\alpha}\left(\Gamma_{N}\right), \quad q>n-1:|g(X, \tau)| \leqslant \hat{g}_{R}(X) \quad \text { for }|\tau| \leqslant R
$$

Proposition 1. - Under assumptions (41)-(43) we have the following continuous dependence result for Problem (A): if $\boldsymbol{u}_{\eta} \rightarrow \boldsymbol{u}_{0}$ in $\left[L^{p}(\Omega)\right]^{n}$-weak (resp. strong), for any $p>n$, then the corresponding solutions $\Theta_{\eta} \rightarrow \Theta_{0}$ in $H^{1}(\Omega)$-weak (resp. strong) and in $O^{0, \beta}(\bar{\Omega})$ for some fixed $0<\beta<1$.

Proof. - For any $\boldsymbol{u}_{0} \in \mathcal{C}_{\sigma}^{p}(\Omega)$ take an arbitrary sequence

$$
\begin{equation*}
\boldsymbol{u}_{\eta} \xrightarrow[\eta \rightarrow 0]{ } \boldsymbol{u}_{0} \quad \text { in }\left[L^{p}(\Omega)\right]^{n} \text {-weak, with } \boldsymbol{u}_{\eta} \in \mathbb{C}_{\sigma}^{y}(\Omega), \tag{47}
\end{equation*}
$$

and denote by $\Theta_{\eta}$ the corresponding solutions of Problema (A), which by Theorem 2 verify the property (44). Then, from Stampacchia's estimate (46) we have

$$
\left.\left\|\Theta_{\eta}\right\|_{0^{0, \alpha}(\bar{\Omega})} \leqslant K^{\prime} \quad \text { (independent of } \eta\right)
$$

and, testing for each $\eta$ (39) with $\zeta=\Theta_{\eta}-\tilde{\Theta}$, also

$$
\left\|\Theta_{\eta}\right\|_{\mathbb{I}^{1}(\Omega)} \leqslant C \quad \text { (independent of } \eta \text { ). }
$$

Hence one can select a subsequence, still denoted by $\eta \rightarrow 0$, such that

$$
\Theta_{\eta} \rightarrow \Theta \quad \text { in } H^{1}(\Omega) \text {-weak and in } C^{0, \beta}(\bar{\Omega})
$$

for any $0 \leqslant \beta<\alpha$. Passing to the limit in (39) $)_{n}$, by uniqueness, one concludes $\Theta=$ $=\Theta_{0}=\Theta\left(u_{0}\right)$ and the convergence of the whole sequence.

If the convergence in (47) is strong, to prove the strong convergence in $H^{1}(\Omega)$, take $\zeta=\Theta_{\eta}-\Theta_{0}$ in (39) and use the uniform convergence. One has $f\left(\Theta_{\eta}\right) \rightarrow f\left(\Theta_{0}\right)$, and $h\left(\Theta_{\eta}\right) \rightarrow \hbar\left(\Theta_{0}\right)$ uniformly in $\bar{\Omega}, g\left(X, \Theta_{\eta}(X)\right) \rightarrow g\left(X, \Theta_{0}(X)\right)$ for all $X \in \Gamma_{N}$ and, by (43), (26) with Lebesgue's theorem, also in $L^{a}\left(\Gamma_{N}\right)$-strong. Therefore, using the trace and imbedding theorems, one has for $\tau_{\eta}=\Theta_{\eta}-\Theta_{0}$ :

$$
\begin{aligned}
\int_{\Omega}\left|\nabla \tau_{\eta}\right|^{2}=\int_{\Omega}\left\{\left[f\left(\Theta_{\eta}\right)-f\left(\Theta_{0}\right)\right] \boldsymbol{u}_{\eta}+f\left(\Theta_{0}\right)\left[\boldsymbol{u}_{\eta}-\boldsymbol{u}_{0}\right]+\right. & {\left.\left[h\left(\Theta_{\eta}\right)-h\left(\Theta_{0}\right)\right] \boldsymbol{e}_{z}\right\} \cdot \nabla \tau_{\eta}-} \\
& -\int_{I_{N}}\left[g\left(\Theta_{\eta}\right)-g\left(\Theta_{0}\right)\right] \tau_{\eta} \leqslant\left(\int_{\Omega}\left|\nabla \tau_{\eta}\right|^{2}\right)^{\frac{1}{2}} R_{\eta},
\end{aligned}
$$

with $R_{\eta} \rightarrow 0$ as $\eta \rightarrow 0$. Then, it follows

$$
\int_{\Omega}\left|\nabla\left(\Theta_{\eta}-\Theta_{0}\right)\right|^{2} \leqslant R_{n}^{2},
$$

which concludes the proof of the proposition.

## 4. - Existence for the approximating problem.

In this section we rely again on Schauder fixed point Theorem in $\mathbb{L}^{4} \equiv\left[L^{4}(\Omega)\right]^{n}$, $n=2,3$, to solve the approximating problem. We recall, by well known inequalities (see [DL], [L] or [T]) there exists a positive constant $K_{0}$ (depending only on $\Omega$ and $n=2,3$ ) such that,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{L^{\star} \leqslant} \leqslant \sqrt{2}\|\boldsymbol{v}\|_{\boldsymbol{V}(\Omega)} \leqslant K_{0}\|\boldsymbol{D} \boldsymbol{v}\|_{L^{2}}, \quad \forall \boldsymbol{v} \in V(\Omega) . \tag{48}
\end{equation*}
$$

Let $R>0$ and introduce the following convex, closed bounded subset of $\mathbb{L}^{4}$ (recall (40)),

$$
\begin{equation*}
\mathscr{S}_{\Omega_{R}}=\left\{\boldsymbol{v} \in \mathbb{E}_{\sigma}^{4}(\Omega):\|\boldsymbol{v}\|_{L^{\star}} \leqslant R\right\} . \tag{49}
\end{equation*}
$$

Using the results of the preceding section we shall construct below a nonlinear mapping $\mathfrak{C}: \mathfrak{B}_{R} \rightarrow \mathscr{B}_{R}$, for an appropriate $R$, which will be shown to be continuous and compact.

Theorem 3. - Assume $f_{\varepsilon} \in C^{0,1}(\mathbb{R}), \chi_{\varepsilon}$ and $g_{\varepsilon}$ given by (29) and (30), respectivelý, and $\tilde{\Theta}_{\varepsilon} \in C^{0,1}\left(\bar{\Gamma}_{D}\right),\left|\widetilde{\Theta}_{\varepsilon}\right| \leqslant M$ in $\Omega$. Then for each $\varepsilon>0$, there exists a solution ( $\Theta_{\varepsilon}$, $\left.\boldsymbol{w}_{\varepsilon}\right) \in H^{1}(\Omega) \times V(\Omega)$ of Problem (BS) $)_{\varepsilon}$, such that $\Theta_{\varepsilon} \in C^{0, \alpha}(\bar{\Omega})$, for some $0<\alpha<1$, and $\left|\Theta_{\varepsilon}\right| \leqslant M$ in $\Omega$.

Proof. - i) Definition of $\mathscr{C}$. For any $\boldsymbol{u} \in \mathscr{L}_{\sigma}^{4}(\Omega)$ define $\tau_{\varepsilon}=\tau_{\varepsilon}(\boldsymbol{u})$ as the unique solution of the Problem (A) with $f=f_{\varepsilon}, h=b f_{\varepsilon}+\lambda b \chi_{\varepsilon}, g=g_{\varepsilon}$ and $\tilde{\Theta}=\tilde{\Theta}_{\varepsilon}$, which is in $O^{0, \alpha}(\bar{\Omega}) \cap H^{1}(\Omega)$ with $\left|\tau_{\varepsilon}\right| \leqslant M$ by the Theorem 2. Note that $g_{\varepsilon}$ given by (30) satisfy the assumption (43), because (26) and $\left|g_{\varepsilon}(X, \tau)\right| \leqslant\left|g^{0}(X, \tau)\right|$, for any $X \in \Gamma_{N}$ and all $\tau \in[-M, M] \subset D\left(G_{x}\right)$, and the assumption (25) implies the sign condition $\left(25^{\prime}\right)$ for every $g_{\varepsilon}$. In fact, we see that $g_{\varepsilon}(M)=1 / \varepsilon\left(M-J_{\varepsilon}(M)\right) \geqslant 0$ since if $\sigma=J_{\varepsilon}(M)$ one has $M \in\left(I+\varepsilon G_{X}\right)(\sigma)$ and $G_{X}(\tau) \subset\left[0, \infty\left[\right.\right.$ for all $\tau \geqslant M$ implies $M \geqslant \sigma=J_{\hat{\varepsilon}}(M)$. Analogously we see that $g_{\varepsilon}(-M) \leqslant 0$.

Now we define $\boldsymbol{v}=\mathcal{C} \boldsymbol{u}$ as the unique function $\boldsymbol{v} \in V(\Omega)$ which satisfies the linear problem:

$$
\begin{equation*}
\int_{\Omega} 2 \mu\left(\tau_{\varepsilon}(\boldsymbol{u})\right) D v: D \psi-\int_{\Omega} \boldsymbol{v}\left[\left(\boldsymbol{u}+b \boldsymbol{e}_{z}\right) \cdot \nabla \psi\right]+\frac{1}{\varepsilon} \int_{\Omega} \chi_{\varepsilon}\left(\tau_{\varepsilon}(\boldsymbol{u})\right) \boldsymbol{v} \cdot \boldsymbol{\psi}=\int_{\Omega} \boldsymbol{B}\left(\tau_{\varepsilon}(\boldsymbol{u})\right) \cdot \boldsymbol{\psi} \tag{50}
\end{equation*}
$$

for any $\psi \in V(\Omega)$.
ii) $\mathfrak{G}\left(\mathcal{J}_{K}\right) \subset \mathscr{B}_{B_{\bar{R}}}$. Since, for fixed $\boldsymbol{u}$, the left member of (50) defines a coercive continuous bilinear form on $V(\Omega)$ (recall (21) and (48)) and the right side a continuous linear functional (recall $\left|\tau_{\varepsilon}\right| \leqslant M$ ), the existence and uniqueness of $v$ follows by the Lax-Milgram theorem.

Taking $\psi=\boldsymbol{v}$ in (50), using (48) and setting $\beta=\max _{\tau \tau \leqslant M}|\boldsymbol{B}(\tau)|$, one has

$$
\begin{equation*}
4 \mu_{0} K_{0}^{-2}\|\boldsymbol{v}\|_{V(\Omega)}^{2} \leqslant \int_{\Omega} 2 \mu\left(\tau_{\varepsilon}(\boldsymbol{u})\right)^{\top} D \boldsymbol{v}: D \boldsymbol{v} \leqslant \beta|\Omega|^{\frac{2}{4}}\|\boldsymbol{v}\|_{X^{4}} \leqslant \sqrt{2} \beta|\Omega|^{\frac{3}{*}}\|\boldsymbol{v}\|_{V(\Omega)} \tag{51}
\end{equation*}
$$

because, in the left side, the second term vanishes and the third one is nonnegative. Therefore one has the estimate

$$
\begin{equation*}
\|\boldsymbol{v}\|_{L^{*}} \leqslant \beta|\Omega|^{\frac{3}{4}} K_{0}^{2} / 2 \mu_{0} \equiv K \tag{52}
\end{equation*}
$$

which shows that if $\boldsymbol{u} \in \mathfrak{B}_{\underline{K}}$ also $\boldsymbol{v}=\mathfrak{C} \boldsymbol{u} \in \mathfrak{B}_{K}$.
iii) Continuity and compactness of $\mathfrak{C}$. Take in $\mathcal{L}_{\sigma}^{4}(\Omega)$ any sequence $\boldsymbol{u}_{\eta} \rightarrow \boldsymbol{u}_{0}$ in $\mathcal{L}^{4}$-weak. From Proposition 1 one knows that $\tau_{\varepsilon \eta}=\tau_{\varepsilon}\left(\boldsymbol{u}_{\eta}\right) \rightarrow \tau_{\varepsilon}\left(\boldsymbol{u}_{0}\right)=\tau_{\varepsilon 0}$ uniformly in $\bar{\Omega}$ and consequently also $\mu\left(\tau_{\varepsilon \eta}\right) \rightarrow \mu\left(\tau_{\varepsilon 0}\right), \chi_{\varepsilon}\left(\tau_{\varepsilon \eta}\right) \rightarrow \chi_{\varepsilon}\left(\tau_{\varepsilon 0}\right)$ and $\boldsymbol{B}\left(\tau_{\varepsilon \eta}\right) \rightarrow \boldsymbol{B}\left(\tau_{\varepsilon 0}\right)$ in the topology of $\boldsymbol{C}^{0}(\bar{\Omega})$. From (51), one has for $\boldsymbol{v}_{\eta}=\mathfrak{C} \boldsymbol{u}_{\eta}$

$$
\left\|\boldsymbol{v}_{\eta}\right\|_{V(\Omega)} \leqslant \sqrt{2} \beta|\Omega|^{\frac{3}{2}} K_{0}^{2} / 2 \mu_{0}
$$

and we can choose a subsequence, still labelled by $\eta$, and a function $v \in V(\Omega)$ such that

$$
\boldsymbol{v}_{\eta} \rightarrow \boldsymbol{v} \quad \text { in } V(\Omega) \text {-weak and } \mathcal{L}^{4} \text {-strong }
$$

Then we can pass to the limit in $(50)_{\eta}$, since

$$
\int_{\Omega} 2 \mu\left(\tau_{\varepsilon \eta}\right) D v_{\eta}: D \psi \rightarrow \int_{\Omega} 2 \mu\left(\tau_{\varepsilon 0}\right) D v: D \psi,
$$

and

$$
\int_{\Omega} \boldsymbol{v}_{\eta}\left(\boldsymbol{u}_{\eta} \cdot \nabla \psi\right) \rightarrow \int_{\Omega} \boldsymbol{v}\left(\boldsymbol{u}_{0} \cdot \nabla \psi\right), \quad \forall \psi \in V(\Omega)
$$

because $\boldsymbol{v}_{\eta}(\nabla \psi)^{T} \rightarrow \boldsymbol{v}(\nabla \psi)^{T}$ in $\mathcal{L}^{\frac{4}{3}}$-strong.
By uniqueness, one has $\boldsymbol{v}=\boldsymbol{v}_{\mathbf{0}}=\boldsymbol{C} \boldsymbol{u}_{\boldsymbol{0}}$, and the whole sequence $\boldsymbol{v}_{\eta}$ converges in $\mathcal{L}^{4}$-strong to $v_{0}$.

Then, the fixed point $\boldsymbol{w}_{\varepsilon}=\mathfrak{C} \boldsymbol{w}_{\varepsilon}$ and $\Theta_{\varepsilon}=\boldsymbol{\tau}_{\varepsilon}\left(\boldsymbol{w}_{\varepsilon}\right)$ form a solution to the approximating problem $(\mathrm{BS})_{\varepsilon}$.

Proposition 2. - Under the assumptions of the Theorem 1, all the solutions $\left(\Theta_{\varepsilon}, \boldsymbol{w}_{\varepsilon}\right)$ of the approximating problem $(\mathrm{BS})_{\varepsilon}$ verify the estimates (31)-(34) independently of $\varepsilon$.

Proof. - As in the proof of Theorem 2, the «a priori» estimate $\left\|\Theta_{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leqslant M$ follows directly from (27). Then (33) is a direct consequence of (26), and taking $\boldsymbol{\psi}=\boldsymbol{w}_{\varepsilon}$ in (28) the estimate (34) follows as in (51), with $C=\sqrt{2} \beta|\Omega|^{\frac{1}{3}} K_{0}^{2} / 2 \mu_{0}$

Using this information, the $H^{1}(\Omega)$-estimate for $\Theta_{\varepsilon}$ is now a standard consequence of the formulation (27) with $\zeta=\Theta_{\varepsilon}-\tilde{\Theta}_{\varepsilon}$, since $\tilde{\Theta}_{\varepsilon}$ have been chosen bounded in $H^{1}(\Omega)$.

Finally (32) is the local De Giorgi-Nash-Moser estimate (see [GT]) for the equation $-\Delta \Theta_{\varepsilon}=\nabla \cdot \boldsymbol{F}_{\varepsilon}$ in $\mathscr{D}^{\prime}(\Omega)$, where $\boldsymbol{F}_{\varepsilon}=f_{\varepsilon}\left(\Theta_{\varepsilon}\right)\left[\boldsymbol{w}_{\varepsilon}+b \boldsymbol{e}_{z}\right]+\lambda b \chi_{\varepsilon}\left(\Theta_{\varepsilon}\right) \boldsymbol{e}_{z}$ belongs to a bounded set of $\mathfrak{L}^{4}$.

## 5. - A remark on the two-phase Rayleigh-Bénard problem.

It is a trivial remark to say that all the preceeding results, in particular the Theorem 1, still hold for $b=0$ that is for the Boussinesq-Stefan problem without extraction, which have been considered already in [CDK] and [CD]. We shall obtain this problem with Dirichlet thermal boundary condition on $\Gamma_{N}$, the so-called twophase Rayleigh-Bénard problem in [CB], by letting $b \rightarrow 0$ with an appropriate class of Neumann boundary conditions on that part of the boundary.

Consider a monotone increasing function $\eta$

$$
\begin{equation*}
\eta \in C^{\circ}(\mathbb{R}) \quad \text { and } \quad \eta(t) t \geqslant|t|^{\sigma}, \quad t \in \mathbb{R}, \sigma \geqslant 1 \tag{53}
\end{equation*}
$$

for instance one can choose $\eta(t)=t|t|^{\sigma-2}$, and let $\beta$ and $\Theta_{N}$ be two bounded functions
on $\Gamma_{N}$ :

$$
\begin{equation*}
\Theta_{N} \in H^{\frac{1}{2}}\left(\Gamma_{N}\right), \quad\left\|\Theta_{N}\right\|_{L^{\infty}\left(\Gamma_{N}\right)} \leqslant M ; \tag{54}
\end{equation*}
$$

$$
\begin{equation*}
k / b \geqslant \beta(X) \geqslant 1 / k b>0, \quad \text { for some constant } k \geqslant 1 \tag{55}
\end{equation*}
$$

Defining the nonlinear cooling on $\Gamma_{N}$ by

$$
\begin{equation*}
g(X, \tau)=\beta(X) \eta\left(\tau-\Theta_{N}(X)\right), \quad \text { for } \tau \in \mathbb{R} \text { and } X \in \Gamma_{N} \tag{56}
\end{equation*}
$$

one easily verifies conditions (23)-(26), by taking (53)-(55) into account.
Now we recall the definition of weak solution for the Rayleigh-Benard problem introduced in [CBK]:

Definition. - We say that $(\Theta, v)$ is a weak solution of problem (2)-(7) with $b=0$ and Dirichlet thermal boundary condition, if

$$
\begin{align*}
& \Theta \in C^{0}(\Omega) \cap H^{1}(\Omega), \quad \Theta=\Theta_{D} \text { on } \Gamma_{D} \text { and } \Theta=\Theta_{N} \text { on } \Gamma_{N} ;  \tag{57}\\
& v \in V(\Omega), \quad v=0 \quad \text { a.e. in }\{\Theta>0\} ; \\
& \int_{\Omega}[\nabla \Theta-f(\Theta) v] \cdot \nabla \zeta=0, \quad \forall \zeta \in H^{1}(\Omega):\left.\zeta\right|_{\Gamma_{D} \cup \Gamma_{N}}=0 ;  \tag{49}\\
& \int_{\{\Theta<0\}}[2 \mu(\Theta) D v: D \psi-v(v \cdot \nabla \psi)]=\int_{\{\Theta<0\}} \boldsymbol{B}(\Theta) \cdot \psi, \quad \forall \psi \in V(\{\Theta<0\}) . \tag{60}
\end{align*}
$$

The next theorem represents a continuous transition from one problem to another and gives an existence result for weak solutions to (57)-(60).

Theorem 4. - Under the assumptions (20)-(22) and (53)-(56), if $b \rightarrow 0$ one can find functions $\left(\Theta_{b}, w_{b}\right)$, solutions of (14)-(19) and a subsequence $b \rightarrow 0$, such that, for any compact set $K \subset \Omega$

$$
\begin{equation*}
\Theta_{0} \rightarrow \Theta \text { in } H^{1}(\Omega) \text {-strong and in } C^{0, \beta}(K), \quad 0<\beta<1 \tag{61}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{w}_{b} \rightarrow \boldsymbol{v} \text { in } V(\Omega) \text {-weak and } \mathscr{L}^{4} \text {-strong , } \tag{62}
\end{equation*}
$$

where $(\Theta, v)$ is a weak solution of the Rayleigh-Bénard problem, such that $|\Theta| \leqslant M$ in $\Omega$.

Proof. - Since the assumptions (53)-(56) preserve, in particular, the sign condition (25'), from the Theorem 1 one knows there exists $\Theta_{b}$ such that (with $M$ and $O$ independent of $b$ )

$$
\begin{equation*}
\left\|\Theta_{b}\right\|_{L^{\infty}(\Omega)} \leqslant M \quad \text { and } \quad\left\|w_{b}\right\|_{V(\Omega)} \leqslant C, \quad \text { for any } b>0 \tag{63}
\end{equation*}
$$

Now, consider the unique solution $\zeta \in H^{1}(\Omega)$ to the problem

$$
\Delta \xi=0 \text { in } \Omega, \quad \xi=\Theta_{D} \text { on } \Gamma_{D} \text { and } \xi=\Theta_{N} \text { on } \Gamma_{N},
$$

and let $\zeta=\Theta_{b}-\xi$ in (18). We have, using (53) and (55),

$$
\begin{equation*}
\left.\frac{1}{2} \int_{\Omega}\left|\nabla\left(\Theta_{b}-\xi\right)\right|^{2}+\frac{1}{k b} \int_{\Gamma_{N}}\left|\Theta_{b}-\Theta_{N}\right|^{\sigma} \leqslant C^{\prime} \quad \text { (independent of } 0<b \leqslant \underline{1}\right) \tag{64}
\end{equation*}
$$

for any $\Theta_{b}$ verifying (63). Then it follows

$$
\left\|\Theta_{b}\right\|_{H^{1}(\Omega)}+\left\|\Theta_{b}\right\|_{o^{0, \alpha}(K)} \leqslant C^{n}, \quad \text { for } 0<b \leqslant 1,
$$

for any compact $K \subset \Omega$ and some fixed $0<\alpha<1$. Therefore we can select a subsequence $b \rightarrow 0$ such that (for $0<\beta<\alpha$ )

$$
\begin{array}{ll}
\Theta_{b} \rightarrow \Theta & \text { in } H^{1}(\Omega) \text {-weak, in } C^{0, \beta}(K) \text { and a.e. on } \Gamma_{N}, \\
\boldsymbol{w}_{b} \rightarrow \boldsymbol{v} & \text { in } V(\Omega) \text {-weak and }\left[L^{4}(\Omega)\right]^{n} \text {-strong }(n=2,3), \tag{66}
\end{array}
$$

from (64) one concludes that $\Theta$ verifies (57), since

$$
\int_{\Gamma_{N}}\left|\Theta-\Theta_{N}\right|^{\sigma} \leqslant \liminf \int_{b \rightarrow 0}\left|\Theta_{b}-\Theta_{N}\right|^{\sigma}=0
$$

and also (59) since one can easily let $b \rightarrow 0$ in (18) for any fixed $\zeta \in H^{1}(\Omega): \zeta=0$ on. $\Gamma_{D} \cup \Gamma_{N}$.

On the other hand, since $\Theta_{b} \rightarrow \Theta$ uniformly in any compact subset of $\Omega$, if $K \subset\{\Theta>0\}$ is an arbitrary compact set one must have also $K \subset\left\{\Theta_{b}>0\right\}$ for $b$ small enough and from $w_{b}=0$ a.e. in $\left\{\Theta_{b}>0\right\}$ one deduces $v=0$ a.e. first in $K$ and therefore also a.e. in $\{\Theta>0\}$, that is $\boldsymbol{v}$ satisfies (58). Analogously, if $\psi$ is any smooth solenoidal vector field such that $\operatorname{supp} \psi \subset\{\Theta<0\}$ one also has supp $\psi \subset$ $\subset\left\{\Theta_{b}<0\right\}$ for $b$ small enough and we can easily pass to the limit in (19) for such a $\psi$, concluding (60) by density.

It remains to prove the strong convergence in $H^{1}(\Omega)$. Set $\zeta=\Theta_{b}-\Theta$ in (18) ${ }_{b}$ to get

$$
\int_{\Omega}\left|\nabla \Theta_{b}\right|^{2}+\frac{1}{k b} \int_{r_{N}}\left|\Theta_{b}-\Theta_{N}\right|^{\sigma} \leqslant \int_{\Omega} \nabla \Theta_{b} \cdot \nabla \Theta+R_{b}
$$

with (using (63), (65) and (66))

$$
\boldsymbol{R}_{b} \equiv \int_{\Omega}\left\{f\left(\Theta_{b}\right) \boldsymbol{w}_{b}+b \boldsymbol{e}_{z}\left[f\left(\Theta_{b}\right)+\lambda \chi_{b}\right]\right\} \cdot \nabla\left(\Theta_{b}-\Theta\right) \rightarrow 0 \quad \text { as } b \rightarrow 0
$$

Hence one concludes $\nabla \Theta_{b} \rightarrow \nabla \Theta$ strongly in $\mathcal{L}^{2}$, from

$$
\int_{\Omega}|\nabla \Theta|^{2} \leqslant \liminf _{b \rightarrow 0} \int_{\Omega}\left|\nabla \Theta_{b}\right|^{2} \leqslant \limsup _{b \rightarrow 0} \int_{\Omega}\left|\nabla \Theta_{b}\right|^{2} \leqslant \int_{\Omega}|\nabla \Theta|^{2}
$$
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