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#### Abstract

In this paper the stochastic version of the Evans-Aronsson problem is studied. Both for the mechanical case and two dimensional problems we prove the existence of smooth solutions. We establish that the corresponding effective Lagrangian and Hamiltonian are smooth. We study the limiting behavior and the convergence of the effective Lagrangian and Hamiltonian, Mather measures and minimizers. We end the paper with applications to stationary mean-field games.


## 1. Introduction

Given a Hamiltonian $H: \mathbb{T}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}, P \in \mathbb{R}^{d}$, and $\varepsilon_{1}, \varepsilon_{2} \geq 0$, the stochastic Evans-Aronsson problem consists in determining a solution $u_{\varepsilon}$ of the following variational problem:

$$
\begin{equation*}
\bar{H}_{\varepsilon}(P)=\varepsilon_{1} \log \inf _{\phi} \int e^{\frac{\varepsilon_{2} \Delta \phi+H(x, P+D \phi)}{\varepsilon_{1}}} d x \tag{1}
\end{equation*}
$$

This problem was first considered in [W] as a generalization of the Evans-Aronsson problem in E1]; see also [E2. Unfortunately, some results of that paper depend on certain a priori bounds which are not completely clear. In fact, due to the secondorder terms this variational problem is non-coercive and entails several technical difficulties which we believe were not addressed in that paper. We were able, however, to obtain detailed proofs for the special case of quadratic Hamiltonians in the momentum variable, as well as in dimensions 2 and 3.

Our original motivation was to completely understand the argument for the existence of smooth solutions for the minimization problem (11). However, as a result of our work we found an important connection between this class of problems and mean-field games, which is of independent interest and is described in section 9

For mechanical Hamiltonians as well as in the two and three dimensional cases we establish the existence of smooth minimizers, smoothness of the effective Lagrangian and Hamiltonian functions, generalizing the results in [I-SM]. Furthermore we study the limiting behavior as $\varepsilon \rightarrow 0$. For the original Evans-Aronsson problem and $d=1$ the convergence of solutions and corresponding measures was studied in GISMY.

Mean-field games is a new class of problems introduced by Lions and Lasry LL06a, LL06b, LL07a and LL07b (see also LLG10a, LLG10b), as well as independently by P. Caines and his co-workers [HMC06], HMC07, which addresses

[^0]the behavior of individual rational agents in a large population. In addition to its interest in the study of Mather measures and viscosity solutions of Hamilton-Jacobi equations, these variational problems are also relevant in the study of stationary mean-field games. In fact, the Euler-Lagrange equation corresponding to (11) can be written as
\[

\left\{$$
\begin{array}{l}
\varepsilon_{2} \Delta u+H(x, P+D u)=\varepsilon_{1} \ln m+\bar{H}_{\varepsilon}(P) \\
\varepsilon_{2} \Delta m-\operatorname{div}\left(D_{p} H m\right)=0
\end{array}
$$\right.
\]

which is an important example of a stationary mean-field game. In particular, the a priori estimates we obtained in this paper correspond immediately to new estimates for this mean-field game. In the case $\varepsilon_{2}=0$ some of the estimates we discuss in this paper were also proved in E2.

The function $\bar{H}_{\varepsilon}(P)$ is related with the effective Hamiltonian $\bar{H}(P)$ for first-order Hamilton-Jacobi equations, which is the unique constant for which the equation

$$
\begin{equation*}
H(x, P+D \varphi(x))=\bar{H}(P) \tag{2}
\end{equation*}
$$

admits (periodic) viscosity solutions $\varphi: \mathbb{T}^{d} \rightarrow \mathbb{R}$. The constant $\bar{H}(P)$ is given by the min-max formula

$$
\begin{equation*}
\bar{H}(P)=\min _{\psi \in C^{1}\left(\mathbb{T}^{d}\right)} \max _{x} H(x, D \psi(x)+P) . \tag{3}
\end{equation*}
$$

Formally, as $\varepsilon \rightarrow 0$ we should have $\bar{H}_{\varepsilon} \rightarrow \bar{H}$. A related problem, formally corresponding to the case $\varepsilon_{1}=0, \varepsilon_{2}>0$, was studied in [G]. In particular

$$
\begin{equation*}
\check{H}_{\varepsilon_{2}}(P)=\min _{\psi \in C^{2}} \max _{x} H(x, D \psi(x)+P)+\varepsilon_{2} \Delta \psi(x) \tag{4}
\end{equation*}
$$

is the unique number $\check{H}_{\varepsilon_{2}}(P)$ such that

$$
\begin{equation*}
\varepsilon_{2} \Delta \varphi(x)+H(x, D \varphi(x)+P)=\check{H}_{\varepsilon_{2}}(P) \tag{5}
\end{equation*}
$$

admits viscosity (and also $C^{2}$ ) solutions $\varphi_{\varepsilon_{2}}: \mathbb{T}^{d} \rightarrow \mathbb{R}$. Moreover, the solution of (5) is unique up to addition of constants. This problem was further studied in [I-SM] where the differentiability properties of $\check{H}_{\varepsilon_{2}}(P)$ (also called the $\alpha$ function) and its Legendre transform $\check{L}_{\varepsilon_{2}}$ (also called the $\beta$ function) were studied in detail.

As we will discuss in sections 2 and 43 , the stochastic Evans-Aronsson problem is the dual problem of the entropy penalized stochastic Mather problem, which consists in minimizing

$$
\int_{\mathbb{T}^{d} \times \mathbb{R}^{d}} L(x, v) d \mu+\varepsilon_{1} S[\mu],
$$

over all measures that satisfy a stochastic holonomy constraint:

$$
\int_{\mathbb{T}^{d} \times \mathbb{R}^{d}} v D \varphi+\varepsilon_{2} \Delta \varphi d \mu(x, v)=0
$$

for all $\varphi \in C^{2}\left(\mathbb{T}^{d}\right)$. Here $L$ is the Legendre transform of $H$ and $S$ is a suitable entropy functional.

For $\varepsilon_{2}=0$ the minimization problem (11) is the Evans-Aronsson problem [E1], [E2] of minimizing

$$
\begin{equation*}
\int e^{\frac{H(x, P+D \phi)}{\varepsilon_{1}}} d x \tag{6}
\end{equation*}
$$

over all $\phi \in C^{1}\left(\mathbb{T}^{d}\right)$. We define

$$
\hat{H}_{\varepsilon_{1}}(P)=\varepsilon_{1} \log \inf _{\phi} \int e^{\frac{H(x, P+D \phi)}{\varepsilon_{1}}} d x .
$$

For $d=1$ the convergence of minimizing $\varphi$ and measure $\mu$ as $\varepsilon_{1} \rightarrow 0$ was studied in GISMY. Minimizing measures for $\varepsilon_{1}=\varepsilon_{2}=0$ are called Mather measures.

In this paper we study the problem (11) for two classes of Hamiltonians. The first case is the important mechanical setting, that is,

$$
L(x, v)=\frac{|v|^{2}}{2}+P \cdot v-V(x)
$$

to which there corresponds the Hamiltonian

$$
\begin{equation*}
H(x, p)=\frac{|P+p|^{2}}{2}+V(x) \tag{7}
\end{equation*}
$$

For this mechanical setting we have the following main result:
Theorem 1. Suppose $H$ has the mechanical form (17). Then for each $P$ there exists a unique smooth minimizer $u$ and a unique minimizing measure $\mu$. This measure is supported on the graph $(x, P+D u)$. Furthermore $u$ is the first component of the unique solution of the system

$$
\begin{cases}\varepsilon_{2} \Delta u+\frac{1}{2}|P+D u|^{2}+V(x) & =\varepsilon_{1} \frac{u-v}{2 \varepsilon_{2}}  \tag{8}\\ -\varepsilon_{2} \Delta v+\frac{1}{2}|P+D v|^{2}+V(x) & =\varepsilon_{1} \frac{u-v}{2 \varepsilon_{2}}\end{cases}
$$

Additionally, if we define

$$
m_{\mu}=C e^{\frac{u-v}{2 \varepsilon_{2}}}
$$

where $C$ is determined by the normalization condition $\int_{\mathbb{T}^{d}} m_{\mu}(x) d x=1$, we have

$$
\int_{\mathbb{T}^{d} \times \mathbb{R}^{d}} \psi(x, v) d \mu=\int_{\mathbb{T}^{d}} \psi(x, P+D u) m_{\mu}(x) d x
$$

The second case we study concerns general Hamiltonians that satisfy the following hypothesis:

- $H$ is uniformly convex:

$$
\begin{equation*}
D_{p p}^{2} H \geq \gamma>0 \tag{9}
\end{equation*}
$$

- $H$ has at most quadratic growth, i.e. there is a constant $C$ such that

$$
\begin{equation*}
\left|D_{p p}^{2} H\right| \leq C \tag{10}
\end{equation*}
$$

thus we have that

$$
\frac{\gamma}{2}|p|^{2}-C \leq H(p, x) \leq C|p|^{2}+C
$$

and

$$
\left|D_{p} H\right|^{2} \leq C H+C
$$

- the derivatives of $H$ also satisfy

$$
\begin{equation*}
\left|D_{x} H\right|^{2} \leq C+C H,\left|D_{x x}^{2} H\right| \leq C+C H \quad \text { and } \quad\left|D_{x p}^{2} H\right|^{2} \leq C+C H \tag{11}
\end{equation*}
$$

- if $L$ is the Legendre transform of $H$

$$
L(x, v)=\sup _{v \in \mathbb{R}^{d}} v \cdot p-H(x, p)
$$

we suppose further that

$$
L\left(x, D_{p} H(x, p)\right) \geq c H(x, p)-C .
$$

Theorem 2. Suppose $d \leq 3$ and $H$ satisfies (9)-(12). Then (1) admits a smooth minimizer.

We further establish smooth dependence on $P$ :
Theorem 3. The generalized effective Lagrangian and Hamiltonian functions $\bar{L}_{\varepsilon}$, $\bar{H}_{\varepsilon}$ are smooth.

Finally we obtain the following convergence result:
Theorem 4. Suppose the Hamiltonian is either mechanical or $d \leq 3$, under assumptions (9)-(12). We suppose all limits as $\varepsilon \rightarrow(0,0)$ are taken through any sequence with $\frac{\varepsilon_{1}}{\varepsilon_{2}}$ bounded. Then
(1) We have

$$
\lim _{\varepsilon \rightarrow(0,0)} \bar{H}_{\varepsilon}(P)=\bar{H}(P)
$$

(2) There is $u \in W^{1,2}$ such that $u_{\varepsilon} \rightharpoonup u$ in $W^{1,2}$. Moreover $u$ is Lipschitz and

$$
H(x, P+D u) \leq \bar{H}(P)
$$

(3) For mechanical Hamiltonians, if as $\varepsilon \rightarrow(0,0)$ we also require $\frac{\varepsilon_{1}}{\varepsilon_{2}} \rightarrow 0$, then $u$ is a viscosity solution of

$$
H(x, P+D u)=\bar{H}(P)
$$

(4) The Mather measure $\mu_{\varepsilon}$ converges to a Mather measure $\mu$.

This paper is structured as follows: we start in section 2 to discuss a possible motivation of the stochastic Evans-Aronsson problem, the entropy penalized stochastic Mather measures. The connection between these two problems is made clear in section 3 where we consider the dual problem. Then in section 4 we consider mechanical Hamiltonians and, using a generalized Hopf-Cole transformation, give an explicit characterization of the minimizing measures. Section 5 is dedicated to several a priori bounds which in particular show the existence of minimizers for general Hamiltonians in dimensions 2 and 3. Then we briefly discuss uniqueness and convexity in section 6 and the smoothness properties in section 7 The convergence as $\varepsilon \rightarrow 0$ is addressed in section 8. We end the paper, in section 9, with a discussion of the connection of this problem with a class of mean-field games.

## 2. Entropy penalized stochastic Mather measures

As mentioned in the introduction, the stochastic Evans-Aronsson problem (1) is related through duality to a certain entropy penalized generalization of the Mather problem. In this section we discuss the set up of this problem. The duality will be considered in the following section.

Given a probability measure $\mu$ in $\mathbb{T}^{d} \times \mathbb{R}^{d}$ we define its push forward $m_{\mu}$ through the projection to $\mathbb{T}^{d}$ by

$$
\begin{equation*}
\int_{\mathbb{T}^{d}} \varphi(x) d m_{\mu}(x)=\int_{\mathbb{T}^{d} \times \mathbb{R}^{d}} \varphi(x) d \mu(x, v) \tag{13}
\end{equation*}
$$

In the set $\mathcal{A}$ of probability measures $m$ absolutely continuous with respect to the Lebesgue measure in $\mathbb{T}^{d}$ (which we identify as usual with $[0,1]^{d}$ ) the mapping

$$
m \mapsto \int_{\mathbb{T}^{d}} \log m(x) d m(x) \equiv S^{*}[m]
$$

is convex and lower semicontinuous. This mapping can be extended in a unique way as a convex lower semicontinuous mapping to the set of all probability measures on $\mathbb{T}^{d}$ by

$$
\bar{S}[m]=\liminf _{m_{n} \in \mathcal{A}, m_{n} \rightarrow m} S^{*}\left[m_{n}\right] .
$$

Note that the map $\bar{S}$ is allowed to take the value $+\infty$. Furthermore, since $z \ln z \geq$ $-1 / e$, we have $\bar{S} \geq-1 / e$. Finally define $S[\mu]=\bar{S}\left[m_{\mu}\right]$.

Let $L(x, v): \mathbb{T}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a smooth function, bounded from below, strictly convex in $v$ and with superlinear growth, i.e., we assume that there is a function $\gamma: \mathbb{R}^{+} \rightarrow[1,+\infty)$ such that

$$
\frac{L(x, v)}{\gamma(|v|)} \rightarrow+\infty, \quad \frac{\gamma(|v|)}{|v|} \rightarrow+\infty
$$

as $|v| \rightarrow+\infty$. For $\varepsilon_{1} \geq 0$, we consider the convex lower semicontinuous functional

$$
\begin{equation*}
A_{L}(\mu)=\int_{\mathbb{T}^{d} \times \mathbb{R}^{d}} L(x, v) d \mu+\varepsilon_{1} S[\mu], \tag{14}
\end{equation*}
$$

defined on the space of Borel probability measures $\mu$ in $\mathbb{T}^{d} \times \mathbb{R}^{d}$. Given $\varepsilon_{2} \geq 0$, the entropy penalized stochastic Mather problem consists in minimizing (14) over all Borel probability measures $\mu$ which satisfy the following stochastic holonomy constraint: for all $\varphi \in C^{2}\left(\mathbb{T}^{d}\right)$,

$$
\begin{equation*}
\int_{\mathbb{T}^{d} \times \mathbb{R}^{d}}\left(D \varphi(x) v+\varepsilon_{2} \Delta \varphi(x)\right) d \mu=0 \tag{15}
\end{equation*}
$$

The original Mather problem [Ma, $M$ ] corresponds to $\varepsilon_{1}=\varepsilon_{2}=0$. Measures for which (15) holds are called stochastic holonomic (or simply stochastic) for the following reason: consider a controlled Markov diffusion

$$
d X=v d t+\sigma d W
$$

where $W(t)$ is a $d$-dimensional Brownian motion on some probability space $(\Omega, \mathbb{F}, P)$, and $v(t)$ is a bounded progressively measurable (with respect to the filtration generated by the Brownian motion) control taking values in $\mathbb{R}^{d}$. Define a measure $\mu_{T}$ on $\mathbb{T}^{d} \times \mathbb{R}^{d}$ by

$$
\int_{\mathbb{T}^{d} \times \mathbb{R}^{d}} \phi d \mu_{T}=\frac{1}{T} E\left[\int_{0}^{T} \phi(X(t), v(t)) d t\right]
$$

for $\phi \in C_{c}\left(\mathbb{T}^{d} \times \mathbb{R}^{d}\right)$. If $\mu$ is a weak limit of a sequence $\mu_{T_{n}}, T_{n} \rightarrow \infty$, using Dynkin's formula we have that $\mu$ satisfies (15) with $\varepsilon_{2}=\frac{\sigma^{2}}{2}$.

When $\varepsilon_{2}=0$, the non-stochastic case, (15) is Mañe's holonomic condition. The previous fact is the analogue to weak limits of measures supported in liftings of closed curves being holonomic. According to the results of Mather Ma and Mañé [ $M$, for the case where $\varepsilon_{1}=\varepsilon_{2}=0$, holonomic minimizing measures are invariant under the Euler-Lagrange flow. In this classical setting an important role is played
by viscosity solutions of Hamilton-Jacobi equations. Indeed, if $\mu$ is a minimizing holonomic measure, then

$$
\int_{\mathbb{T}^{d} \times \mathbb{R}^{d}} L d \mu=-\bar{H}(0)
$$

and a similar identity holds for the stochastic $\varepsilon_{2}>0$, non-entropy penalized $\left(\varepsilon_{1}=0\right)$ problem [G].

Before we proceed, we need to set up additional notation. Denote by $C_{0}^{\gamma}$ the set of continuous functions on $\mathbb{T}^{d} \times \mathbb{R}^{d}$ which satisfy

$$
\frac{\phi(x, v)}{\gamma(|v|)} \rightarrow 0
$$

as $|v| \rightarrow+\infty . C_{0}^{\gamma}$ is a Banach space under the norm

$$
\|\phi\|_{C_{0}^{\gamma}}=\sup _{x, v} \frac{|\phi(x, v)|}{\gamma(|v|)}
$$

Let $\mathcal{M}$ be the space of Borel probability measures on $\mathbb{T}^{d} \times \mathbb{R}^{d}$ satisfying

$$
\int \gamma(|v|) d \mu<\infty
$$

This set can be identified with the dual of $C_{0}^{\gamma}$ and thus endowed with the weak topology. Set

$$
\mathcal{N}_{\varepsilon_{2}}=c l\left\{\mu \in \mathcal{M}: \int\left(\varepsilon_{2} \Delta \phi(x)+D \phi(x) v\right) d \mu=0, \forall \phi \in C^{2}\left(\mathbb{T}^{d}\right)\right\}
$$

Given an element $[\omega] \in H_{1}\left(\mathbb{T}^{d}, \mathbb{R}\right)$ we identify every representative $\omega$ of $[\omega]$ with the corresponding vector field. The adjoint $\delta$ of the exterior derivative $d$ with respect to the flat metric is simply the divergence operator.

Define $\rho: \mathcal{N}_{\varepsilon_{2}} \rightarrow H_{1}\left(\mathbb{T}^{d}, \mathbb{R}\right)$ by

$$
\begin{equation*}
\langle\rho(\mu),[\omega]\rangle=\int\left(\varepsilon_{2} \operatorname{div} \omega(x)+\omega(x) \cdot v\right) d \mu \tag{16}
\end{equation*}
$$

It is an immediate consequence of the fact that $\mu$ belongs to $\mathcal{N}_{\varepsilon}$ that the integral in (16) does not depend on the representative of the cohomology class [ $\omega$ ]. Indeed take $\tilde{\omega}=\omega+D \varphi$ for $\varphi \in C^{2}\left(\mathbb{T}^{d}\right)$. Then

$$
\begin{aligned}
& \int\left(\varepsilon_{2} \operatorname{div} \omega(x)+\omega(x) \cdot v\right) d \mu-\int\left(\varepsilon_{2} \operatorname{div} \tilde{\omega}(x)+\tilde{\omega}(x) \cdot v\right) d \mu \\
& =\int\left(\varepsilon_{2} \Delta \varphi(x)+D \varphi(x) v\right) d \mu=0
\end{aligned}
$$

Thus, according to Poincaré duality, we can consider $\rho(\mu)$ as a homology class. The map $\rho$ is onto; see Lemma 2.1 in [I-SM].

We now define the generalized effective Lagrangian and Hamiltonian functions for the stochastic version of the Evans-Aronsson problem.

The effective Lagrangian $\bar{L}_{\varepsilon}: H_{1}\left(\mathbb{T}^{d}, \mathbb{R}\right) \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\bar{L}_{\varepsilon}(Q)=\inf \left\{A_{L}(\mu): \mu \in \mathcal{N}_{\varepsilon_{2}}, \rho(\mu)=Q\right\} \tag{17}
\end{equation*}
$$

We will prove in Lemma 1 that $\bar{L}_{\varepsilon}$ is convex and in Corollary 1 that its Legendre transform $\bar{H}_{\varepsilon}: H^{1}\left(\mathbb{T}^{d}, \mathbb{R}\right) \rightarrow \mathbb{R}$ is given by (11).

## 3. The dual problem

We now relate the problem of minimizing the functional (14) to the one of minimizing

$$
\begin{equation*}
\int e^{\frac{\varepsilon_{2} \Delta \phi(x)+H(x, D \phi)}{\varepsilon_{1}}} d x \tag{18}
\end{equation*}
$$

over all functions $\phi \in C^{2}\left(\mathbb{T}^{d}\right)$ with $\int \phi(x) d x=0$ (to simplify we have set $P=0$ in (11).

Proposition 1. For any $\mu \in \mathcal{N}_{\varepsilon_{2}}$ and $\phi \in C^{2}\left(\mathbb{T}^{d}\right)$ we have

$$
\begin{equation*}
A_{L}(\mu) \geq-\varepsilon_{1} \log \int_{\mathbb{T}^{d}} e^{\frac{\varepsilon_{2} \Delta \phi(x)+H(x, D \phi)}{\varepsilon_{1}}} d x \tag{19}
\end{equation*}
$$

Proof. Let $\mu \in \mathcal{N}_{\varepsilon_{2}}$ and $\phi \in C^{2}\left(\mathbb{T}^{d}\right)$. Let $m_{\mu}$ be given by (13). We have

$$
\begin{aligned}
\int L(x, v) d \mu & =\int\left(L(x, v)-D \phi(x) v-\varepsilon_{2} \Delta \phi(x)\right) d \mu \\
& \geq-\int\left(\varepsilon_{2} \Delta \phi(x)+H(x, D \phi)\right) d m_{\mu}
\end{aligned}
$$

since, for all $(x, v) \in \mathbb{T}^{d} \times \mathbb{R}^{d}, L(x, v)-D \phi(x) v \geq-H(D \phi(x), x)$. Define

$$
a(m, \phi)=\int\left(\varepsilon_{2} \Delta \phi(x)+H(x, D \phi) d m-\varepsilon_{1} \bar{S}[m]\right.
$$

for any Borel probability measure $m$ in $\mathbb{T}^{d}$. Then

$$
A_{L}(\mu) \geq-a\left(m_{\mu}, \phi\right)
$$

Let

$$
\lambda_{\phi}=\varepsilon_{1} \log \int e^{\frac{\varepsilon_{2} \Delta \phi(x)+H(x, D \phi)}{\varepsilon_{1}}} d x
$$

and

$$
\begin{equation*}
m_{\phi}(x)=e^{\frac{\varepsilon_{2} \Delta \phi(x)+H(x, D \phi)-\lambda_{\phi}}{\varepsilon_{1}}} . \tag{20}
\end{equation*}
$$

Then $a\left(m_{\phi}, \phi\right)=\lambda_{\phi}$.
The convex function $t \mapsto t \log t$ has Legendre transform $s \mapsto e^{s-1}$. In particular this implies that $t \log t+1 \geq t$, and so, for any probability measure $m$ in $\mathbb{T}^{d}$ absolutely continuous with respect to Lebesgue measure, we obtain

$$
\begin{aligned}
& a(m, \phi) \leq a\left(m_{\phi}, \phi\right) \\
& +\int\left(\varepsilon_{2} \Delta \phi(x)+H(x, D \phi)-\varepsilon_{1} \log m_{\phi}-\varepsilon_{1}\right)\left(m(x)-m_{\phi}(x)\right) d x
\end{aligned}
$$

The convexity and an approximation argument shows that in fact the previous inequality holds for all measures not necessarily absolutely continuous with respect to Lebesgue measure. From the definition of $m_{\phi}$, and since $m$ and $m_{\phi}$ are probability measures, the second term on the rhs vanishes and then

$$
\lambda_{\phi}=\sup _{m} a(m, \phi) .
$$

Therefore

$$
\begin{equation*}
\inf _{\mu} A_{L}(\mu) \geq-\varepsilon_{1} \log \inf _{\phi} \int e^{\frac{\varepsilon_{2} \Delta \phi(x)+H(x, D \phi)}{\varepsilon_{1}}} d x . \tag{21}
\end{equation*}
$$

Proposition 2. If the infimum $I_{\varepsilon}$ on the rhs of (21) is achieved at some function $\varphi \in C^{4}\left(\mathbb{T}^{d}\right)$, then

$$
\begin{equation*}
\varepsilon_{2} \Delta m_{\varphi}-\operatorname{div}\left(m_{\varphi} D_{p} H(x, D \varphi)\right)=0 \tag{22}
\end{equation*}
$$

Conversely, if (22) has a smooth solution $\varphi$, then

$$
\begin{equation*}
\mu_{\varepsilon}(x, v)=\delta\left(v-D_{p} H(x, D \varphi(x))\right) m_{\varphi}(x) d x \tag{23}
\end{equation*}
$$

is a minimizer of (14).
Proof. Equation (22) is simply the Euler-Lagrange equation for the minimizers in (21).

From definition (23) it follows that for all continuous functions $F: \mathbb{T}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ we have

$$
\int_{\mathbb{T}^{d} \times \mathbb{R}^{d}} F(x, v) d \mu_{\varepsilon}=\int_{\mathbb{T}^{d}} F\left(x, D_{p} H(x, D \varphi(x))\right) m_{\varphi}(x) d x
$$

Then, by (22),

$$
\begin{equation*}
A_{L}\left(\mu_{\varepsilon}\right)=-a\left(m_{\varphi}, \varphi\right)=-\varepsilon_{1} \log \int e^{\frac{\varepsilon_{2} \Delta \varphi(x)+H(x, D \varphi)}{\varepsilon_{1}}} d x \tag{24}
\end{equation*}
$$

and so inequality (21) is in fact an equality.
Corollary 1. The Legendre transform of $\bar{L}_{\varepsilon}$ is $\bar{H}_{\varepsilon}$.
Proof. Because the Hamiltonian associated to the Lagrangian $L(x, v)-P v$ is $H(x, P+p)$ and (21) is an equality, we have that

$$
\sup _{Q} P Q-\bar{L}_{\varepsilon}(Q)=-\inf _{\mu \in \mathcal{N}_{\varepsilon_{2}}} A_{L-\langle P,\rangle}(\mu)=\varepsilon_{1} \log \inf _{\phi} \int e^{\frac{\varepsilon_{2} \Delta \phi(x)+H(x, P+D \phi)}{\varepsilon_{1}}} d x .
$$

## 4. A Hopf-Cole type transform and existence of minimizers

In this section we address the minimization problem (1) for mechanical Hamiltonians of the form

$$
H(x, p)=\frac{|p|^{2}}{2}+V(x)
$$

where $V$ is a smooth periodic function. Thanks to the special quadratic structure we are able to use a generalized Hopf-Cole transformation which makes it possible to prove existence of minimizers in any dimension. Similar Hopf-Cole transformations were used, for instance, in GISMY and Ge1, though the existence results in this section, which are based on the a priori bound in Theorem 5are, as far as we know, new.

We start this section with the following elementary example: set $\varepsilon_{1}=\varepsilon_{2}=1$. Suppose $H(p, x)=\frac{1}{2}|p|^{2}+V(x)$. Then, equation (22) is simply

$$
\begin{equation*}
\Delta m_{\varphi}-\operatorname{div}\left(m_{\varphi} D \varphi\right)=0 \tag{25}
\end{equation*}
$$

If we set $m_{\varphi}=e^{\varphi}$, we see that it is a solution, provided

$$
e^{\varphi}=e^{\Delta \varphi(x)+H(x, D \varphi)} .
$$

Taking logarithms on both sides we see that

$$
\varphi=\Delta \varphi(x)+H(x, D \varphi) .
$$

Of course, in general, $m$ is not a probability measure, but because (25) is homogeneous $m$ can be normalized appropriately, which amounts to adding a constant to $\varphi$. This example motivates the generalized Hopf-Cole transformation, which will be discussed in what follows, that makes it possible to address the case where $P \neq 0$.

For $\varepsilon_{1}, \varepsilon_{2}>0$ we consider the problem of minimizing

$$
\begin{equation*}
\int_{\mathbb{T}^{d}} e^{\frac{\varepsilon_{2} \Delta u+\frac{|P+D u|^{2}}{\varepsilon_{1}}+V(x)}{\varepsilon_{1}}} d x . \tag{26}
\end{equation*}
$$

Let $u$ be a smooth minimizer of (26) and $m=e^{\frac{\varepsilon_{2} \Delta u+H(P+D u, x)}{\varepsilon_{1}}}$. As discussed in the previous section, $m$ solves the Euler-Lagrange equation

$$
\begin{equation*}
\varepsilon_{2} \Delta m-\operatorname{div}((P+D u) m)=0 \tag{27}
\end{equation*}
$$

Proposition 3. Let $u$ and $v$ be periodic solutions to

$$
\begin{cases}\varepsilon_{2} \Delta u+\frac{1}{2}|P+D u|^{2}+V(x) & =\varepsilon_{1} \frac{u-v}{2 \varepsilon_{2}},  \tag{28}\\ -\varepsilon_{2} \Delta v+\frac{1}{2}|P+D v|^{2}+V(x) & =\varepsilon_{1} \frac{u-v}{2 \varepsilon_{2}}\end{cases}
$$

Then

$$
m=e^{\frac{u-v}{2 \varepsilon_{2}}}
$$

solves (27).
Proof. We have

$$
\begin{aligned}
\varepsilon_{2} \Delta m & =m\left[\frac{1}{2} \Delta u-\frac{1}{2} \Delta v+\frac{|D u-D v|^{2}}{4 \varepsilon_{2}}\right] \\
& =m \Delta u+\frac{m}{4 \varepsilon_{2}}\left[|P+D u|^{2}-|P+D v|^{2}+|D u-D v|^{2}\right] \\
& =(P+D u) \cdot D m+m \Delta u=\operatorname{div}((P+D u) m) .
\end{aligned}
$$

From the previous proposition we obtain the following lower bound:
Corollary 2. Let $u$ and $v$ be periodic solutions to (28). Then the difference $\frac{\varepsilon_{1}}{\varepsilon_{2}}(u-v)$ is bounded from below; hence for fixed $\varepsilon_{1}, m$ is also bounded from below.

Proof. By adding the two equations in (28) we conclude that

$$
\varepsilon_{2} \Delta(u-v)+\frac{|P+D u|^{2}}{2}+\frac{|P+D v|^{2}}{2}+2 V(x)=\frac{\varepsilon_{1}}{\varepsilon_{2}}(u-v) .
$$

At a point of minimum of $u-v$ we have $\Delta(u-v) \geq 0$ and so at this point we have

$$
2 V(x) \leq \frac{\varepsilon_{1}}{\varepsilon_{2}}(u-v)
$$

Hence

$$
\inf \frac{\varepsilon_{1}}{\varepsilon_{2}}(u-v) \geq 2 \inf V(x)
$$

We have the following $L^{1}$ upper bound:
Corollary 3. Let $u$ and $v$ be periodic solutions to (28). Then $\frac{\varepsilon_{1}}{2 \varepsilon_{2}} \int u-v$ is bounded from above by $\frac{1}{2}|P|^{2}+\sup V(x)$.

Proof. Because $(u, m)$ solve the necessary conditions of optimality, they are minimizers. Using $u \equiv 0$ in (26) we have

$$
\int m \leq \int e^{\frac{|P|^{2}+2 V(x)}{2 \varepsilon_{1}}} d x \leq e^{\frac{|P|^{2}+2 \sup V(x)}{2 \varepsilon_{1}}} .
$$

Consequently, from Jensen's inequality we conclude that

$$
\int \frac{u-v}{2 \varepsilon_{2}} \leq \frac{|P|^{2}+2 \sup V(x)}{2 \varepsilon_{1}} .
$$

We now prove a variant of the classical Bernstein estimate for this system which gives

Theorem 5. Let $u$ and $v$ be periodic solutions to (28). Then

$$
\begin{equation*}
\sup |D u|+|D v| \leq C+C \frac{\varepsilon_{1}}{\varepsilon_{2}} . \tag{29}
\end{equation*}
$$

Proof. Differentiate both equations in (28) with respect to $x_{i}$, and multiply, respectively, the first equation by $u_{x_{i}}$ and the second by $v_{x_{i}}$. This yields

$$
\left\{\begin{aligned}
\varepsilon_{2} u_{x_{i}} \Delta u_{x_{i}}+u_{x_{i}}(P+D u) \cdot D u_{x_{i}}+V_{x_{i}}(x) u_{x_{i}} & =\varepsilon_{1} u_{x_{i}} \frac{u_{x_{i}}-v_{x_{i}}}{2 \varepsilon_{2}}, \\
-\varepsilon_{2} v_{x_{i}} \Delta v_{x_{i}}+v_{x_{i}}(P+D v) \cdot D v_{x_{i}}+V_{x_{i}}(x) v_{x_{i}} & =\varepsilon_{1} v_{x_{i}} \frac{u_{x_{i}}-v_{x_{i}}}{2 \varepsilon_{2}},
\end{aligned}\right.
$$

which by adding over $i$ and rearranging gives the following identities:

$$
\left\{\begin{aligned}
\varepsilon_{2} \Delta \frac{|D u|^{2}}{2}+(P+D u) \cdot D \frac{|D u|^{2}}{2}-\varepsilon_{2}\left|D^{2} u\right|^{2}+D V \cdot D u & =\varepsilon_{1} D u \frac{D(u-v)}{2 \varepsilon_{2}}, \\
-\varepsilon_{2} \Delta \frac{|D v|^{2}}{2}+(P+D v) D \frac{|D v|^{2}}{2}+\varepsilon_{2}\left|D^{2} v\right|^{2}+D V \cdot D v & =\varepsilon_{1} D v \frac{D(u-v)}{2 \varepsilon_{2}} .
\end{aligned}\right.
$$

The first equation applied at a point of maximum of $|D u|^{2}$ yields

$$
-\varepsilon_{2}\left|D^{2} u\right|^{2}+D V \cdot D u \geq \varepsilon_{1} D u \cdot \frac{D(u-v)}{2 \varepsilon_{2}} .
$$

Observing that

$$
|\Delta u|^{2} \leq d\left|D^{2} u\right|^{2},
$$

and using (28) we obtain

$$
\begin{align*}
\left|\frac{|P+D u|^{2}}{2}+V(x)-\varepsilon_{1} \frac{u-v}{2 \varepsilon_{2}}\right|^{2} & =\varepsilon_{2}^{2}|\Delta u|^{2} \\
& \leq d \varepsilon_{2} D V \cdot D u-\frac{d \varepsilon_{1}}{2} D u \cdot D(u-v) . \tag{30}
\end{align*}
$$

From Corollary $3 \inf \frac{\varepsilon_{1}}{\varepsilon_{2}}(u-v)$ is bounded by above and then

$$
\begin{equation*}
\sup \frac{\varepsilon_{1}}{\varepsilon_{2}}|u-v| \leq C+\frac{\varepsilon_{1}}{\varepsilon_{2}} \sup |D(u-v)| \text {. } \tag{31}
\end{equation*}
$$

This, together with Corollary 2 and (30), implies that

$$
\begin{equation*}
\sup |D u|^{2} \leq C+C\left(1+\frac{\varepsilon_{1}}{\varepsilon_{2}}\right)(\sup |D u|+\sup |D v|) . \tag{32}
\end{equation*}
$$

Similarly, for the second equation we obtain

$$
\begin{equation*}
\sup |D v|^{2} \leq C+C\left(1+\frac{\varepsilon_{1}}{\varepsilon_{2}}\right)(\sup |D u|+\sup |D v|) . \tag{33}
\end{equation*}
$$

Adding (32) and (33) yields (29).

Corollary 4. Let $u$ and $v$ be periodic solutions of (28). Then all Sobolev norms $W^{m, p}$ are bounded a priori, for $m \geq 0$ and $1 \leq p<\infty$.

Proof. Because $u$ and $v$ are bounded from below and Lipschitz, they are bounded. This then shows that $\Delta u$ and $\Delta v$ are in $L^{\infty}$ and so $u, v \in W^{2, p}$ for all $1<p<\infty$. Then $|D u|^{2}$ and $|D v|^{2}$ belong to $W^{1, p}$ for any $1<p<\infty$. Hence $\Delta u$ and $\Delta v$ are in $W^{1, p}$, for all $1<p<\infty$. So $u, v \in W^{3, p}$ for all $1 \leq p<\infty$. By iteration we get the result for all Sobolev norms.

We now address existence and uniqueness of minimizers and present the proof of Theorem[1] which is based upon the previous a priori estimates and the continuation method.

Proof. Consider $H_{\lambda}(x, p)=\frac{1}{2}|p+P|^{2}+\lambda V(x)$. For $\lambda=0, u_{\varepsilon}^{\lambda}=0$ is a minimizer. We claim that the set $\Lambda$ of $\lambda \in[0,1]$ for which there exists a minimizer $u_{\varepsilon}^{\lambda}$ satisfying the a priori bounds in Theorem 5 and Corollary 4 is simultaneously open and closed. Then it is clear that we do have a minimizer. The proof that $\Lambda$ is open is a standard application of the implicit function theorem, since equation (22) is an elliptic (fourth order) equation - this implicit function application will be described in detail in section 7. To prove that $\Lambda$ is closed, observe that if $u_{\varepsilon}^{\lambda}$ is a minimizer, then

$$
\begin{equation*}
f_{\varepsilon}^{\lambda}=\frac{1}{\varepsilon_{1}}\left[\varepsilon_{2} \Delta u_{\varepsilon}^{\lambda}+\frac{1}{2}\left|P+D u_{\varepsilon}^{\lambda}\right|^{2}+\lambda V(x)\right] \tag{34}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\varepsilon_{2}\left(\Delta f_{\varepsilon}^{\lambda}+\left|D f_{\varepsilon}^{\lambda}\right|^{2}\right)=\Delta u_{\varepsilon}^{\lambda}+\left(P+D u_{\varepsilon}^{\lambda}\right) D f_{\varepsilon}^{\lambda} . \tag{35}
\end{equation*}
$$

Let $v_{\varepsilon}^{\lambda}=u_{\varepsilon}^{\lambda}-2 \varepsilon_{2} f_{\varepsilon}^{\lambda}$; from equations (34), (35)

$$
\begin{aligned}
\frac{1}{2}\left|P+D v_{\varepsilon}^{\lambda}\right|^{2} & =\frac{1}{2}\left|P+D u_{\varepsilon}^{\lambda}\right|^{2}-2 \varepsilon_{2}\left(P+D u_{\varepsilon}^{\lambda}\right) D f_{\varepsilon}^{\lambda}+2 \varepsilon_{2}^{2}\left|D f_{\varepsilon}^{\lambda}\right|^{2} \\
& =\varepsilon_{1} f_{\varepsilon}^{\lambda}-\lambda V(x)-\varepsilon_{2} \Delta u_{\varepsilon}^{\lambda}+2 \varepsilon_{2}\left(\Delta u_{\varepsilon}^{\lambda}-\varepsilon_{2} \Delta f_{\varepsilon}^{\lambda}\right) \\
& =\varepsilon_{1} f_{\varepsilon}^{\lambda}-\lambda V(x)+\varepsilon_{2} \Delta v_{\varepsilon}^{\lambda} .
\end{aligned}
$$

Thus $u_{\varepsilon}^{\lambda}$ and $v_{\varepsilon}^{\lambda}$ solve (28) with $V$ replaced by $\lambda V$. By Corollary 4 all Sobolev norms $W^{m, p}$ of $u_{\varepsilon}^{\lambda}$ and $v_{\varepsilon}^{\lambda}$ are uniformly bounded. So any convergent subsequence of elements of $\Lambda$ contains a further subsequence whose corresponding sequences $u_{\varepsilon}^{\lambda}, v_{\varepsilon}^{\lambda}$ converge uniformly, along with all derivatives to a solution of (28) (with $V$ replaced by $\lambda V)$.

## 5. A Priori bounds for the general case

In this section we discuss additional a priori bounds for the solutions of (22) for non-mechanical Hamiltonians satisfying (9)-(12). This section is divided into two parts. In the first part we discuss a priori bounds that are valid in any space dimension, namely Propositions 4, 5, and 6. In the second part we prove additional estimates, which are necessary to establish existence of smooth minimizers, which are only valid in dimension $d \leq 3$. By the generality of assumptions (9)-(12) we can take $P=0$ and let $\bar{H}_{\varepsilon}=\overline{\bar{H}}_{\varepsilon}(0)$. Let $u$ be a minimizer of (11). We define the probability measure

$$
\begin{equation*}
m=e^{\frac{\varepsilon_{2} \Delta u+H(x, D u)-\bar{H}_{\varepsilon}}{\varepsilon_{1}}} . \tag{36}
\end{equation*}
$$

We observe that because $m$ is a probability measure, Jensen's inequality implies the following estimate:

$$
\begin{equation*}
\int H(x, D u) \leq \bar{H}_{\varepsilon}, \tag{37}
\end{equation*}
$$

this in particular implies that any minimizer $u$ of (1) is a priori bounded in $W^{1,2}$. The previous inequality, together with setting $\phi=0$ in (1) yields the following elementary estimate:

$$
\begin{equation*}
\min _{x, p} H(x, p) \leq \bar{H}_{\varepsilon} \leq \max _{x} H(x, 0) \tag{38}
\end{equation*}
$$

Proposition 4. Let $u$ be a minimizer of (11) and $m$ as in (36). We have

$$
\varepsilon_{2}^{2} \int_{\mathbb{T}^{d}}|D \ln m|^{2} \leq C .
$$

Proof. We start by multiplying the Euler-Lagrange equation

$$
\varepsilon_{2} \Delta m-\operatorname{div}\left(D_{p} H m\right)=0
$$

by $\frac{1}{m}$. Then, by integrating by parts and using elementary estimates, we obtain

$$
\varepsilon_{2} \int_{\mathbb{T}^{d}} \frac{|D m|^{2}}{m^{2}} \leq \frac{C}{\varepsilon_{2}} \int_{\mathbb{T}^{d}}\left|D_{p} H\right|^{2} \leq \frac{C}{\varepsilon_{2}},
$$

since $\int_{\mathbb{T}^{d}} H \leq C$, by (37).
Corollary 5. We have

$$
\|\ln m\|_{W^{1,2}} \leq \frac{C}{\varepsilon_{1}}+\frac{C}{\varepsilon_{2}}
$$

Proof. Let $f=\ln m$, then

$$
\begin{equation*}
\varepsilon_{2} \Delta u+H(x, D u)=\varepsilon_{1} f+\bar{H}_{\varepsilon} . \tag{39}
\end{equation*}
$$

Integrating (39) and using $\int m=1$ and Jensen's inequality, we obtain

$$
\min H-\bar{H}_{\varepsilon} \leq \int H(x, D u)-\bar{H}_{\varepsilon} \leq \varepsilon_{1} \int f \leq 0 .
$$

By Poincaré inequality we have

$$
\int f^{2}-\left(\int f\right)^{2}=\int\left(f-\int f\right)^{2} \leq C \int|D f|^{2}
$$

Thus, using (38), we have

$$
\begin{equation*}
\int f^{2} \leq \frac{C}{\varepsilon_{1}^{2}}+\frac{C}{\varepsilon_{2}^{2}} \tag{40}
\end{equation*}
$$

Proposition 5. Let $u$ be a minimizer of (1) and $m$ as in (36). We have, uniformly in $\varepsilon$,

$$
\int_{\mathbb{T}^{d}} H m \leq C .
$$

Proof. Observe that

$$
\varepsilon_{2} \Delta u+H(x, D u)-D_{p} H(x, D u) D u+D_{p} H(x, D u) D u=\varepsilon_{1} \ln m+\bar{H}_{\varepsilon} .
$$

Integrating with respect to $m$ yields

$$
\int H(x, D u)-D_{p} H(x, D u) D u d m \geq \bar{H}_{\varepsilon}
$$

since $\int m \ln m \geq 0$ by Jensen's inequality. Because

$$
H(x, p)-D_{p} H(x, p) p=-L\left(x, D_{p} H(x, p)\right),
$$

we have

$$
\int L\left(x, D_{p} H(x, D u)\right) m \leq C,
$$

which then coupled with (12) yields the desired estimate.
Proposition 6. Let $u$ be a minimizer of (11) and $m$ as in (36). Then

$$
\begin{aligned}
& \|\sqrt{m}\|_{H^{1}} \leq \frac{C}{\sqrt{\varepsilon_{1}}} \\
& \left(\int m^{\frac{2^{*}}{2}}\right)^{\frac{2}{2^{*}}} \leq \frac{C}{\varepsilon_{1}} \\
& \int\left|D^{2} u\right|^{2} m \leq C
\end{aligned}
$$

and

$$
\int H^{2} m \leq C
$$

Proof. Let $f=\ln m$. Then, applying the Laplacian $\Delta$ to (39) we get

$$
\varepsilon_{2} \Delta \Delta u+\Delta_{x} H+2 D_{p_{k} x_{i}}^{2} H u_{x_{k} x_{i}}+D_{p_{k} p_{l}}^{2} H u_{x_{k} x_{i}} u_{x_{l} x_{i}}+D_{p} H D \Delta u=\varepsilon_{1} \Delta f .
$$

Multiplying by $m$ and integrating by parts yields

$$
\int \varepsilon_{1}|D f|^{2} m+D_{p_{k} p_{l}}^{2} H u_{x_{k} x_{i}} u_{x_{l} x_{i}} m+\Delta_{x} H m+2 D_{p_{k} x_{i}}^{2} H u_{x_{k} x_{i}} m=0
$$

Thus

$$
\begin{aligned}
\int \varepsilon_{1}|D f|^{2} m+\frac{\gamma}{2} \int\left|D^{2} u\right|^{2} m & \leq \int\left|D_{x x}^{2} H\right| m+C \int\left|D_{p x}^{2} H\right|^{2} m \\
& \leq C+C \int H m \leq C
\end{aligned}
$$

This then implies

$$
\int\left|D^{2} u\right|^{2} m \leq C
$$

Because

$$
\|\sqrt{m}\|_{H^{1}}^{2}=1+\int|D \sqrt{m}|^{2}=1+\frac{1}{4} \int|D f|^{2} m \leq \frac{C}{\varepsilon_{1}}
$$

we obtain, using Sobolev's theorem,

$$
\left(\int m^{2^{*} / 2}\right)^{2 / 2^{*}} \leq \frac{C}{\varepsilon_{1}}
$$

In particular, for any $1 \leq p<\infty$, and any $\alpha>1$,

$$
\int|f|^{p} m \leq C+C \int|\ln m|^{p} m \leq C+\left(\int m^{\frac{2^{*}}{2}}\right)^{\frac{2}{2^{*} \alpha}}
$$

Hence

$$
\int|f|^{p} m \leq \frac{C_{\alpha, p}}{\varepsilon_{1}^{\alpha}} .
$$

From (39) we have

$$
H^{2} \leq C \varepsilon_{1}^{2} f^{2}+C \varepsilon_{2}^{2}\left|D^{2} u\right|^{2},
$$

and thus

$$
\int H^{2} m \leq C
$$

uniformly for small $\varepsilon$. This implies in particular

$$
\int|D u|^{4} m \leq C
$$

We will now establish further estimates that allow us to prove the existence of smooth solutions for $d \leq 3$. To simplify the notation we will set $\epsilon_{1}=\epsilon_{2}=1$.

In what follows we will need to consider the equation

$$
\begin{equation*}
\Delta w+G(x, D w)=0 \tag{41}
\end{equation*}
$$

We suppose that $G: \mathbb{T}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ satisfies the following standard hypothesis, namely

$$
\begin{gather*}
\left|D_{p} G(x, p)\right|^{2} \leq C|p|^{2}+C  \tag{42}\\
|p|^{2} \leq C G(x, p)+\eta(x) \tag{43}
\end{gather*}
$$

and

$$
\begin{equation*}
D_{p} G(x, p) p-G(x, p) \geq c|p|^{2}+\zeta(x), \tag{44}
\end{equation*}
$$

for suitable functions $\eta(x), \zeta(x) \in L^{2}$. We suppose further that we have the following a priori bounds for any solution $w$ of (41), namely $w \in W^{1,2}$ and

$$
\begin{equation*}
\left|D_{x} G(x, D w)\right| \leq A(x)|D w|+B(x) ;\|w\|_{W^{1,2}},\|A\|_{L^{4}},\|B\|_{L^{2}} \leq C . \tag{45}
\end{equation*}
$$

The estimates that we develop next will be applied to

$$
G(x, p)=H(x, p)-\ln m-\bar{H},
$$

for $w=u$, and also, after establishing suitable regularity for $u$, to

$$
\begin{equation*}
G(p, x)=|p|^{2}-D_{p} H(x, D u) p-\operatorname{div}\left(D_{p} H(x, D u)\right) \tag{46}
\end{equation*}
$$

for $w=\ln m$.
Observe that any solution $w$ to (41) is also a solution to the time dependent equation

$$
\begin{equation*}
w_{t}+\Delta w+G(x, D w)=0 . \tag{47}
\end{equation*}
$$

Inspired by the adjoint method by Evans (see Eva10]) we introduce the adjoint equation:

$$
\begin{equation*}
\rho_{t}+\operatorname{div}\left(D_{p} G(x, D w) \rho\right)=\Delta \rho, \tag{48}
\end{equation*}
$$

with $\rho(x, 0)=\delta_{x_{0}}$. Note then that for each fixed $t, \rho$ is a probability measure.

Proposition 7. Let $w$ be a solution of (41) and $\rho$ a solution of (48). Then

$$
\begin{align*}
-w\left(x_{0}\right) & =\int_{0}^{T} \int_{\mathbb{T}^{d}}\left(D_{p} G(x, D w) D w-G(x, D w)\right) \rho(x, t) d x d t  \tag{49}\\
& -\int_{\mathbb{T}^{d}} w(y) \rho(y, T) d x
\end{align*}
$$

Proof. Multiply equation (47) by $\rho$ and add equation (48) multiplied by $w$. This yields

$$
w_{t} \rho+w \rho_{t}+G \rho+w \operatorname{div}\left(D_{p} G \rho\right)=w \Delta \rho-\rho \Delta w .
$$

Note that

$$
\int_{\mathbb{T}^{d}} \rho \Delta w-w \Delta \rho d x=0 .
$$

Hence

$$
\frac{d}{d t} \int_{\mathbb{T}^{d}} w \rho d x=\int_{\mathbb{T}^{d}}\left(D_{p} G(x, D w) D w-G(x, D w)\right) \rho d x
$$

Then integrating in time we obtain the result.
Recall that

$$
\|\rho\|_{L^{1}\left(L^{2}(d x), d t\right)}=\int_{0}^{T}\|\rho(\cdot, t)\|_{L^{2}\left(\mathbb{T}^{d}\right)} d t .
$$

The previous estimate yields the following corollary:

## Corollary 6.

$$
\int_{0}^{T} \int_{\mathbb{T}^{d}}|D w|^{2} \rho(x, t) d x d t \leq C+C\|\rho\|_{L^{1}\left(L^{2}(d x), d t\right)}+C \operatorname{osc}(w),
$$

where $\operatorname{osc}(w)$ denotes the oscillation of $w$.
Proof. Observe that $\int_{\mathbb{T}^{d}} w(y) \rho(y, T)-w\left(x_{0}\right)$ can be bounded by osc $(w)$ since, for each time $t, \rho$ is a probability measure. Therefore, using (44) in (49) we get

$$
\int_{0}^{T} \int_{\mathbb{T}^{d}}|D w|^{2} \rho d x d t \leq C+C \operatorname{osc}(w)+C \int_{0}^{T} \int_{\mathbb{T}^{d}}|\zeta| \rho d x d t
$$

The estimate follows from

$$
\int_{0}^{T} \int_{\mathbb{T}^{d}}|\zeta| \rho d x d t \leq\|\zeta\|_{L^{2}}\|\rho\|_{L^{1}\left(L^{2}(d x), d t\right)}
$$

Proposition 8. For $0<\alpha<1$, and any $\delta$ there exists $C_{\delta}$ such that

$$
\int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}\right)\right|^{2} d x d t \leq C_{\delta}+\delta \int_{0}^{T} \int_{\mathbb{T}^{d}}|D w|^{2} \rho d x d t
$$

Proof. Multiply (48) by $\alpha \rho^{\alpha-1}$. Then

$$
\begin{equation*}
\frac{d}{d t} \rho^{\alpha}+\alpha \rho^{\alpha-1} \operatorname{div}\left(D_{p} G(x, D w) \rho\right)=\alpha \rho^{\alpha-1} \Delta \rho . \tag{50}
\end{equation*}
$$

We now integrate the previous identity on $[0, T] \times \mathbb{T}^{d}$. First observe that because $\rho(\cdot, t)$ is a probability measure we have

$$
\begin{equation*}
\int_{\mathbb{T}^{d}} \rho^{\alpha}(x, t) d x \leq 1 \tag{51}
\end{equation*}
$$

Thus the integral of the first term of the left hand side of (50) is bounded by (51). We also have

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{T}^{d}} \alpha \rho^{\alpha-1} \operatorname{div}\left(D_{p} G(x, D w) \rho\right) d x d \\
& =\tilde{c}_{\alpha} \int_{0}^{T} \int_{\mathbb{T}^{d}} \rho^{\alpha / 2} \rho^{\alpha / 2-1} D \rho D_{p} G d x d t \\
& \leq \nu \int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}\right)\right|^{2} d x d t+C_{\nu} \int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D_{p} G\right|^{2} \rho^{\alpha} d x d t,
\end{aligned}
$$

for any $\nu>0$. Now we observe that, since $0<\alpha<1$,

$$
\rho^{\alpha} \leq C+\delta \rho .
$$

Therefore, from (42), we conclude

$$
C \int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D_{p} G\right|^{2} \rho^{\alpha} d x d t \leq C+\delta \int_{0}^{T} \int_{\mathbb{T}^{d}}|D w|^{2} \rho d x d t
$$

since we have $\int_{\mathbb{T}^{d}}|D w|^{2} d x \leq C$.
The corresponding right hand side term of (50) is

$$
\alpha(1-\alpha) \int_{0}^{T} \int_{\mathbb{T}^{d}}|D \rho|^{2} \rho^{\alpha-2} d x d t=\frac{4(1-\alpha)}{\alpha} \int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}\right)\right|^{2} d x d t
$$

Gathering the previous estimates we get

$$
\begin{aligned}
& \frac{4(1-\alpha)}{\alpha} \int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}\right)\right|^{2} d x d t \leq C+\nu \int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}\right)\right|^{2} d x d t \\
& \quad+\delta \int_{0}^{T} \int_{\mathbb{T}^{d}}|D w|^{2} \rho d x d t .
\end{aligned}
$$

Choosing $\nu$ small enough we obtain the result.
Combining Corollary 6 with the previous estimate we conclude:

## Corollary 7.

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}\right)\right|^{2} \leq C+C \delta\|\rho\|_{L^{1}\left(L^{2}(d x), d t\right)}+C \delta \operatorname{osc}(w) \tag{52}
\end{equation*}
$$

Proposition 9. If $d \leq 3$ there exists $0<\mu<1$ such that

$$
\begin{equation*}
\|\rho\|_{L^{1}\left(L^{2}(d x), d t\right)} \leq C\left(\int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}\right)\right|^{2}\right)^{\mu}+C \tag{53}
\end{equation*}
$$

Proof. Recall the following interpolation inequality. For $0<\theta<1,1 \leq p_{0}, p_{1} \leq \infty$, $g \in L^{p_{0}} \cap L^{p_{1}}$, and

$$
\frac{1}{p_{\theta}}=\frac{\theta}{p_{1}}+\frac{1-\theta}{p_{0}}
$$

we have

$$
\begin{equation*}
\|g\|_{L^{p_{\theta}}} \leq\|g\|_{L^{p_{1}}}^{\theta}\|g\|_{L^{p_{0}}}^{1-\theta} . \tag{54}
\end{equation*}
$$

For $p_{1}=1$ and $p_{0}=\frac{p \alpha}{2}$ and $p_{\theta}=2$ we have

$$
\theta=\frac{\alpha p-4}{2 \alpha p-4} .
$$

Fix $0<t<T$. From Sobolev's theorem, we have (in dimension 2 for any $1<p<\infty$, and in higher dimensions for $p=2^{*}$, where $2^{*}$ is the Sobolev exponent defined by $\frac{1}{2^{*}}=\frac{1}{2}-\frac{1}{d}$ ) that

$$
\left(\int_{\mathbb{T}^{d}} \rho^{\alpha p / 2}(x, t) d x\right)^{1 / p} \leq\left(\int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}(x, t)\right)\right|^{2} d x\right)^{1 / 2}+C
$$

Hence

$$
\|\rho(\cdot, t)\|_{L^{\alpha p / 2}\left(\mathbb{T}^{d}\right)} \leq\left(\int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}(x, t)\right)\right|^{2} d x\right)^{1 / \alpha}+C
$$

Using $\rho \geq 0, \int \rho(x, t) d x=1$, for all $t$ and (54), we have

$$
\|\rho(\cdot, t)\|_{L^{2}\left(\mathbb{T}^{d}\right)} \leq C\left(\int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}\right)\right|^{2} d x\right)^{\mu}+C
$$

for

$$
\mu=\frac{1-\theta}{\alpha}=\frac{p}{2 \alpha p-4}
$$

If $p>4$ we can choose $\alpha$ close enough to 1 such that $\mu<1$. Because in dimension $2, p$ can be chosen arbitrarily large and in dimension $3, p=6$, the power $\frac{1-\theta}{\alpha}$ can be chosen $<1$ in both cases. In dimension 4 and higher this is no longer possible.

Then, by Jensen's inequality,

$$
\begin{align*}
\|\rho\|_{L^{1}\left(L^{2}(d x), d t\right)} & =\int_{0}^{T}\|\rho(\cdot, t)\|_{L^{2}\left(\mathbb{T}^{d}\right)} d t  \tag{55}\\
& \leq C\left(\int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D \rho^{\alpha / 2}\right|^{2} d x d t\right)^{\mu}+C
\end{align*}
$$

## Corollary 8.

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{T}^{d}}\left|D\left(\rho^{\alpha / 2}\right)\right|^{2} \leq C+C \delta \operatorname{osc}(w) \tag{56}
\end{equation*}
$$

Proof. The inequality follows by using (53) in (52).

## Corollary 9.

$$
\begin{equation*}
\|\rho\|_{L^{1}\left(L^{2}(d x), d t\right)} \leq C+C(\operatorname{osc}(w))^{\mu} \tag{57}
\end{equation*}
$$

Proof. The inequality follows by using (56) in (53).

## Corollary 10.

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{T}^{d}}|D w|^{2} \rho(x, t) d x d t \leq C+C \operatorname{osc}(w) \tag{58}
\end{equation*}
$$

Proof. Using estimate (57) in the estimate of Corollary 6 as well as the elementary inequality $C+C(\operatorname{osc}(u))^{\mu} \leq C+C \operatorname{osc}(u)$, we obtain the desired result.

Theorem 6. Let $G: \mathbb{T}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ satisfy (42), (43) and (44). Suppose $w$ is a solution of (41) satisfying (45). Assume $d \leq 3$. Then $w \in W^{1, \infty}$.

Proof. Differentiate equation (47) with respect to a direction determined by a unit vector $\xi \in \mathbb{R}^{d}$. Then

$$
\left(w_{\xi}\right)_{t}+D_{p} G D_{x} w_{\xi}+\Delta w_{\xi}=-G_{\xi}
$$

Take $\varphi(t)$ smooth with $\varphi(0)=1, \varphi(T)=0$. Set $v=\varphi(t) w_{\xi}$. Then

$$
v_{t}+D_{p} G D_{x} v+\Delta v=-\varphi G_{\xi}+\varphi^{\prime} w_{\xi} .
$$

Integrate the previous identity with respect to $\rho$. Then

$$
-v\left(x_{0}, 0\right)=\int_{0}^{T} \int_{\mathbb{T}^{d}}-\varphi G_{\xi} \rho+\varphi^{\prime} w_{\xi} \rho-\int_{\mathbb{T}^{d}} v(x, T) \rho(x, T) d x
$$

Note that since $v(x, T)=0$ we have

$$
\int_{\mathbb{T}^{d}} v(x, T) \rho(x, T) d x=0
$$

By (43) we have for any small $\nu$

$$
\left|\varphi^{\prime} w_{\xi}\right| \leq \nu G(x, D w)+C_{\nu}+|\eta| \quad \eta \in L^{2}
$$

Using this, (45) and Hölder inequality

$$
\begin{aligned}
\left|v\left(x_{0}, 0\right)\right| & \leq \int_{0}^{T} \int_{\mathbb{T}^{d}} C \rho+\nu G \rho+|\eta| \rho+C(A(x)|D w|+B(x)) \rho \\
& \leq C+\int_{0}^{T} \int_{\mathbb{T}^{d}} \nu G \rho+C\left(\|\sqrt{\rho}\|_{L^{4}(d x)}\|D w \sqrt{\rho}\|_{L^{2}(d x)}+\|\rho\|_{L^{2}(d x)}\right) \\
\leq C+\nu & \int_{0}^{T} \int_{\mathbb{T}^{d}} G \rho+C\left(\|\rho\|_{L^{1}\left(L^{2}(d x), d t\right)} \int_{0}^{T} \int_{\mathbb{T}^{d}}|D w|^{2} \rho\right)^{\frac{1}{2}}+C\|\rho\|_{L^{1}\left(L^{2}(d x), d t\right)}
\end{aligned}
$$

Then, using (57) and (58)

$$
\left|v\left(x_{0}, 0\right)\right| \leq C+C \nu \operatorname{osc}(w)+C \operatorname{osc}(w)^{\frac{1+\mu}{2}}+C \operatorname{osc}(w)^{\mu}
$$

Because this inequality is uniform in $x_{0}$ and $\xi$ we can take on the left hand side the supremum over $x_{0}$ and $\xi$ :

$$
\operatorname{osc}(w) \leq C \operatorname{Lip}(w)=C \sup _{x_{0}, \xi}\left|v\left(x_{0}, 0\right)\right|
$$

From this we have (choosing $\nu$ small enough to absorb the term $C \nu \operatorname{osc}(w)$ in the left-hand side)

$$
\operatorname{Lip}(w) \leq C+C \operatorname{Lip}(w)^{\frac{1+\mu}{2}}
$$

But then it follows that $\operatorname{Lip}(w)$ is bounded, and so $w \in W^{1, \infty}$.
From this result we obtain:
Corollary 11. If $d \leq 3$, then $u \in W^{3,2} \cap W^{1, \infty}$.
Proof. The $W^{1, \infty}$ bound follows from the fact that

$$
G(x, p)=H(x, p)-\ln m-\bar{H}
$$

satisfies the hypothesis of the previous theorem.
Therefore

$$
\Delta u=\bar{H}+\ln m-H(x, D u) \in L^{2}
$$

and so $u \in W^{2,2}$.

We have $D(H(x, D u))=D_{x} H+D_{p} H D^{2} u \in L^{2}$, and since $D \ln m \in L^{2}$ we obtain

$$
\Delta D u=D \ln m-D(H(x, D u)) \in L^{2}
$$

which gives $u \in W^{3,2}$.
To proceed further and obtain higher regularity we need to address the regularity of $m$.

Proposition 10. $\ln m \in W^{1, \infty}$.
Proof. For this we observe that $w=\ln m$ satisfies

$$
\begin{equation*}
\Delta w+|D w|^{2}-\operatorname{div}\left(D_{p} H(x, D u)\right)-D_{p} H(x, D u) D w=0 . \tag{59}
\end{equation*}
$$

Therefore $\ln m$ satisfies (41) for

$$
G(x, p)=|p|^{2}-D_{p} H(x, D u) p-\operatorname{div}\left(D_{p} H(x, D u)\right) .
$$

Note first that $D_{x_{i}}\left(D_{p_{j}} H(x, D u)\right)=D_{x_{i} p_{j}}^{2} H+D_{p_{j} p_{l}}^{2} H u_{x_{l} x_{i}} \in L^{4}$. Since $u \in$ $W^{3,2} \cap W^{1, \infty}$, from Sobolev's inequality $u \in W^{2,4} \cap W^{1, \infty}$ for $d \leq 3$. So

$$
\begin{aligned}
D_{x_{i} x_{k}}^{2}\left(D_{p_{l}} H(x, D u)\right) & =D_{x_{i} x_{k} p_{j}}^{3} H+D_{x_{i} p_{j} p_{l}}^{3} H u_{x_{l} x_{k}}+D_{p_{j} p_{l} x_{k}}^{3} H u_{x_{l} x_{i}} \\
& +D_{p_{j} p_{l} p_{m}}^{3} H u_{x_{l} x_{i}} u_{x_{m} x_{k}}+D_{p_{j} p_{l}}^{2} H u_{x_{l} x_{i} x_{k}} \in L^{2} .
\end{aligned}
$$

From that it is clear that $G$ satisfies all hypothesis of Theorem 6
Corollary 12. $m \in W^{2,2}$.
Proof. From the previous proposition we have $m \in W^{1, \infty}$, but then

$$
\Delta m=\operatorname{div}\left(D_{p} H\right) m+D_{p} H D m \in L^{2}
$$

from which we conclude $m \in W^{2,2}$.
Theorem 7. If $d \leq 3$, $u$ is smooth.
Proof. Because $u \in W^{3,2} \cap W^{1, \infty}$ we have $H(x, D u) \in W^{2,2}$. We also have $m \in W^{2,2}$. Thus

$$
\Delta u=\ln m+\bar{H}-H(x, D u) \in W^{2,2} .
$$

Then by elliptic regularity we have $u \in W^{4,2}$. But then equation (59) satisfied by $w=\ln m$ has $|D w|^{2} \in L^{\infty}, \operatorname{div}\left(D_{p} H(x, D u)\right) \in W^{2,2}$, and $D_{p} H(x, D u) D w \in L^{\infty}$. Hence

$$
\Delta w \in L^{p}
$$

for $1<p<\infty$ if $d=2$ or $1<p \leq 6$ if $d=2$. This yields $w \in W^{2, p}$ for those values of $p$. From this we bootstrap $|D w|^{2}, D_{p} H D w \in W^{1, p}$ and so yield $w \in W^{3,2}$, and also $m \in W^{3,2}$.

Then $\Delta u+H(x, D u) \in W^{3,2}$ and we iterate to get $u \in W^{5,2}$. Then we can repeat the iteration to get increased regularity on $m$ and $u$ to any degree of smoothness.

## 6. Convexity and uniqueness

In this section we study the convexity of $\bar{H}_{\varepsilon}$ and $\bar{L}_{\varepsilon}$ and the uniqueness of minimizers.

Lemma 1. The effective Lagrangian $\bar{L}_{\varepsilon}$ is convex.
Proof. Let $\mu_{1}, \mu_{2}$ be such that $A_{L}\left(\mu_{i}\right)=\bar{L}_{\varepsilon}\left(h_{i}\right)$ and $\rho\left(\mu_{i}\right)=h_{i}$. Note that, for $0 \leq \lambda \leq 1$,

$$
\rho\left(\lambda \mu_{1}+(1-\lambda) \mu_{2}\right)=\lambda \rho\left(\mu_{1}\right)+(1-\lambda) \rho\left(\mu_{2}\right)=\lambda h_{1}+(1-\lambda) h_{2}
$$

and

$$
m_{\lambda \mu_{1}+(1-\lambda) \mu_{2}}=\lambda m_{\mu_{1}}+(1-\lambda) m_{\mu_{2}} .
$$

Then, since the entropy $\bar{S}$ is convex, we have that

$$
\begin{aligned}
\bar{L}_{\varepsilon}\left(\lambda \mu_{1}+(1-\lambda) \mu_{2}\right) & \leq A_{L}\left(\lambda \mu_{1}+(1-\lambda) \mu_{2}\right) \\
& \leq \lambda A_{L}\left(\mu_{1}\right)+(1-\lambda) A_{L}\left(\mu_{2}\right) \\
& =\lambda \bar{L}_{\varepsilon}\left(h_{1}\right)+(1-\lambda) \bar{L}_{\varepsilon}\left(h_{2}\right)
\end{aligned}
$$

Lemma 2. Either for quadratic Hamiltonians, or for $H(p, x)$ strictly convex Hamiltonians in $p$ and in dimension $2, \bar{H}_{\varepsilon}(P)$ is strictly convex. Furthermore for each $P$ (11) admits at most one minimizer, up to the addition of constants.

Proof. In fact, let $P_{0}, P_{1} \in \mathbb{R}^{d}$ and $0<\lambda<1$ be such that

$$
\bar{H}_{\varepsilon}\left(\lambda P_{0}+(1-\lambda) P_{1}\right)=\lambda \bar{H}_{\varepsilon}\left(P_{0}\right)+(1-\lambda) \bar{H}_{\varepsilon}\left(P_{1}\right)
$$

Let $f, g \in C^{2}\left(\mathbb{T}^{d}\right)$ such that

$$
\begin{aligned}
& \bar{H}_{\varepsilon}\left(P_{0}\right)=\varepsilon_{1} \log \int e^{\frac{\varepsilon_{2} \Delta f+H\left(x, P_{0}+D f\right)}{\varepsilon_{1}}} d x \\
& \bar{H}_{\varepsilon}\left(P_{1}\right)=\varepsilon_{1} \log \int e^{\frac{\varepsilon_{2} \Delta g+H\left(x, P_{1}+D g\right)}{\varepsilon_{1}}} d x
\end{aligned}
$$

Set $\varphi=\lambda f+(1-\lambda) g$. Then

$$
\begin{aligned}
\Delta \varphi & =\lambda \Delta f+(1-\lambda) \Delta g \\
D \varphi+\lambda P_{0}+(1-\lambda) P_{1} & =\lambda\left(D f+P_{0}\right)+(1-\lambda)\left(D g+P_{1}\right),
\end{aligned}
$$

and, by convexity,

$$
\begin{equation*}
H\left(x, \lambda P_{0}+(1-\lambda) P_{1}+D \varphi\right) \leq \lambda H\left(x, D f+P_{0}\right)+(1-\lambda)\left(H\left(x, D g+P_{1}\right)\right) \tag{60}
\end{equation*}
$$

By convexity of the exponential function and Hölder inequality we get

$$
\begin{align*}
& e^{\frac{\tilde{H}\left(\lambda P_{0}+(1-\lambda) P_{1}\right)}{\varepsilon_{1}}} \leq \int e^{\frac{\varepsilon_{2} \Delta \varphi+H\left(x, \lambda P_{0}+(1-\lambda) P_{1}+D \varphi\right)}{\varepsilon_{1}}} d x \\
& \quad \leq \int e^{\frac{\lambda}{\varepsilon_{1}}\left(\varepsilon_{2} \Delta f+H\left(x, D f+P_{1}\right)\right)+\frac{(1-\lambda)}{\varepsilon_{1}}\left(\varepsilon_{2} \Delta g+H\left(x, D g+P_{2}\right)\right)} d x \\
& \quad \leq\left(\int e^{\frac{\varepsilon_{2} \Delta f+H\left(x, D f+P_{1}\right)}{\varepsilon_{1}}} d x\right)^{\lambda} \cdot\left(\int e^{\frac{\varepsilon_{2} \Delta g+H\left(x, D g+P_{2}\right)}{\varepsilon_{1}}} d x\right)^{(1-\lambda)} \\
& \quad=e^{\frac{\lambda \bar{H}_{\varepsilon}\left(P_{0}\right)}{\varepsilon_{1}}} e^{\frac{(1-\lambda) \bar{\epsilon}_{e}\left(P_{1}\right)}{\varepsilon_{1}}}=e^{\frac{\bar{H}_{\varepsilon}\left(\lambda P_{0}+(1-\lambda) P_{1}\right)}{\varepsilon_{1}}} \tag{61}
\end{align*}
$$

Therefore all inequalities in (61) are equalities, and so is (60). Since $H$ is strictly convex, $D f+P_{0}=D g+P_{1}$ at all points. Hence $P_{1}-P_{0}=D(f-g)$ is an exact differential and then $P_{0}=P_{1}$ and $f=g$, up to a constant.

## 7. Smoothness of the effective Lagrangian and Hamiltonian functions

In this section we fix $\varepsilon$ and study the differentiability of $\bar{H}_{\varepsilon}$ and $\bar{L}_{\varepsilon}$, i.e. Theorem 3 both for mechanical Hamiltonians and for the two dimensional case.
Proof. As in [I-SM], to prove the differentiability of $\bar{H}_{\varepsilon}$ we use the implicit function theorem (see for example D1, Chapter X).

The minimizer $\phi(\cdot, P)$ in (11) satisfies (22) with $\varphi(x)=P x+\phi(x, P)$. Let

$$
H_{0}^{k}\left(\mathbb{T}^{d}, \mathbb{R}\right)=\left\{f \in H^{k}\left(\mathbb{T}^{d}, \mathbb{R}\right): \int f=0\right\}
$$

Define

$$
F: \mathbb{R}^{d} \times H_{0}^{k}\left(\mathbb{T}^{d}, \mathbb{R}\right) \rightarrow H_{0}^{k-4}\left(\mathbb{T}^{d}, \mathbb{R}\right)
$$

by

$$
\begin{equation*}
F(P, \phi):=\varepsilon_{2} \Delta m_{\varphi}-\operatorname{div}\left(m_{\varphi} D_{p} H(x, P+D \phi)\right) . \tag{62}
\end{equation*}
$$

For $k$ large enough, the map $F$ is $C^{\infty}$. Indeed the map $F$ can be obtained by composing derivatives of $\phi$, which is a $C^{\infty}$ operation from $H^{k}$ to $H^{k-1}$, with smooth functions. But for $k$ large enough if $G: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is $C^{\infty}$, then the map

$$
\bar{G}: H^{k}\left(\mathbb{T}^{d}, \mathbb{R}^{n}\right) \rightarrow H^{k}\left(\mathbb{T}^{d}, \mathbb{R}^{m}\right), \quad \bar{G}(\Psi)=G \circ \Psi
$$

is $C^{\infty}$. The partial derivative of $F$, the Euler-Lagrange equation, with respect to the variable $\phi$ can be regarded as a linear map

$$
\mathcal{L}:=D_{2} F(P, \phi): H_{0}^{k}\left(\mathbb{T}^{d}, \mathbb{R}\right) \rightarrow H_{0}^{k-4}\left(\mathbb{T}^{d}, \mathbb{R}\right)
$$

which is given by

$$
\begin{aligned}
\mathcal{L}(\psi) & =\frac{\varepsilon_{2}}{\varepsilon_{1}} \Delta\left[m_{\varphi}\left(\varepsilon_{2} \Delta \psi+D_{p} H(x, P+D \phi) D \psi\right)\right] \\
& -\operatorname{div}\left[\frac{m_{\varphi}}{\varepsilon_{1}}\left(\varepsilon_{2} \Delta \psi+D_{p} H(x, P+D \phi) D \psi\right) D_{p} H(x, P+D \phi)\right] \\
& -\operatorname{div}\left[m_{\varphi} D_{p p}^{2} H(x, P+D \phi) D \psi\right] .
\end{aligned}
$$

$\mathcal{L}$ is a fourth-order elliptic Fredholm PDO of index 0.
Lemma 3. $\mathcal{L}$ is an isomorphism.
Proof. We have

$$
\begin{align*}
\int \mathcal{L}(\psi) \psi & =\int \frac{m_{\varphi}}{\varepsilon_{1}}\left(\varepsilon_{2} \Delta \psi+D_{p} H(x, P+D \phi) D \psi\right)^{2} \\
& +\int m_{\varphi}\left\langle D_{p p}^{2} H(x, P+D \phi) D \psi, D \psi\right\rangle \tag{63}
\end{align*}
$$

We claim that there is a constant $C$ such that $\int L(\psi) \psi \geq C\|\psi\|_{H_{0}^{2}}$. Otherwise there is a sequence $\psi_{n} \in H_{0}^{2}$ with $\|\psi\|_{H_{0}^{2}}=1$ such that $\int L\left(\psi_{n}\right) \psi_{n}$ converges to zero. In such a case (63) implies that $\left\|D \psi_{n}\right\|_{L^{2}}$ converges to zero. Since

$$
2 \varepsilon_{2} \Delta \psi D_{p} H(x, P+D \phi) D \psi \geq-\frac{1}{2}\left(\varepsilon_{2} \Delta \psi\right)^{2}-2\left(D_{p} H_{p}(P+D \phi) D \psi\right)^{2}
$$

there is a constant $\delta>0$ such that

$$
\begin{align*}
\int \frac{m_{\varphi}}{\varepsilon_{1}}\left[\left(\varepsilon_{2} \Delta \psi+H_{p}(I, P+D \phi) D \psi\right)^{2}+\right. & \left.\left(H_{p}(I, P+D \phi) D \psi\right)^{2}\right]  \tag{64}\\
& \geq \int \frac{m_{\varphi}}{2 \varepsilon_{1}}\left(\varepsilon_{2} \Delta \psi\right)^{2} \geq \delta \int(\Delta \psi)^{2}
\end{align*}
$$

Therefore $\left\|D^{2} \psi_{n}\right\|_{L^{2}}=\left\|\Delta \psi_{n}\right\|_{L^{2}}$ converges to zero. Thus $\mathcal{L}$ is one to one and then an isomorphism.

The previous lemma makes clear the use of $H_{0}^{k}$ as the domain and target for $\mathcal{L}$, that is, to have $\operatorname{ker}(\mathcal{L})$ and $\operatorname{coker}(\mathcal{L})$ equal to zero.

We can now apply the implicit function theorem to conclude that $\phi(, P)$ is smooth in $P$.

Consequently, $\bar{H}_{\varepsilon}$ is smooth, and since it is also strictly convex, the map $D \bar{H}_{\varepsilon}$ has a smooth inverse $\gamma_{\varepsilon}$ and therefore $\bar{L}_{\varepsilon}(Q)=h \gamma_{\varepsilon}(Q)-\bar{H}_{\varepsilon}\left(\gamma_{\varepsilon}(Q)\right)$ is also smooth.

## 8. Limiting behavior

In this section we fix $P \in \mathbb{R}^{d}$ and prove Theorem [4. We assume we are either in dimension $d=2$ or in the mechanical case. Let $u_{\varepsilon}$ be the minimizer in (11). By (37), $u_{\varepsilon}$ is a priori bounded in $W^{1,2}$. Thus, through some subsequence there exists $u \in W^{1,2}$ such that $u_{\varepsilon} \rightharpoonup u$, in $W^{1,2}$, as $\varepsilon \rightarrow 0$. Also, since $\bar{H}_{\varepsilon}$ is bounded it converges through a subsequence to a limit. We have the following two results:

## Proposition 11.

$$
\limsup _{\varepsilon \rightarrow(0,0)} \bar{H}_{\varepsilon}(P) \leq \bar{H}(P)
$$

Proof. Let $\phi_{\varepsilon_{2}}$ be a solution to (5). Then

$$
e^{\bar{H}_{\varepsilon}(P) / \varepsilon_{1}} \leq \int e^{\varepsilon_{2} \Delta \phi_{\varepsilon_{2}}(x)+H\left(x, P+D \phi_{\varepsilon_{2}}\right) / \varepsilon_{1}} d x=e^{\bar{H}_{\varepsilon} / \varepsilon_{1}} \leq e^{\check{H}_{\varepsilon_{2}}(P) / \varepsilon_{1}}
$$

and so

$$
\limsup _{\varepsilon \rightarrow(0,0)} \bar{H}_{\varepsilon}(P) \leq \lim _{\varepsilon_{2} \rightarrow 0} \check{H}_{\varepsilon_{2}}(P)=\bar{H}(P)
$$

We now address the opposite inequality:
Proposition 12. Suppose $\varepsilon \rightarrow 0$ with $\frac{\varepsilon_{1}}{\varepsilon_{2}}$ bounded. Then

$$
\begin{equation*}
\liminf \bar{H}_{\varepsilon}(P) \geq \bar{H}(P) \tag{65}
\end{equation*}
$$

Proof. Suppose that (65) is not true. Then there is $\delta>0$ such that

$$
\liminf _{\varepsilon \rightarrow(0,0)} \bar{H}_{\varepsilon}(P)<\bar{H}(P)-2 \delta
$$

Let

$$
B_{\varepsilon}=\left\{x \in \mathbb{T}^{d}: \varepsilon_{2} \Delta u_{\varepsilon}(x)+H\left(x, P+D u_{\varepsilon}\right)>\bar{H}(P)-\delta\right\} .
$$

Then for some sequence $\varepsilon^{k} \rightarrow(0,0)$ we have

$$
\varepsilon_{1}^{k} \log \left|B_{\varepsilon^{k}}\right|+\bar{H}(P)-\delta \leq \bar{H}(P)-2 \delta
$$

Therefore,

$$
\left|B_{\varepsilon^{k}}\right| \leq \exp \left(-\frac{\delta}{\varepsilon_{1}^{k}}\right)
$$

Let $f_{\varepsilon}=\varepsilon_{2} \Delta u_{\varepsilon}+H\left(P+D u_{\varepsilon}, x\right)$ and $g \in C^{\infty}\left(\mathbb{T}^{d}\right)$ be a non-negative function. By lower semicontinuity

$$
\begin{aligned}
\int_{\mathbb{T}^{d}} H(x, P+D u) g & \leq \liminf _{k \rightarrow \infty} \int_{\mathbb{T}^{d}}-\varepsilon_{2}^{k} D u_{\varepsilon^{k}} D g+H\left(x, P+D u_{\varepsilon^{k}}\right) g \\
& \leq \liminf _{k \rightarrow \infty} \int_{\mathbb{T}^{d}} f_{\varepsilon^{k}} g \\
& =\liminf _{k \rightarrow \infty}\left(\int_{B_{\varepsilon}} f_{\varepsilon^{k}} g+\int_{B_{\varepsilon}^{c}} f_{\varepsilon^{k}} g\right) \\
& \leq(\bar{H}(P)-\delta) \int_{\mathbb{T}^{d}} g+\liminf _{k \rightarrow \infty} \int_{B_{\varepsilon}} f_{\varepsilon^{k}} g \\
& \leq(\bar{H}(P)-\delta) \int_{\mathbb{T}^{d}} g+\liminf _{k \rightarrow \infty}\left\|f_{\varepsilon^{k}}\right\|_{2}\left\|\chi_{B_{\varepsilon}} g\right\|_{2} \\
& \leq(\bar{H}(P)-\delta) \int_{\mathbb{T}^{d}} g
\end{aligned}
$$

Since, assuming $\frac{\varepsilon_{1}}{\varepsilon_{2}}$ is bounded, we have by Corollary 5 that $\left\|f_{\varepsilon}\right\|_{2} \leq C$. This in particular shows that

$$
H(x, P+D u) \leq \bar{H}(P)-\delta
$$

almost everywhere, and so $u$ is Lipschitz. Then there is $\rho>0$ such that

$$
H(x, P+D u(y))<H(y, P+D u(y))+\frac{\delta}{2} \text { a.e., } \quad d(x, y)<\frac{\rho}{2} .
$$

Set $\psi_{\rho}=\eta_{\rho} * u$, where $\eta_{\rho}$ is the standard mollifier supported in $B(0, \rho)$. From the convexity of $H$ and Jensen's inequality

$$
\begin{align*}
H\left(x, P+D \psi_{\rho}(x)\right) & \leq \int H(x, P+D u(y)) \eta_{\rho}(y-x) d y \\
& \leq \int\left(H(y, P+D u(y))+\frac{\delta}{2}\right) \eta_{\rho}(y-x) d y \\
& \leq \bar{H}(P)-\frac{\delta}{2} \tag{66}
\end{align*}
$$

for all $x \in \mathbb{T}^{d}$, which contradicts (3).
The two previous propositions combined yield the following corollary.
Corollary 13. Let $u_{\varepsilon}$ be a sequence of minimizers of (1). Suppose as $\varepsilon \rightarrow(0,0)$, with $\frac{\varepsilon_{1}}{\varepsilon_{2}}$ bounded, $u_{\varepsilon} \rightharpoonup u$ in $W^{1,2}$. Then

$$
H(x, P+D u) \leq \bar{H}(P)
$$

almost everywhere and in viscosity sense.
Suppose $H$ is a mechanical Hamiltonian. Let $u=\lim _{\varepsilon^{k} \rightarrow(0,0)} u_{\varepsilon}$, where the limit is taken through an appropriate sequence such that $\frac{\varepsilon_{1}^{k}}{\varepsilon_{2}^{k}}$ is bounded. Because $u_{\varepsilon}$ is uniformly Lipschitz, we can assume that the convergence of $u_{\varepsilon^{k}}$ to $u$ is uniform.

Proposition 13. Suppose $H$ is a mechanical Hamiltonian. Let $u=\lim _{\varepsilon^{k} \rightarrow(0,0)} u_{\epsilon}$, where the limit is taken through an appropriate sequence such that $\frac{\varepsilon_{1}^{k}}{\varepsilon_{2}^{k}} \rightarrow 0$. Then $u$ is a solution to

$$
H(x, P+D u)=\bar{H}(P)
$$

Proof. Let $v_{\varepsilon^{k}}$ be defined through (28). Because $u_{\varepsilon^{k}}-v_{\varepsilon^{k}}$ is uniformly Lipschitz, by Theorem 5 we have $\frac{\varepsilon_{1}^{k}}{\varepsilon_{2}^{k}}\left(u_{\varepsilon^{k}}-v_{\varepsilon^{k}}\right)$, which is uniformly bounded by (31) and whose Lipschitz constant converges to zero, must converge, through a suitable subsequence, to a constant, which then has to be $\bar{H}(P)$.

Proposition 14. Assuming $\frac{\varepsilon_{1}}{\varepsilon_{2}}$ bounded we have $\mu^{\varepsilon} \rightarrow \mu$ with $\mu$ Mather.
Proof. For some sequence $\varepsilon^{k} \rightarrow(0,0)$ the measures $\mu_{\varepsilon^{k}}$ converge weakly to a measure $\mu$. For any $\psi \in C^{2}\left(\mathbb{T}^{d}\right)$

$$
\begin{aligned}
\int_{\mathbb{T}^{d} \times R^{d}} D \psi(v) d \mu & =\lim _{k \rightarrow \infty} \int D \psi \cdot H_{p}\left(x, P+D u_{\varepsilon^{k}}(x)\right) m_{\varepsilon^{k}}(x) d x \\
& =-\lim _{k \rightarrow \infty} \varepsilon_{2}^{k} \int \Delta \psi(x) m_{\varepsilon^{k}}(x) d x \\
& =0 .
\end{aligned}
$$

Thus $\mu$ is holonomic. Recall that $f_{\varepsilon}=\varepsilon_{2} \Delta u_{\varepsilon}+H\left(P+D u_{\varepsilon}, x\right)$ is uniformly bounded from below for the mechanical Hamiltonian or in $L_{2}$ assuming $\frac{\varepsilon_{1}}{\varepsilon_{2}}$ is bounded for a general Hamiltonian. For $\lambda>0$

$$
\begin{aligned}
\bar{H}_{\varepsilon}(P) & =\int_{\left\{f_{\varepsilon} \geq \bar{H}_{\varepsilon}(P)-\lambda\right\}} \bar{H}_{\varepsilon}(P) m_{\varepsilon}+\int_{\left\{f_{\varepsilon}<\bar{H}_{\varepsilon}(P)-\lambda\right\}} \bar{H}_{\varepsilon}(P) m_{\varepsilon} \\
& \leq \int_{\left\{f_{\varepsilon} \geq \bar{H}_{\varepsilon}(P)-\lambda\right\}}\left(f_{\varepsilon}+\lambda\right) m_{\varepsilon}+\int_{\left\{f_{\varepsilon}<\bar{H}_{\varepsilon}(P)-\lambda\right\}}\left(\bar{H}_{\varepsilon}(P)+f_{\varepsilon}-f_{\varepsilon}\right) m_{\varepsilon} \\
& \leq \int f_{\varepsilon} m_{\varepsilon}+\lambda+C e^{-\varepsilon_{1} \lambda} .
\end{aligned}
$$

Thus

$$
\bar{H}(P)=\lim _{\varepsilon \rightarrow 0} \bar{H}_{\varepsilon}(P) \leq \liminf _{\varepsilon \rightarrow 0} \int f_{\varepsilon} m_{\varepsilon}+\lambda
$$

Since $\lambda>0$ is arbitrary

$$
\bar{H}(P) \leq \liminf _{\varepsilon \rightarrow 0} \int f_{\varepsilon} m_{\varepsilon}
$$

Thus

$$
\begin{aligned}
& \int L(x, v) d \mu=\lim _{k \rightarrow \infty} \int L\left(x, D_{p} H\left(P+D u_{\varepsilon^{k}}, x\right)\right) m_{\varepsilon^{k}}(x) d x \\
& =\lim _{k \rightarrow \infty} \int\left(\left(P+D u_{\varepsilon^{k}}\right) D_{p} H\left(P+D u_{\varepsilon^{k}}, x\right)-H\left(P+D u_{\varepsilon^{k}}, x\right)\right) m_{\varepsilon^{k}}(x) d x \\
& \quad=\lim _{k \rightarrow \infty} \int\left(P D_{p} H\left(P+D u_{\varepsilon^{k}}, x\right)-f_{\varepsilon^{k}}\right) m_{\varepsilon^{k}}(x) d x \\
& \quad \leq P \int v d \mu-\bar{H}(P) \leq \bar{L}\left(\int v d \mu\right) \leq \int L(x, v) d \mu
\end{aligned}
$$

so all inequalities are equalities.
Proof of Theorem 4. The first point of the theorem, the convergence of $\bar{H}_{\varepsilon}$, follows from Propositions 11 and 12 The second and third points follow from Corollary 13 and the last one is simply Proposition 14.

## 9. Connection with mean-Field games

Recently, Caines and his co-workers HMC06, HMC07, and independently Lions and Lasry LL06a, LL06b, LL07a and LL07b] (see also LLG10a, LLG10b), introduced a new class of problems called mean-field games, some of which have a surprising connection with the Evans-Aronsson problems.

In the stationary setting, one of the main examples of mean-field games is described by systems of equations of the form

$$
\left\{\begin{array}{l}
\varepsilon_{2} \Delta u+F(x, D u, m)=\bar{F} \\
\varepsilon_{2} \Delta m-\operatorname{div}\left(D_{p} F m\right)=0
\end{array}\right.
$$

where $\bar{F}$ is a suitable constant. The variational problem studied in this paper is included in this class, and if we set

$$
F(x, p, m)=H(x, p)-\varepsilon_{1} \ln m
$$

we have

$$
\left\{\begin{array}{l}
\varepsilon_{2} \Delta u+H(x, D u)=\bar{H}_{\varepsilon}+\varepsilon_{1} \ln m  \tag{67}\\
\varepsilon_{2} \Delta m-\operatorname{div}\left(D_{p} H m\right)=0
\end{array}\right.
$$

The results in this paper imply the existence of stationary solutions of this class of mean-field games both for quadratic Hamiltonians and for two dimensional problems (when $H$ satisfies (9)-(12)). For quadratic Hamiltonians Hopf-Cole transformations are widely used; see for example Ge1] where time dependent mean-field games are studied. However, the regularity estimates in section 4 are new. The convergence results of the previous section establish the existence of a vanishing coupling $\left(\varepsilon_{1} \rightarrow 0\right)$ and viscosity $\left(\varepsilon_{2} \rightarrow 0\right)$ limit for the mean-field games. Estimates similar to the ones for $\int m^{2^{*} / 2}$ and $\int\left|D^{2} u\right|^{2} m+|D \ln m|^{2}$ were obtained in the deterministic case by Evans E2]. We end the paper with a new estimate for third derivatives of the solution:

Proposition 15. Let $u$ be a solution of (67). Then, if $\varepsilon_{2}$ is small enough

$$
\int_{\mathbb{T}^{d}}\left|\varepsilon_{2} D \Delta u\right|^{2} m \leq \frac{C}{\varepsilon_{2}}
$$

Proof. Differentiating the first equation in (67) and multiplying by $2 D u$, we get

$$
\varepsilon_{2} \Delta|D u|^{2}-2 \varepsilon_{2}\left|D^{2} u\right|^{2}+D_{p} H D|D u|^{2}+2 D_{x} H D u=2 \varepsilon_{1} D f D u
$$

where $f=\ln m$, as before. Letting $v=|D u|^{2}$ and multiplying by $v^{k}$ we obtain

$$
\left(\varepsilon_{2} \Delta v\right) v^{k}-2 \varepsilon_{2}\left|D^{2} u\right|^{2} v^{k}+\left(D_{p} H D v\right) v^{k}+2\left(D_{x} H D u\right) v^{k}=2 \varepsilon_{1}(D f D u) v^{k}
$$

Multiplying by $m$ we have

$$
\begin{gathered}
\frac{m}{k+1}\left(\varepsilon_{2} \Delta v^{k+1}+D_{p} H D v^{k+1}\right)-2 \varepsilon_{2}\left|D^{2} u\right|^{2} v^{k} m-k \varepsilon_{2}|D v|^{2} v^{k-1} m \\
+2\left(D_{x} H D u\right) v^{k} m=2 \varepsilon_{1}(D f D u) v^{k} m
\end{gathered}
$$

Integrating,

$$
\begin{equation*}
\varepsilon_{2} \int 2\left|D^{2} u\right|^{2} v^{k} m+k|D v|^{2} v^{k-1} m=2 \int\left(D_{x} H D u-\varepsilon_{1} D f D u\right) v^{k} m \tag{68}
\end{equation*}
$$

Thus, for $k=1$ we have (using $\left|D_{x} H\right| \leq C+C v$ )

$$
\begin{aligned}
& 2 \varepsilon_{2} \int\left|D^{2} u\right|^{2} v m+\varepsilon_{2} \int|D v|^{2} m \\
& \leq C \int\left(v^{3 / 2}+v^{5 / 2}+\varepsilon_{1}|D f|^{2}\right) m+\varepsilon_{1} \int v^{3} m
\end{aligned}
$$

Then, because

$$
\begin{aligned}
v^{5 / 2} & \leq C v+C v^{3} \leq v\left(C+C \varepsilon_{2}^{2}\left|D^{2} u\right|^{2}+C \varepsilon_{1}^{2} f^{2}\right) \\
\varepsilon_{1} v^{3} & \leq \varepsilon_{1} v\left(C+C \varepsilon_{2}^{2}\left|D^{2} u\right|^{2}+C \varepsilon_{1}^{2} f^{2}\right)
\end{aligned}
$$

we have

$$
\begin{aligned}
& 2 \varepsilon_{2} \int\left|D^{2} u\right|^{2} v m+\varepsilon_{2} \int|D v|^{2} m \\
& \leq C \int\left(v^{3 / 2}+\varepsilon_{1} v+\varepsilon_{1} v^{2}+\varepsilon_{1}^{5} f^{4}+\varepsilon_{1}|D f|^{2}\right) m+\varepsilon_{2}^{2} C \int\left|D^{2} u\right|^{2} v m
\end{aligned}
$$

Then $\varepsilon_{2} \int\left|D^{2} u\right|^{2} v m, \varepsilon_{2} \int|D v|^{2} m$ are uniformly bounded, if $\varepsilon_{2}$ is small enough.
Now $D(H(x, D u))=D_{x} H+D_{p} H D^{2} u$, so

$$
\mid D\left(\left.H(x, D u)\right|^{2} \leq C v^{2}+C+C(v+1)\left|D^{2} u\right|^{2}\right.
$$

and then

$$
\int \left\lvert\, D\left(\left.H(x, D u)\right|^{2} m \leq \frac{C}{\varepsilon_{2}} .\right.\right.
$$

So

$$
\int\left|\varepsilon_{2} D \Delta u\right|^{2} m \leq C \varepsilon_{1}^{2} \int|D f|^{2} m+C \int|D(H)|^{2} m \leq C+\frac{C}{\varepsilon_{2}}
$$

For low dimensions we could use (68) for $k>1$ to get additional estimates.
As a final remark we should observe that variational methods in mean-field games is, as far as the authors are aware, a largely unexplored direction which may yield new estimates and results in this very challenging set of problems.
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