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We will consider a very simple stochastic model, a random walk. 
Unfortunately, this model is little known. It has very interesting 
features and leads not to a diffusion equation but to a hyperbolic one. 
The model first appeared in the literature in a paper by Sidney Gold
stein, known to you mostly because of his work in fluid dynamics. The 
model had first been proposed by G. I. Taylor — I think in an abortive, 
or at least not very successful, attempt to treat turbulent diffusion. 
But the model itself proved to be very interesting. 

The problem is the following: Suppose you have a lattice of points. 
I mean discrete, equidistant points as in Figure 1. 
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Figure 1 
Now I start a particle from the original x = 0 and the particle always 

moves with speed v. It can move either in a positive direction or in the 
negative direction. I flip a coin, let's say, to determine which. Each 
step is of duration At and covers a distance Ax. So we have Ax = 
vAt. Each time you arrive at a lattice point there is a probability of 
reversal of direction. I assume that akt is to be this probability. 
Then, of course, 1 — a&t is the probability that the direction of 
motion will be maintained. 

So actually what happens is that for a time you move in the direc
tion you have chosen. And then, all of a sudden, you flip over. For a 
time you move in the new direction, until again disaster overtakes 
you. And so you will oscillate. As is usual in such problems, what is 
wanted is the probability that after a certain time t the particle is at a 
certain interval. 
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My notation will be a little strange for a discrete model, but it will 
be convenient for me later. Let x now stand only for abscissas of dis
crete points, the lattice points. And let me call the displacement after 
n steps Sn. This is the displacement if I start from the origin. It is the 
displacement after time nùit. Now I will take a function <p(x), an 
"arbitrary" function. And I will ask for the average (<p(x + Sn)). This 
will really give me all I want —for example, <p(x) could be the charac
teristic function of an interval. In that case this average will simply 
be the probability of finding the particle in that interval after n steps 
if it started at the point x. But instead of taking such a special function 
I will take a more general one. It's really no harder. 

Now let me analyze the problem a little bit. I introduce the follow
ing random variable: 

_ r 1 with probability 1 — a A t, 

1 — 1 with probability a At, 

and I consider a sequence of such independent random variables 
€1,€2, * * ',€„_!• Each of them has this strange distribution (1) and 
they are all independent. In other words, I have a coin, an extremely 
biased coin and the e's are now the result of n independent tosses. 
Now I can very easily write out the displacement. If I start in the 
positive direction from the origin then it will be 

(2) Sn = vAt(l + €.! + €i€2 + ' ' ' + €Y€2 ' ' ' €„_!). 

Indeed, the first step will certainly take me a distance vAt in the 
positive direction. Now I must toss my coin and find what will happen 
to the velocity. It will change from v into exv, i.e., it will be main
tained or else it will reverse according to the outcome of the toss. So 
in the next step I will move an additional distance e^A*. And so it 
goes on, and you see how (2) comes about. If I had started in the 
negative direction then the displacement would have been 

(3) Sn* = -üA*(l + €, + € l € 2 + • • • + € l € 2 • • • €n_!) = - S n . 

I could combine the formulas together by saying that initially I have 
chosen my direction at random. But let me not even do that. Instead 
let me consider the two functions 

(4) Fn+(x) = (<p(x + SJ>. 

(5) Fn-(x) = (<p(x - S„)>. 

And now, as is usually done, I am going to write a recursion formula 
for these things. First of all, let me write 
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F„+(*) = 
(6) 

(<p[x + vAt + üAfe^l + €2 + e2e3 + • • • + €2e3 • • -€„„{)] }. 

You notice I have factored out el. Now the averaging is really just a 
weighted sum over all possible sequences of c's. The weights are 
dictated by the probability distribution. But I can perform the averag
ing in two different steps. I can first perform the average on €1? and 
then on all the remaining €*s. So let me first of all average on €x. This 
variable can assume the value —1 with probability a At; and it can 
assume the value -f l with probability 1 — a At. So I can simply 
write 

Fn
+(x) = aAt(<p[x + vAt - vAt(l + e2 + e2€3 + • • • ) ] ) 

(7) 
+ (1 - aAt)(<p[x + vAt + vAt(l + e2 + e2€3 + • • • ) ] >• 

But now look at this. The averages have exactly the same form as 
before — except that x is replaced by x + vAt and n is replaced by 
n — 1. This gives me the formula 

(8) Fn
+(x) = aAtF n_i(* + vAt) 4- (1 - aAt)Ft-i(x + vat). 

In exactly the same way I can obtain another relation using Fn~. It is 

(9) Fn-(x) = aAtF+_x(x - vAt) + (1 - aAt)F^_x(x - vAt). 

So now I have a system of recursion relations. 
Now the standard time-honored way is to pass from these difference 

equations to a differential equation in the limit At-> 0. I will assume 
that all the mathematical difficulties in passing to the limit can be 
overcome. They're usually quite a nuisance. This is only an introduc
tion so I will assume that all the formal steps are justified. In order 
to pass from the discrete to the continuous, notice first of all that n 
measures time. Actually, n is the number of steps and nAt is the 
time. The limit I have to perform is At-^0, but nAt must be kept 
equal to my time t. Now let me rewrite relation (8): 

Fn
+(x) - F + _ ! ( Ï ) _ Ft-^x + vàt) - F+_i(x) 

At At 
(10) 

-aF%_-i(x + vAt) + aF^x(x + vAt). 

And now I can pass to the limit to get 
t^^\ d F + d F + 17+ j . p -

(11) —-— = v aF+ + aF . 
' dt dx 
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There is no n anymore, because I went to the limit. From the other 
relation, (9), I get in a similar way 

(12) - ^ = -v ^+aF+-aF- . 
dt dx 

There is an analogy between these two equations and the linear 
Boltzmann equation. I will not develop this analogy, but you can 
yourself pick out streaming terms, and terms representing collision 
with the medium. Really, these equations and the Boltzmann's equa
tions express conservation laws. You simply write, in a clever way, 
that the particles don't get lost. 

Now the amazing thing is that these two linear equations of first 
order can be combined into a hyperbolic equation. For this purpose 
I will introduce two new functions: 

(13) F=l(F++ F - ) and G = | ( F + - F~). 

Now, add up equations (11) and (12). Then you are going to get, in 
this new notation, 

nA\ dF dG 

(14) —— = v ——. 
K ; dt dx 
Now subtract (12) from (11) to get 

(15) -¥- = v^f--2aG. v 7 dt dx 

Now the problem is to eliminate G. To do this, differentiate (14) with 
respect to t and (15) with respect to x. Everything then becomes 
obvious, and I obtain 

/lfiv 1 d*F d2F 2a dF 
(16) ~^~^~ 'V~^~^~V~^' 
This is a very well-known equation, namely the telegrapher's equa
tion. We now need to show what the initial conditions are. Remember 
that F + came from F n

+ . This, in turn, comes from (4). Now Sn is the 
displacement after a time nÀ£; and we want this time to be zero. 
So that, in the limit, Fn

+(x) simply becomes <p(x). The same is true of 
Fn~(x), so we get 

(17) F(x,0) = ? (* ) . 

Now what about the derivative with respect to time? This can be 
deciphered from the first order equations. But it's a little bit cumber
some to see it, so I will simply state what it is. We will later get this 
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result from a somewhat different point of view. For the moment, I 
will ask you to believe me that 

So now we have our initial conditions. 
It is actually an accident, in a way, that we came out with a differ

ential equation. Nevertheless, we will take advantage of this accident 
and discuss a few points. First of all, there is one limiting case which 
is extremely easy. That's when a = 0. Then, of course, the probability 
of reversing direction is zero. If you start moving in one direction, 
you never stop. What would F(x, t) be? There are no reversals of 
direction and no random variables. So from (4) you see that Fn

+(x) = 
<p(x + nvkt) and from (5) that Fn~(x) = <p(x — nv&t). So it follows 
that 

(19) F(x,t)='pix + Vt)+
0
,piX-Vt). 

And that, of course, is a well-known classical case of the vibrating 
string. 

That's all very fine, but not very interesting. You can get something 
better if you let 0—> °° and u—» 0° in such a way that 2alv2 remains 
constant, say 1/D. This can always be done, and I am allowed to 
choose D anyway I want to. This limiting case of equation (16) then 
becomes the diffusion equation: 

1 dF d2F 

Why I must let a and v go to infinity is easy to see. Because everybody 
knows that diffusion, or Brownian motion, can be looked on as a ran
dom walk. But in the standard model the probability of a move to the 
right or to the left is one-half. Now you see the probabilities in our 
model are either extremely small or extremely large. The only way 
they can be brought to where they will be one-half and one-half is to 
let a approach infinity as Af goes to zero. If a does not go to infinity, 
there will always be a drift. You know, also, from the random walk 
model that the velocity of a particle is infinite in the limit. So we 
have to let v also go to infinity. 

Before I proceed, let me tell you that this method of deriving the 
telegrapher's equation gives you what is now popularly known as a 
Monte Carlo way of solving it. What you are going to do is to go to 
your computer. You are going to store random numbers in the com-
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puter, or else you generate them as you need them. You start a lot of 
particles walking from x, let's say half of them in one direction and 
half in the other. At every time step you "flip a coin," using the ran
dom numbers. The "coin" is weighted so the probability is a At that 
a particle will reverse direction and 1 — a At that its direction will 
stay the same. At each time t you look to see where all the particles 
are. And you calculate the value of the function <p for each particle, 
add them up, and divide by the number of particles. Then that's the 
approximate solution at time t of the telegrapher's equation. 

This is a completely ridiculous scheme. Because in order to have 
good accuracy At had better be small. I don't know how small, but 
certainly you ought to discretize reasonably well. But that means the 
probability of reversing directions is very close to zero. It is a very 
unlikely event. This is the type of situation which is very difficult to 
handle by any kind of Monte Carlo technique. Because with such a 
small probability you would have to have an enormous number of 
particles. You would need a really ridiculous number. Otherwise, the 
fluctuation will be enormous. 

Consequently, we'll have to be clever. What I want to do is to com
pletely cut across the first phase of deriving the difference equation. 
I will treat the whole thing as a process with continuous time. The 
discretization will be avoided. In so doing, I will first of all discover 
a very neat way of writing a solution of this telegrapher's equation. 
Also, it will be extremely suggestive as to how to pierce out in dif
ferent directions, mathematical and physical. I will assume then, that 
I have a continuous motion of my particle. During each time interval 
dt there is a spontaneous probability of changing direction a dt. The 
probability of not changing direction is then 1 — a dt. Now this is 
reminiscent of Mr. Poisson, whom I mentioned earlier. I will now 
define the Poisson process for you. I cannot, of course, go into some of 
the more delicate, purely mathematical difficulties. These involve 
some measure-theoretical points. I will have to stick throughout these 
lectures to a more intuitive presentation. 

We suppose that N(t) is a random variable (technically, a mea
surable function) for each given time t. It isn't a well-defined 
number —it is something which has a distribution. Moreover, N(t) 
can assume only integral values: 0, 1, 2, etc. The probability that N(t) 
is equal to k at time t is given by the famous Poisson formula: 

(at)k 

(21) Frob{N(t) = k}= e~at ^ . 

That's one condition. A second, extremely important condition is that 
if you take a finite number of time points arranged in increasing order: 
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(22) tl<t2<t3< -"<tn 

then the increments: 

(23) N(t2) - N(ty), N(t3) - N(t2), • • -, N(tn) - N&.J 

are independent. Then N(t) is a Poisson process. 
Think of N(t) as representing the number of radioactive particles 

emitted up to time t. Then N(t2) — N(ti) represents the number of 
radioactive particles emitted in the time interval (ti,t2). Now look at 
another time interval, say (t3, t4) which does not overlap the first one. 
The number of particles emitted during this interval is clearly inde
pendent of the number emitted in the other one. That is extremely 
intuitive. 

Now if you assume — and this is one of the standard derivations in 
all elementary textbooks — that you have an event with probability 
a dt of happening in t + dt and 1 — a dt of not happening, then the 
number of events which occur up to time t is the Poisson process. 
This, in fact, can be made the basic definition. In particular, the 
number of collisions my particle undergoes up to time t is just a 
Poisson process. You will recall that every time I suffer a collision I 
reverse the velocity. So what is the plot of my velocity? The velocity 
can only be either v or — v. If I start in the positive direction, then for 
some time my velocity will be just v. Then I suffer a collision, and it 
changes to —v. It remains the same until I suffer another collision, 
and so forth. So my graph will look something like the one in Figure 2. 

-V 
Figure 2 

Now the question is how to relate the velocity to the Poisson process. 
That's perfectly obvious. Because the number of collisions up to time 
t is just N(t), and the velocity changes sign at each collision. So one 
way of writing it is: 

(24) v(t) = v(-l)Nw. 

This simply says that after an even number of collisions I have my old 
velocity. After an odd number I have just the negative of it. The 
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displacement x(t) is simply: 

(25) *(*) = P v(r)dr=vit ( - l ) ^ d r . 
Jo Jo 

This is the continuous analogue of my Sn. 
The analogy with the discrete case is suggestive. I would expect 

that the solution of the telegrapher's equation (16) with the conditions 
(17) and (18) is simply 

(26) 

This is certainly what the whole thing suggests. Because what have 
I done? I have merely replaced a discrete random walk by a con
tinuous one. And (26) is just what I found for the discrete case written 
out for this one. It is easy to prove that it is so. It can be done directly. 
I will sketch the proof later on, but it is not the proof which is so 
interesting. What is interesting is this very elegant way of writing the 
solution of telegrapher's equation in terms of the Poisson process. 

First, I would like to call your attention that in this form it is entirely 
feasible to use the Monte Carlo method. You have, no more, any dif
ficulty with small probabilities. In the other, discrete, version I was 
plagued with them from the very beginning. All you need here is a 
machine or source of radioactive material which will produce a 
Poisson process. Then you simply take a hundred samples, say, of the 
Poisson process. For each one you calculate the integral (25) and 
then simply perform the averaging. Thus you can have the same 
problem formulated in two different ways, one of which is useful and 
the other not. 

The second observation is really extremely amusing and shows that 
if one hits upon the right formulation one always gets more than one 
has bargained for. Our solution, in the form (26), is extremely reminis
cent of the solution of the equation of the vibrating string. Remember 
that for the vibrating string I had simply l/2[<p(x + vt) + <p(x — vi)] 
and there was no average. Now these two differ in only one respect. 
Time t is replaced by this "randomized time" Jo( — 1)N(T) dr. And 
then, because you don't know what it is going to be exactly, you must 
average. 

This amusing observation persists for all equations of this form in 
any number of dimensions. Take for instance the case of propagation 
of radio waves: 
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(27) ±^L + ^Jf=AR 
V2 dt2 V2 dt 

And again suppose you want to solve the problem with the initial con
ditions: 

F(x,y,0) = <p(x,y), 
(2ö) 

(-zu-* 
Now the rule, for all dimensions, is the following. Forget about the 
bothersome terms —take just the wave equation. Write down any 
solution you know. Solutions are very well known in all dimensions. 
Then, wherever you see time, replace it by this randomized version 
and average. This gives you the desired solution. 

This seems surprising, but it really should not be. Some of the 
things which seem strange purely from the point of view of differential 
equations become obvious from another interpretation. For example, 
consider the theory of a cable where the equation (16) is applicable. 
If you put a charge in one place and let go then after a time you will 
have delta functions at two points with a certain continuous distribu
tion in between. The delta functions, which attenuate exponentially, 
simply correspond to particles which have not yet suffered a collision. 
And, of course, the continuous part simply corresponds to the particles 
which have suffered a lot of collisions and became completely mixed 
up. Our solution (26) appears very natural in this setting. 

I will now sketch a proof—one which does not really satisfy me 
entirely. It's a rather ugly thing, because one has to compute too 
much. One feels that one shouldn't have to compute anything at all. 
Such a statement ought to be provable by "pure thought." I would also 
like to call your attention to the fact that we have not accomplished 
very much, except to find an interesting way of writing the solution. 
We will later see a similar treatment for certain parabolic equations — 
with the difference that in that case one can actually use the new 
probabilistic form to draw significant analytical conclusions. 

The calculations which we are going to perform will not be wholly 
wasted, because we will need to do similar things later on. I will only 
prove the statement (26) for functions (p which are reasonably "decent." 
In particular, I will assume that my function can be written as a 
Fourier integral: 

(29) <p(x)=-^j^e-*<i>(ï)dt 

Now if you substitute this in the statement we are trying to prove you 
get: 
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(30 )F (M)= - ^ | " . *(*)«"* ' ( c o s ( f r £ ( - l ) » w d r ) ) df. 

Now you look at this cosine and expand it in a power series: 

!-<f <o:<-i>-*)'!> 
(31) 

These averages, as you very well know, are called moments — they are 
the moments of this strange "randomized" time. In this case, only the 
even moments enter. However, let me just show you first how one 
calculates the first moment. This can actually be done immediately 
because you can interchange the averaging and integration: 

(32) (J* ( - 1 ) ^ ) * ) = ! * ((-l)N^)dr. 

(This can be easily justified. The averaging is also an integration, an 
integration over the space of all functions N(t). So it is merely a ques
tion of interchanging the order of integration.) Now the path is clear, 
because I know what the distribution of N(T) is. It is given by (21). 
Then, from the definition of an average — or mathematical expectation, 
if you wish — we find that: 

(ar)k 

(33) <(-l)N(T)) = S ("I)* ' e-"^-*l 
This is an easy series, isn't it? If I pull e~ar out then what I have left is 
just the series for e~aT. So the whole business is just e~2aT. And so we 
can find the first moment: 

(34) MiW= ( f (-l)N{T)dT ) = f e-^dT. 

It is only a little bit more complicated to calculate the second 
moment. It's a very common trick, which is used over and over again, 
to write the square of an integral as a double integral by introducing 
two variables. Let me do that: 

(35) ((J* (-ip*) 2 ) = ( J* J* (-lyN^-i)^) dTldr2). 
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The expression on the right is an integral over a square. Since it is 
completely symmetrical in the two variables TX and r2, I can integrate 
over only half the square and multiply by two. 

2! ( jj ( - l ^ K - l ) ^ ) ^ ! ^ ) 

= 2! jj ((-l)N(rl)+N(r2)) dTidT2 

There is a reason why I put 2! rather than simply 2: I am anticipating 
the results for the higher moments. And now you perform a very 
simple trick. You merely write N(r2) = N(TI) + [N(r2) — MTi)] • 
There's a point in writing it this way, because I have separated N(r2) 
into a sum of two things which are independent. In the case of the 
higher moments you do the same thing, only there will be more terms 
in the decomposition. Making now this substitution we have: 

(36) 2! J*J* ((-1)2^)+^)-^)) dTidT2t 

Now this becomes greatly simplified, because 2N(TI), whatever else it 
is, is an even number. Therefore, 

(37) ((-l)2iV(r1)+N(r2)-N(r1)) = ( ( _ ^N(rt )-JV(r1 )) 

which, from the meaning of the average, is nothing more than: 

(38) J ( - 1 ) * ' e-^-rO M T 2~" T i ) ] = e-ifcfr.-n). 
k=0 *' 

Consequently, the second moment finally becomes: 

(39) Kit) = ( ( J* (-l)N(T)dr) 2 ) = 2! £ dr2\^ dr^-^^i). 

Now this last is just the integral of a convolution. Why does the 
convolution come in? Precisely because of the decomposition we made 
of N(T2) into two independent parts. It shouldn't take much imagina
tion to see that this will also happen when you go to the higher 
moments. Indeed, this happens in all stochastic processes with inde
pendent increments. You always have such convolutions coming in. 
The natural thing to do, then, is to take the Laplace transform. Things 
will be much simpler, because the Laplace transform of a convolution 
is the product of transforms. Now I can write (39) in the form of a 
double convolution by introducing the Heaviside function: 
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It becomes just: 

(41) toi*) = 2 ! I" Ht- T2) dr2r A(T2- T 1 ) ^ - 2 O T I ( Ì T 1 = 2 ! A*A*e~2« 
J 0 J 0 

Then we get the Laplace transform immediately: 

v 7 Jo 2! S S S -h 2a 

The general formula turns out to be different for n even and odd. 
It's a nice exercise for you to verify that: 

i i for n odd, 
S(n+i)/2 (s + 2a)<n+1>'2 

( 4 3) fn ^ w 
n! 1 1 r 

tor n even. Sn/2+l (g + 2 a )n /2 

Now the moments are rather messy, because they are inverse Laplace 
transforms of these things. That suggests that rather than to work with 
F(x, t) itself, we may better work with its Laplace transform. So let 
us calculate this Laplace transform. 

(44) j ; . - F f e „ * _ 1 L j " i i ^ e . - * ( j [ 1 z ^ . r ) Ä 
n = 0 

We have here made use of formula (30) and the moments we have cal
culated. The series can be summed. It's a very well-known one. You 
then get an extremely simple formula: 

(45) {J e -«F(M)*= ^ J _ \ *(*)*-* [i + §J^]-\fc 
And now it is easy to see, at least formally, what transpires. The 

Laplace transform of the telegrapher's equation is 

ax* v v 

This form of the equation, as a matter of fact, is often used in solving 
the telegrapher's equation. But now you can directly verify that 
f(x,s), the Laplace transform of my function F(x,t), satisfies this 
one. You simply substitute it in. It follows then that my function 
F(x, t) satisfies the telegrapher's equation. 



STOCHASTIC MODEL OF TELEGRAPHER^ EQUATION 509 

This is not really a very nice proof. It is very inelegant — although 
perhaps one should never speak of elegance among people who are 
engaged at least part of their time in applied work. The lack of ele
gance here is that in simply verifying this formula you are essentially 
solving the equation. It's sort of cheap to simply verify something by 
brute force. It would be much nicer if one could see it directly. But 
I don't want you to take me seriously. I don't want to stop doing things 
because they don't adhere to certain principles of elegance. Boltz-
mann used to say, when he was criticized that his work was inelegant, 
that elegance should be left to shoemakers and tailors. Perhaps this is 
really true. But this proof is a little bit aesthetically dissatisfying, I 
would say. 

This same proof goes also for a higher number of dimensions. Again 
it's simply a matter of writing the Laplace transform and verifying the 
same formula. 
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