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Abstract—Based on Rent’s Rule, a well-established empirical
relationship, a complete wire-length distribution for on-chip ran-
dom logic networks is used to enhance a critical path model;
to derive a preliminary dynamic power dissipation model; and to
describe optimal architectures for multilevel wiring networks that
provide maximum interconnect density and minimum chip size.

Index Terms—Average wire length, critical path, die area
estimation, power dissipation model, Rent’s Rule, wire-length
distribution.

I. INTRODUCTION

ONE of the main barriers to achieving gigascale integra-
tion is the limitation imposed by the wiring requirements

of gigascale integration (GSI) systems [1], [2]. Multilevel
wiring networks are extensively used in current VLSI systems
to mitigate the impact of wiring on clock frequency, power
consumption, and chip size [1]–[3]. Adequate modeling of
a multilevel wiring networks is essential to elucidate the
limitations and the opportunities for future GSI products.

The primary information used to model multilevel wiring
networks is a complete wire-length distribution that is derived
in a companion to this paper [4]. This new distribution is
used to enhance a critical path model for clock frequency
estimation; to estimate dynamic power dissipation from signal
wires; and to determine the optimal scaling of the cross-
sectional dimensions of interconnects in a multilevel wiring
network and hence chip size.

The various applications of the wire-length distribution
include the derivation of a critical path model is in Section
II, a power dissipation model in Section III, and an optimal
multilevel wiring architecture in Section IV.

II. CRITICAL PATH MODEL

Various critical path models have been proposed to estimate
cycle time [2], [3], [5]. One essential component of a critical
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path model for CMOS circuits is the size of the wiring net-
works loading the critical path gates. The complete distribution
enables a more accurate representation of the average wiring
length and estimation of the longest interconnect in the system.

An established critical path model from [3] has all but one of
its gates loaded by an average interconnect net. The remaining
gate is loaded by a single global interconnect [3]. From [5],
the limit on the clock period is given by

(1)

where is the clock period, is the clock skew, is
the number of gates in the critical path,is the average time
delay of each gate loaded by an average wiring net, andis
the time delay of the longest global interconnect in the system.

The average point-to-point interconnect length is determined
directly for the interconnect density function from [4]

(2)

where is the total point-to-point interconnect length and
is the total number of interconnects. Evaluating (2) gives

the final form of the average wire-length (see (3), shown
at the bottom of the next page). This average interconnect
length is dependent only on the number of gates in the system
and Rent’s exponent A graph of the average wire-length
versus number of gates for variousvalues is seen in Fig. 1. A
previous distribution gives higher average interconnect lengths
due to overestimation of the number of longer interconnects
as seen in Fig. 1 [6]–[8].

Each critical path gate is loaded by an average wiring net,
and the length of an average wiring net is

- - (4)

where is a correction factor that converts the point-to-point
interconnect length to wiring net length (using a linear net
model [4], is the total net length,
f.o. is the average fanout, and is the total number of nets.

0018–9383/98$10.00 1998 IEEE



DAVIS et al.: STOCHASTIC WIRE-LENGTH DISTRIBUTION FOR GSI—PART II 591

Fig. 1. Average interconnect length versus number of gates forp = 0:2,
0:4, 0:6, and 0:8.

The longest interconnect also is estimated using the inter-
connect density function, i.d.f., which has a range from 1 gate
pitch to gate pitches [4]. The i.d.f. predicts that one
interconnect exists in the interval between a given length
and from the following expression:

(5)

Because the interconnect density function is monotonically
decreasing, then is defined as the most probable value for
the longest interconnect length. The expression for this length
is also written in terms of the c.i.d.f.,

(6)

A graph of the longest interconnect, , normalized to twice
the chip edge, , for values
appears in Fig. 2 with

III. D YNAMIC POWER DISSIPATION MODEL

The dominate source of load capacitance for many VLSI
CMOS circuits is the wiring capacitance [2], [9]. The intercon-
nect density function provides a priori information concerning
the distribution of capacitive loads present in a GSI sys-
tem. Assuming a constant activity factor for each capacitive
node, the average dynamic power dissipation of the signal
interconnects is given by [2]

(7)

where is the supply voltage, is the average activity
factor for each gate, is the total capacitive load of the
wiring network, and is the clock frequency. The
term is estimated from the geometrical configurations of
the interconnects in a multilevel wiring network and from
the interconnect density function. A conventional multilevel
network, for example, has two main interconnect types:
1) local interconnects and 2) global interconnects. The cross-

Fig. 2. Longest interconnect length normalized to twice the chip edge versus
number of gates forp = 0:2, 0:4, 0:6, and0:8.

sectional dimensions and the capacitive contributions for an
arbitrary interconnect are illustrated in Fig. 3(a) and (b).

Assuming that the neighboring wiring planes in the mul-
tilevel network provide an effective ground plane, then total
capacitance per unit length is given from Fig. 3(b)

(8)

where is the line-to-ground capacitance, and
- - is the line-to-line capacitance. The values of

and - - that include fringing effects are given
by [10] as

- -

(9)

where the geometrical variables are defined in Fig. 3(a).
For the general case, the capacitances per unit length for

the local and global interconnects are dissimilar, and the ex-
pressions for the total capacitance of the local levels
and the total capacitance of the global levels are
given by

(10)

(11)

(3)
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(a) (b)

Fig. 3. The definition of (a) the interconnect dimensions and (b) the capacitive components.

where symbol is the correction factor that converts the total
length of point-to-point interconnects to total net length as
derived in [4], is the chip area, is the number of gates,

is the distributed capacitance for the local interconnects,
is the distributed capacitance for the global interconnects,

and is the length in gate pitches of the longest local
interconnect. Assuming that the longest local interconnect
is less than the chip edge, the above expressions simplify to

(12)

(13)

Evaluating these two expressions gives

(14)

(15)

Adding (14) and (15) gives the total capacitive load posed by
the wiring network

(16)

TABLE I
MICROPROCESSORAPPLICATION

The final expression for the average dynamic power dissipation
for a multilevel wiring network that has local and global wiring
levels is given by

(17)

Given the two-tier multilevel network with the physical
characteristics as outlined in Tables I and II, assuming that

for the local and global tiers such
that , and given the activity factor is
approximately 0.10, then the total power dissipation in the
signal interconnects for this system is 10 W and the power
density is 2.03 W/cm The local interconnects dissipate 68%
of the total power, and the global interconnects dissipate 32%
of the total power. Even though the amount of area dedicated
to the global tier and local tier is approximately the same, the
global wires dissipate less power than the local wires because
1) the global and local distributed capacitance are identical
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TABLE II
TWO-TIER CONVENTIONAL DESIGN AND CRITICAL PATH RESULTS

Fig. 4. Two-tier and three-tier multilevel interconnect architectures.

and 2) the total length of the global interconnects is less than
the total length of the local interconnects.

IV. M ULTILEVEL INTERCONNECTNETWORK ARCHITECTURE

A. Introduction

Through wiring information provided by the new intercon-
nect distribution [4], a unique opportunity arises for optimizing
multilevel interconnect network architectures. To illustrate this
point, two types of multilevel wiring networks are examined:
1) a conventional two-tier multilevel network and 2) a three-
tier multilevel network as illustrated in Fig. 4. A tier is defined
as a collection of levels that have the same cross-sectional
dimensions.

The local interconnect tier for both the two- and three-tier
networks contains the shorter wire lengths in the multilevel
network. Thus, the cross-sectional dimensions of the local
levels are set to the minimum feature size to maximize the wire
packing density. The longest local interconnect length is a
critical length that is used with the interconnect distribution to
determine the number of local interconnects as seen in Fig. 5.

The global interconnect tier for the two- and three-tier
network contains the longer wires in the multilevel network.
The cross-sectional dimensions for these global wires are
determined by the clock frequency constraints on a global
die-edge-length interconnect.

The semiglobal tier, which is only present in the three-
tier network, has a pitch between those of the global tier
and the local tier. The introduction of the semiglobal tier
reduces the wiring area demand over the two-tier network be-
cause the shorter two-tier global interconnects have a smaller
semiglobal pitch in the three-tier network as seen in Fig. 6.
This semiglobal tier, therefore, reduces the overall wiring
area demand for the multilevel network and thereby the wire-
limited chip size.

Fig. 5. The c.i.d.f. for a system with a two-tier multilevel architecture.

Fig. 6. The c.i.d.f. for a system with a three-tier multilevel architecture.

B. Two-Tier Wire-Limited Chip Size

The total required area for the two-tier wiring network is
given by

(18)

where is the chip area, is the number of gates,
is the local pitch, is the global pitch, is the
total length of the local interconnects (in gate pitches), and

is the total length of the global interconnects (in
gate pitches). Using the interconnect density function [4], the
total local length and the total global length are

(19)

(20)

where is the correction factor to model real wiring nets,
where for a linear net model.

Assuming that the longest local length is less than a chip
edge, then (19) and (20) become

(21)

(22)
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Evaluating (21) and (22) with substitution into (18) gives

(23)

The wire-limited chip area is calculated from the condition
that the total required wiring area is equal to the total available
area in a multilevel network [2]

(24)

where is the chip area, is wiring efficiency factor, and
is the number of levels available for the multilevel

network. The wiring efficiency factor accounts for router
efficiency and additional space needed for power and clock
lines [2]. Combining (23) and (24) gives the final expression
for wire-limited chip area for a two-tier multilevel network

(25)

C. Three-Tier Wire-Limited Chip Size

The expression for the total required area of a three-tier
multilevel wiring network is given by

(26)

where is the chip area, is the number of gates, is the
local pitch, is the semiglobal pitch, is the global
pitch, is the total length of the local interconnects,

is the total length of the semiglobal interconnects,
and is the total length of the global interconnects.
Using the wire-length distribution, the expressions for the total
length of the local, semiglobal, and global interconnects are

(27)

(28)

(29)

Assuming that the longest local interconnect is less than the
chip edge, then the total length of the local interconnects is
given by (21). Because the interconnect density function is
piecewise defined, the total length of the semiglobal and global
interconnects is dependent on whether the length of the longest
semiglobal interconnect is less than or greater than the
chip edge. The expressions for total interconnect length for
both cases are

Case I:

(30)

Case II:

(31)

Evaluating (30) and (31) and substituting into (26) gives the
expression for the total required wiring area for both cases

Case I:

(32)
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Case II:

(33)

Substituting (32) and (33) into (24) gives the final expressions
for the wire limited chip area

Case I:

(34)

Case II:

(35)

D. A Case Study Comparison

1) Specifications:The physical parameters for this case
study are taken from the National Technology Roadmap for
Semiconductors (NTRS) for the year 2001 [11]. A system with
eight million gates is examined, the physical characteristics of
the system are outlined in Table I.

2) Assumptions and Models:A key assumption for the ge-
ometrical construction of each tier of the multilevel network
is that all cross-sectional dimensions are equal (i.e.,

and that the boundary between each tier
has an oxide thickness of the tier with the larger interconnect
dimensions.

The system clock frequency is determined from the en-
hanced critical path model used in Section II. For simplicity,
the longest interconnects on the local and semiglobal tier have
a time delay that is no greater than 25% of the clock period.
The longer global interconnects have a full 90% of the clock
period.

Assuming that the longest interconnect for each tier is driven
by a single driver and the line capacitance is much greater
that the transistor load capacitance, then the expression for the
approximate 50% time delay of the circuit is [2], [12]

(36)

where is the length of the line in centimeters, and
are the distributed resistance and capacitance of the line,is
the equivalent transistor resistance,is the relative dielectric
constant of the interlevel dielectric material, andis the speed
of light in free space. Making the assumption that the driver
resistance matches the total line resistance (i.e., ,
then (36) simplifies to

(37)

Assuming that the longest line in the critical path is given a
maximum time delay that is some fraction,, of the clock
period and using the expression for line capacitance with the
three-conductor two-ground plane model after [10] where all
wire cross-sectional dimensions on each tier are equal, then
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(37) becomes

(38)

where is the clock frequency, is the interconnect pitch
of the tier, is the resistivity of the metal, is the speed of
light in free space, and is the relative dielectric constant
of the material.

The relationship between the length in centimetersand the
length in units of average gate pitchesis
(where is the chip area and is the number of gates).
Then (38) becomes

(39)

Solving (39) for the wire pitch , as a function of the
interconnect length [gate pitches] gives

(40)

Solving (39) for the interconnect length [gate pitches], as a
function of the wire pitch gives

(41)

3) Two-Tier Results:The equation used to determine the
wire-limited chip area for the two-tier network is given by
(25). The local pitch is , where is the minimum
feature size and is a die-edge-length interconnect. The
global pitch and the longest local interconnect are
determined by the following expressions:

(42)

where and are the fraction of the clock period for
the longest global and local interconnect, respectively. This
two-tier network was designed to have a clock frequency of
410 MHz within six metal levels which is consistent with the
National Technology Roadmap for Semiconductors [11]. The
results of the two-tier network are outlined in Table II.

This multilevel network is now redesigned as a three-
tier network that either minimizes wire-limited chip size or
maximizes the on-chip clock frequency.

Fig. 7. Wire-limited chip area versus semiglobal pitch.

TABLE III
THREE-TIER THAT MINIMIZES CHIP AREA

4) Three-Tier Minimum Chip Size Results:The clock fre-
quency for this three-tier network optimization is set to
410 MHz, and the semiglobal pitch is calculated to minimize
the wire limited chip size. The expressions in (34) and (35)
determine the wire-limited chip area for a given semiglobal
pitch. The local pitch is , where is the minimum
feature size, and is assumed to be equal to the chip
edge. When expressions (34) and (35) are used in conjunction
with the following expressions for the global pitch , the
longest semiglobal length , and the longest local length

, then the wire-limited chip area can be estimated

(43)

A graph of the implicit equation for wire-limited chip area
in (34) as a function of the semiglobal pitch normalized to the
minimum feature size pitch appears in Fig. 7.

From Fig. 7, a definite optimal semiglobal pitch clearly
exists and has a value of The physical characteristics
of this three-tier multilevel network that is optimized for
minimum chip area are detailed in Table III. This optimal chip
size is 42% of the chip size for the two-tier network.
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Fig. 8. Clock frequency versus minimum wire-limited chip area.

TABLE IV
THREE-TIER DESIGN THAT MAXIMIZES CLOCK FREQUENCY

5) Three-Tier Maximum Clock Frequency Results:This de-
sign maximizes the clock frequency of a multilevel wiring
network given the constraints listed in Table I. Because
the three-tier network increases the wiring density of the
multilevel network, it can accommodate larger and therefore
higher speed global interconnects within the six levels of
metal. The chip area equation for the three-tier network in
(34) and (35) is still used, but the clock frequency is varied.

The local pitch for this three-tier multilevel network
is , where is the minimum feature size. When the
expressions in (34) and (35) are used in conjunction with
the equations in (43), then the final implicit expression for
the chip area is obtained. The graphical representation of the
chip area for different clock frequencies appears in Fig. 8. The
contours of different frequencies in Fig. 8 culminate to a peak
frequency of 624 MHz.

The optimal clock frequency in Fig. 8 exists because in-
creases in chip size and clock frequency reduce the length
of the longest local interconnect, , in (43) and, therefore,
increase the number of semiglobal and global interconnects.
Incremental increases in chip area provide additional area to
scale global cross-sectional dimensions and increase clock
frequency; however, the incremental increase in chip area
also increases the number of semiglobal and global inter-
connects whichlessensthe area available to scale global
wiring dimensions. The optimal clock frequency occurs at
the point where infinitesimal increases in chip area provides
insufficient area available to scale global wires to increase
clock frequency. Any attempt to increase the clock frequency

beyond the optimal point in Fig. 8 causes the required wiring
area in (26) to be greater than the available wiring area in (24),
thereby making larger clock frequencies impossible to attain
given constraints of the system in Table I.

The results of the three-tier network that maximizes clock
frequency is outlined in Table IV. The maximum clock fre-
quency achievable by the three-tier network is 1.5 times larger
than the conventional two-tier network.

V. CONCLUSION

Based upon Rent’s Rule, a new complete stochastic wiring
distribution is utilized to enhance a critical path model; to de-
velop a preliminary power dissipation model; and to determine
optimal interconnect scaling in a three-tier multilevel network
that minimizes chip size or maximizes clock frequency. For
a given case study corresponding to 2001 technology [11],
the optimized three-tier multilevel network provides a
reduction in chip size or increase in clock frequency over
the conventional two-tier design.
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