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Abstract: This study proposed an innovative method for improving the prediction of the cutting
force (F) and chip shrinkage coefficient (K) for milling of SKD11 alloy steels using simulations and
experimental results. Preliminary experimental measurements of the F and K were made for variable
cutting speeds and depths, and simulations were then conducted using the Johnson–Cook model.
However, significant discrepancies between the experiments and simulations were observed for
the F and K. Therefore, an improved method was proposed, utilizing the relationship between
simulation/experimental cutting forces and the equivalent fracture strain of simulation elements in
the shear zone in the space of the stress triaxiality and equivalent strain. The progression of fracture
strain paths according to the stress triaxiality until the desired cutting forces were achieved was
utilized for adding new data to the fracture strain locus in the space of the stress triaxiality and
equivalent strain. The new fracture strain locus was adopted again, to simulate and predict the F
and K at full 2 × 3 levels of cutting speeds and cutting depths, and the results were compared with
those of the corresponding experiments. Based on the highest deviations between the simulation
and experimental data for the cutting force (5.29%) and chip shrinkage coefficient (5.08%), this study
confirmed that the proposed method for determining the new fracture strain locus can improve the
prediction of the F and K for milling of SKD11 alloy steels.

Keywords: Johnson–Cook fracture model; SKD11 alloy steel; cutting force (F); chip shrinkage
coefficient (K); finite element method (FEM); fracture strain locus

1. Introduction

Nowadays, the machining of materials is one of the most popular production processes
in the mechanical processing industry. Cutting techniques such as turning, milling, and
drilling are widely used in the processing of products in the aerospace, automotive, and
mold industries. During the machining process, the surface quality of a workpiece is
affected by many factors. Therefore, the ability to predict phenomena occurring during
metal machining is important for improving the cutting conditions and for increasing
the product quality and quantity. The cutting force (F) and the chip shrinkage coefficient
(K) are important factors that affect machining; these factors can be easily predicted by
simulations, compared with other parameters such as surface roughness and tool life. The
cutting force significantly affects the entire system, including machines, tools, and jigs. The
chip shrinkage coefficient is an important parameter related to the variation of the chip
dimensions and is often used for qualitatively evaluating the plastic deformation of the
workpiece after machining [1].

Numerical simulation methods have proven effectiveness for understanding physical
models as well as for minimizing machining costs, based on predicting and inspecting
the effects of machining and geometrical parameters on the material machinability [2].
The finite element method (FEM) provided more detailed information about the cutting
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process, requiring a shorter calculation time and offering better flexibility for the cutting
conditions compared with the corresponding experiments [3]. Many studies have used
the three-dimensional (3D) FEM for simulating the machining process [4], because the
3D FEM enables to fully describe the complex machining process. However, owing to the
computational complexity of the 3D FEM, orthogonal two-dimensional (2D) FEM has been
widely used for analyzing machining-related phenomena. The orthogonal 2D FEM-based
cutting model is less computationally involved, while the simulation results are not affected.
Liu et al. [5] used an orthogonal 2D FEM-based cutting model of the milling process, which
simplified the 3D FEM-based model of the milling process proportionately and reasonably.
Converting 3D FEM-based to orthogonal 2D FEM-based simulations effectively reduced
the number of elements and improved the simulation time. Although orthogonal 2D
FEM-based simulations do not fully reproduce the geometric complexity and features of
the full 3D milling process, they are very helpful for providing detailed information about
the machining process [6].

To describe and explain the material chipping phenomenon using the FEM, a material
fracture criterion model for the material removal process should be established. This frac-
ture model is usually based on the relationship between the equivalent fracture strain and
stress triaxiality [7]. Okushima et al. [8] pioneered the application of the FEM to machining
processes, and several researchers have also used the FEM for describing various machining
processes [9]. Today, with the development of powerful large-capacity supercomputers,
commercial products in the field of the FEM-based simulations have been popularized
and widely used [10]. Researchers have investigated chip-formation mechanisms and
their characteristics related to the cutting conditions, using the FEM framework based on
the Johnson–Cook (J-C) fracture model [11]. The J-C and Bao–Wierzbicki (B-W) fracture
models are simple and useful models that use a combination of equivalent fracture plastic
strain criteria and determine their dependence on the stress triaxiality, strain rate, and
temperature [12].

Studies on the cutting force (F) and chip formation using FEM simulations have
been performed by various researchers [13]. Korkmaz et al. [14] used a 2D FEM-based
framework for studying the cutting force when turning martensitic stainless steel AISI
420. Their simulation results showed that the cutting force prediction is highly accurate
without performing too many machining experiments on difficult-to-cut materials with a
maximal deviation of 7% between the simulations and corresponding experiments. Leksy-
cki et al. [15] studied the cutting force and chip formation when 17-4PH stainless steel
was turned under different machining conditions. A 2D FEM-based model with the J-C
material failure model was used for simulating the cutting force, and the predicted and
experimental results agreed well. Hoa et al. [16] studied the cutting force when milling
an aluminum alloy, using a FEM-based framework with a 2D orthogonal cutting model.
The selected parameters for optimizing the cutting force for the A6061 material were ob-
tained at the cutting speed of 1000 m/min, the cutting depth of 1 mm, the relief angle
of 15◦, and the rake angle of 4◦. Munish et al. [17] simulated cryogenic-assisted turning
of AA2024-T351 aluminum alloy to measure cutting forces and temperature. Simulation
results were then verified with experimental data and showed very small deviation values
of 5.7% for cutting forces and 6.16% for cutting temperature. In another study, Munish
et al. [18] continued to demonstrate the accuracy and efficiency of the FEM model when
researching the cutting force and temperature during dry turning and cryogenic-assisted
turning of Ti6Al4V alloy. The deviations of the cutting temperature and cutting forces were
(5.54%, 3.74%), (5.18%, 3.358%), and (8.42%, 3.03%) under dry condition, LN2 and CO2
cooling one. SKD11 alloy steels are difficult to machine but are widely used in the mold
industry and in the automotive industry, owing to their strength, ductility, and rigidity
that enable high-temperature working conditions [19]. SKD11 alloy steels are difficult to
machine but are widely used in the mold industry and in the automotive industry. SKD11
alloy steels are used in high-temperature working conditions due to their strength, ductility,
and rigidity. SKD11 alloy steels are often machined using advanced methods, such as
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grinding or electric discharge machining. However, these methods have limitations owing
to their low material removal rates and expensive tools. Combining experimental and
numerical methods for studying material machinability when milling SKD11 alloy steels
is very meaningful for evaluating the influence of machining parameters on the output
parameters such as the chip formation, the chip shrinkage coefficient (K), and the cutting
force (F).

This study aimed to improve the ability to predict the cutting force (F) and chip shrink-
age coefficient (K) when milling SKD11 alloy steels based on the information obtained
from simulations and experiments on the cutting force. Preliminary milling experiments,
performed for various cutting speeds and depths, were conducted, for comparing, evalu-
ating, and validating the FEM-based model. The original J-C fracture model determined
from a simple experiment was established as the input data to the FEM-based simulation.
The FEM-based simulation results of the F and K were compared with those of the corre-
sponding preliminary experiments, revealing large discrepancies. A novel fracture model
was thus proposed to improve the predictions of the F and K. The model was based on
the relationship between the evolution of the simulated cutting forces with the equivalent
fracture strain and stress triaxiality at both positive/negative stress triaxiality elements of
the shear zone, and limited by the corresponding preliminary experimental cutting forces.
New fracture data in the space of the stress triaxiality and equivalent strain were added
into the fracture strain locus based on the comparison of the FEM-based force evolutions
at both positive/negative stress triaxiality elements and the corresponding preliminary
experimental F values. These novel fracture model data were adopted again in orthogonal
2D FEM-based simulation, and the results were compared and validated for preliminary
and more expanded experiments. The comparison revealed a significant improvement in
the prediction accuracy of the F and K based on the proposed fracture model.

2. Material
2.1. Chemical Compositions and Material Properties

SKD11 alloy steel (JIS-G4404 according to the Japanese standard) is commonly used in
mold processing [20]. This steel has high hardness, high compressive strength, high impact
toughness, and good deformation resistance. In addition, this steel has the ability to maintain
its hardness at a high temperature for a long time. Therefore, this steel is often used in the
fabrication of extrusion molds, plastic injection molds, pressure casting molds, and other
mechanical parts that require special properties. The chemical composition and physical
properties of the SKD11 alloy steel are presented in Table 1 [20] and Table 2 [21], respectively.

Table 1. Chemical compositions of SKD11 alloy steel (% mass) [20].

C Cr Mo Si Mn Ni V

1.4–1.6 11–13 0.7–1.2 ≤0.6 ≤0.6 - 0.15–0.3

Table 2. Material properties of SKD11 alloy steel [21].

Materials SKD11

Yield stress (MPa) 688
Tensile strength (MPa) 786

A (MPa) 84.332
B 41.265

Density (ρ kg/mm3) 8400
Elastic modulus (E, kN/mm2) 210

Poisson ratio (µ) 0.3
Thermal expansion coefficient (10−6/K) 11

Melt temperature Tm (K) 1733
Specific heat (J/kg.◦C) 461

Thermal conductivity coefficient (w/m.K) 20.5



Machines 2022, 10, 229 4 of 17

To determine the stress-strain curve of the SKD11 alloy steel, the samples of the tensile
specimens (according to the ASTM-E8/E8M standard, Figure 1a) were first machined
on the MORI SEIKI SL-250 SLANT BED CNC lathe. Tensile tests were then carried out
on a HUNGTA H-200A machine (Figure 1b) to describe the deformation behavior of the
SKD11 alloy steel. The true stress-strain curve was obtained, as shown in Figure 1c. Using
the method of the least squares (lsqcurvefit) in MATLAB, based on Voce’s hardening law
(Equation (1)) [22], the stress-strain equation was fitted. The hardening parameters are
listed in Table 2.

σ = σY + A
(

1− exp
(
−Bε

pl
eq

))
(1)

where, A and B are the plastic coefficients, while σ, ε
pl
eq, and σY correspond to the equivalent

stress, equivalent plastic strain without the elastic part, and tension yield stress, respectively.
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2.2. J-C Fracture Model

The J-C fracture model was initially used in our FEM-based simulations to monitor
the material removal progress, because it simultaneously considers the effects of strain,
stress triaxiality state, strain rate, and temperature for the SKD11 alloy steel elements, as
expressed by Equation (2).
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Here, ε f is the equivalent fracture strain, σ* is the stress triaxiality,
.
ε

pl

.
ε0

is the ratio of
the plastic to the reference strain rate, T, Tm and Tr are the current, the melting temperature,
and the reference temperature, respectively. The material constants Di (i = 1, 2, 3, 4, 5)
were obtained from the relationship between the equivalent fracture strain and stress
triaxiality, strain rate, and temperature, respectively (Table 3). The constants D1, D2, and
D3 in Equation (2) were determined by fitting the fracture strain curves at various stress
triaxiality levels, according to the tensile specimens (R0, R1, R2, R3) at the reference strain
rate, as shown in Figure 2. The D4 and D5 material parameters were obtained, respectively,
based on the effects of the strain rate and temperature on the equivalent fracture strain
(Figure 2b).

ε f = [D1 + D2exp(D3σ∗)]

1 + D4ln

 .
ε

pl

.
ε0

[1 + D5

(
T − Tr

Tm − Tr

)m]
(2)

Table 3. The coefficients of J-C fracture model for SKD11 alloy steel material.

D1 D2 D3 D4 D5

0.02975 0.5349 −3.5090 0.2112 2.1684

Figure 2. The equivalent fracture strain is based on (a) stress triaxility, (b) strain rate, and
(c) temperature.
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3. Experiments

The experimental setup for milling SKD11 alloy tool steels, for measuring the cutting
force, and for determining the chip shrinkage coefficient are presented in this section.

3.1. Experiment Setup

Figure 3a shows the experimental setup for the milling process of a rectangular SKD11
alloy steel workpiece. The HS Super MC500 CNC machine without a lubricant or coolant
(the “dry” condition) was set up for these experiments. The cutting tool (diameter, 40 mm)
had a carbide insert of APKT 1604PDR–GM. To avoid instabilities during milling, the
carbide insert was replaced with a new one after each experiment. In this study, the
effect of the tool wear was negligible, based on the relatively short milling time (10–20 s).
Milling was pretested several times to confirm the stability of the work-piece fixture system
concerning statistical fluctuations.

Figure 3. Experimental setup (a), cutting forces displayed on DASYlab software (b), and chip length
determination by 3D scanning (c).

3.2. Cutting-Force Measurement

This study used an orthogonal three-component cutting-force measuring device (Kisler
9257B; Kisler, Switzerland). A dynamometer was connected to a charge amplifier. The
cutting-force experimental data were saved to a computer using a data-acquisition system
(DASYlab 10.0). The experimental cutting-force graph with the components of the cutting
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forces is shown in Figure 3b. The red, blue, and pink curves are the X-, Y-, and Z-directional
cutting forces, respectively. The overall cutting force (F) is the cutting-force average,
determined using Equation (3).

F =
√

FX2 + FY
2 + FZ2 (3)

where FX, FY, and FZ are the X, Y, and Z directional cutting forces, respectively.

3.3. Chip Shrinkage Coefficient (K) Determination

The chip shrinkage coefficient is a valuable parameter to describe the machining
parameters’ effect on the deformability of metal and chip morphology [16]. The value of
the chip shrinkage coefficient depends on all the factors that affect the chip deformation,
including the mechanical properties of the workpiece material, the geometry of the cutting
tool, the machining parameters, and other cutting conditions. The material’s mechanical
properties have a great influence on K. When other cutting conditions are constant, the more
ductile the material, the weaker the bond between metal atoms, making the arrangement
of the metal lattice more easily destroyed. So, the metal will be more deformed when
machining. For machining parameters, including cutting speed, feed rate, and cutting
depth, the cutting speed has a great effect on K. When cutting speed increases, the contact
length between the chip and the rake face of the cutting tool is reduced, thereby reducing
friction and reducing K. As the cutting depth increases, the chip shrinkage coefficient
decreases because the chip deformation along the chip thickness is not uniform, the closer
the chip layer is to the cutting tool’s rake face, the greater the deformation. Therefore,
the thin chip has a larger K-value than the thick chip. K is an important parameter that
determines the progress of the cutting process, because the K changes lead to a change in
the cutting forces and the machined surface quality.

The plastic deformation of the material after machining was qualitatively evaluated
using the K values. This coefficient could be defined as the ratio of the length of the chip
cut (Lc) to the traveling distance of the tool along the work surface (L), or as the ratio of
the chip thickness (to) to the uncut chip thickness (t). However, determining the traveling
distance L of the tool along the work surface is very complicated; thus, the experiments for
determining K often utilized the chip mass, as shown in Equation (4).

K =
1000Q
ρl frt

(4)

where Q, ρ, fr, l, and to are the chip mass (g), the material density (g/cm3), the feed rate
(mm/rev), the chip length (mm), and the cutting depth (mm), respectively.

To determine the K with high accuracy, the chip mass was measured using a Japanese
AND HR-200 microscale, and the chip length was measured using a 3D scanning method
based on GOM Inspect Professional software (Figure 3c).

Primary experimental results of determining the F and K at different cutting speeds
and depths are presented in Table 4.

Table 4. The cutting force and chip shrinkage coefficient in primary experiments.

Exp. No. V
(m/min)

t
(mm)

FE
(N) KE

1 190 0.5 54.833 1.5312
2 235 1 100.435 1.4594
3 280 1.5 136.112 1.5089
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4. Finite Element Simulations
4.1. FEM-Based Model

As mentioned above, analytical methods that use experiments for determining the F
and K in machining require complex experimental equipment and are difficult to arrange
during machining. Given this, FEM-based approaches have become very useful for simu-
lating machining processes, thereby enabling the analysis of the influence of parameters
such as the cutting speed and depth on the F and K.

In this study, orthogonal 2D FEM-based simulations of chip formation during the
milling of SKD11 alloy steels were performed using Abaqus/Explicit numerical simulation
software (Figure 4a). The FEM formed (CPE4RT) elements are suitable for combined
temperature-displacement calculations. To separate the chips from the workpiece, the J-C
fracture model was adopted for all FEM elements to delete separated elements when their
value reached 1 unit based on the fracture criterion. The uncut chip thickness varied in
the 0.5–1.5 mm range. The cutting speed direction was parallel to the workpiece. The
workpiece was fixed on the bottom, left, and right sides, to resist both vertical and horizontal
movements. The tool-chip friction was established based on Coulomb’s law of friction. 

 

 
(a) (b) 

 
 

(c) 

 
(d) 

 
 

         V = 190 m/min, t = 0.5 mm                           V = 235 m/min, t = 1.0 mm                           V = 280 m/min, t = 1.5 mm       

Figure 4. 2D FEM-based framework in preliminary milling (a), FEM chip thickness measurement
(b), chip formation (c), and evolution of F based on the reference points of the cutting tool in FEM
corresponding to preliminary experiments (d) at various cutting conditions.
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4.2. Cutting Force (F) and Chip Shrinkage Coefficient (K) Determination

In this study, the milling process was modeled using the orthogonal 2D FEM-based
framework. The J-C fracture model was used for simulating the milling process of the
SKD11 alloy steel for determining the F and K. The FEM-based simulations were advanta-
geous for determining the F and K without using complicated equipment. However, it was
necessary to validate the model-based predictability of the J-C fracture criterion.

The FEM-based simulations readily yielded the F based on the reference node point
of the cutting tool. The simulated K was calculated based on the ratio between the chip
thickness and uncut chip thickness, using Equation (5) [23], and was easily measured
using the FEM-based model, as shown in Figure 4b. Figure 4c shows the chip formations
corresponding to the preliminary experiments in Table 4.

K =
to

t
(5)

where t and to represent the uncut chip thickness and the chip thickness, respectively.
Preliminary experiments with various cutting conditions were simulated using the

FEM-based framework, for predicting the F and K values (Figure 4). The predictive power
of the J-C fracture model was first validated by comparing the F and K values obtained from
the model simulations with those that were obtained from the corresponding preliminary
experiments. Figure 4d shows the evolution of the F in the simulation corresponding
to several preliminary experiments. The resulting cutting force (FS1) and chip shrinkage
coefficient (KS1) values, obtained from the FEM-based simulations, are summarized in
Table 5. The discrepancies of the F and K values across the simulations and corresponding
experiments were calculated and compared for evaluating the predictive power of the J-C
fracture model, as shown in Equations (6) and (7), respectively.

∆FS =
|FE − FS1|

FE
· 100% (6)

∆KS =
|KE − KS1|

KE
· 100% (7)

where ∆FS and ∆KS are the discrepancies of the simulated F and K values, relative to the
values obtained in the corresponding experiments; FE, FS1, KE, and KS1 are the experimental
F, the simulated F, the experimental K, and the simulated K, respectively.

Table 5. The experimental and corresponding simulation data.

No. V
(m/min)

t
(mm)

to
(mm)

FE
(N)

FS1
(N)

∆F1
(%) KE KS1

∆K1
(%)

1 190 0.5 0.896 54.833 61.107 11.44 1.5312 1.7920 17.03
2 235 1 1.647 100.435 107.746 10.57 1.4594 1.6470 12.85
3 280 1.5 2.471 136.112 156.214 8.71 1.5089 1.6473 9.17

Table 5 also presents the discrepancies between the simulation and experimental
results, based on the predictive power of the J-C fracture model. Preliminary observations
of the effects of the cutting depth and speed on the F and K are shown in Figures 5a and 5b,
respectively. Figure 5 also shows that the F increased, and the K changed insignificantly
when the cutting depth and speed were increased simultaneously. Comparing the results
for the discrepancy between the simulations and the corresponding experiments revealed
rather large differences. The largest and smallest relative differences for the cutting force
and chip shrinkage coefficient were 11.44%/8.71% and 17.03%/9.17%, for the larger/smaller
cutting speed and depth, respectively. The large deviation between the simulation results
and the corresponding preliminary experimental results indicated that the utilized FEM-
based simulation based on the J-C fracture model did not accurately predict the quantities
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of interest. Therefore, it is necessary to improve the predictability of the fracture model,
especially the fracture strain evolution occurring in the shear zone in the space of stress
triaxiality and equivalent strain.

Figure 5. Comparison of the F (a) and K (b) between simulation and corresponding preliminary
experiments based on the J-C fracture model.

5. Modification of the FEM-Based Model

Figure 6a shows the evolution of the chip formation in original FEM-based simulations,
based on the J-C fracture model. As shown in Figure 6a, when the cutting tool impacted the
workpiece, the uncut chip thickness was separated along the clearance surface of the cutting
tool. The mesh elements in contact with the rake surface of the cutting tool were deformed
and then removed when reaching the fracture condition of the J-C model (Stage 1). Some
mesh elements in contact with the clearance surface were deformed and deleted when the
J-C fracture condition was satisfied (Stage 2). However, the damage at the chip thickness
tangent to the clearance surface was uncontrolled, leading to an unstable predictive cutting
force, and the measurement of the chip was also affected (Stage 3). Therefore, this study
proposes a meshing elemental model for the chip, fracture layer, and based workpiece,
as shown in Figure 6b. The boundary conditions of the developed machining model are
also shown in Figure 6b, where the cutting tool is fixed in the vertical direction and can be
moved horizontally by the reference point. The workpiece is only fixed at the base edges;
therefore, the chip layer can freely deform at the top and first-side edges.

To improve the contact between the cutting tool and the workpiece during simulations,
a workpiece model consisting of the following three geometric parts (Figure 6b) was
developed: (1) the chip without fracture occurrence, (2) the separated layer (fracture layer)
between the chip and workpiece, and (3) the base workpiece. Part 2 acts as a fractured
layer and interacts directly with the cutting tool. This layer is modeled by three meshed
elements, and its total thickness should be greater than the cutting edge radius. The cutting
edge of the cutting tool is aligned to separate the fracture layer into two distinctly different
mesh elements. The upper mesh element contacts the clearance surface, while the lower
mesh element contacts the rake surface of the cutting tool. The chip formation consists of
elements in the uncut chip thickness without any fractures.
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Figure 6. The evolution of chip formation in original FEM-based framework (a) and schematic
diagram of the proposed FEM-based framework in machining (b).

5.1. Proposed Method for the Modified Fracture Model

As shown in Figure 7a, during the FEM-based simulations without deleting the mesh
elements at the fracture layer, the strain path of the element contacting the clearance surface
was located at the negative stress triaxiality side, while the element in contact with the
rake surface tended to move to the positive stress triaxiality side in the space of the stress
triaxiality and equivalent strain. The positive stress triaxiality elements were deleted
when their strain paths reached the fracture limit curve of the J-C model. Meanwhile,
the mesh elements in contact with the clearance surface were excessively deformed. This
phenomenon occurred because the J-C fracture model yielded very high values on the
negative stress triaxiality side.
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Figure 7. Strain paths of mesh elements at fracture layer (a), proposed methods to determine fracture
model: the F vs. equivalent strain (b), fracture strain positive/negative stress triaxiality elements (c),
and fracture locus vs. various strain paths (d).

This study took advantage of the FEM-based simulation results at positive/negative
stress triaxiality elements, and combined them with the obtained preliminary experimental
forces for calibrating the fracture model. The simultaneous relationship between the
FEM-simulated F and the equivalent strain at positive/negative stress triaxiality elements
could be obtained and formulated using Equation (8). The force equation parameters
were determined using the method of the least squares (lsqcurvefit) in MATLAB, and the
results are listed in Table 6. The curves for the FEM-simulated F versus equivalent strain at
positive/negative stress triaxiality elements and for various cutting conditions are shown
in Figure 7b. Figure 7c shows the equivalent fracture strain determination by comparing
the evolution of the FEM-simulated cutting forces with the averages of the corresponding
preliminary experimental cutting forces, for example, in the case of V = 280 mm/min
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and t = 1.5 mm. Here, the F obtained for both mesh elements in the positive/negative
stress triaxiality when reaching the fracture criterion should be the same and equal to the
average value of the corresponding preliminary experimental cutting forces. Therefore,
the intersection points of the experimental average F with the evolution equations of both
positive/negative stress triaxiality elements could be solved or easily obtained by drawing
a line perpendicular to the horizontal axis for determining the equivalent fracture strains
(Figure 7c). The proposed fracture model in the shear zone was defined as the contour of
the intersection points between the strain paths and the corresponding equivalent fracture
strain from all the elements obtained from the preliminary FEM-based simulations, as
shown in Figure 7d. This proposed fracture model was then used for demonstrating
improved prediction of the F and K, as detailed in the next section.

F = G · exp
(

H · εpl
eq

)
+ L · exp

(
M · εpl

eq

)
(8)

where G, H, L, and M are the force equational parameters.

Table 6. Cutting force equational parameters.

Stress Triaxiality Elements

Cutting Conditions V = 190 m/min
t = 0.5 mm

V = 235 m/min
t = 1.0 mm

V = 280 m/min
t = 1.5 mm

Parameter Positive Negative Positive Negative Positive Negative
G 43.08 42.55 101.7 2196 −252.2 2188
H 0.088 0.125 −0.047 −0.689 −1.519 −0.6897
L −41.21 −38.03 −108.6 −2195 239.1 −2192
M −5.63 −3.89 −3.164 −3.164 −0.206 −08312

5.2. Validation of Proposed Fracture Model

The proposed fracture model was incorporated into FEM-based simulations for pre-
dicting the F and K when machining SKD11 alloy steels with the corresponding cutting
parameters. The chip formation phenomena under various cutting conditions are shown in
Figure 8a, and the corresponding FEM outputs are listed in Table 7. Figure 8a shows that the
mesh elements in the fracture layer were uniformly deformed at both the positive/negative
stress triaxiality elements under all preliminary cutting conditions. The FEM-simulated
cutting force evolution results for the preliminary machining tests are shown in Figure 8b.
The discrepancies between the simulated and corresponding experimental values of the F
and K are also listed in Table 7 and shown in Figures 8c and 8d, respectively. The compari-
son results show that the predictive power of the proposed fracture model for the F and
K determination clearly improved after the model revision. The largest discrepancies for
the F and K decreased from 11.44% to 4.60% and 17.03% to 3.87%, respectively. From the
comparison results (Table 7 and Figure 8c,d), it can be concluded that the deviations of the F
and K values were significantly reduced using the proposed fracture model, compared with
the original J-C fracture model. The FEM-based simulation results based on the proposed
fracture model are more concordant with the corresponding preliminary experimental data.
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Figure 8. New FEM chip formation at various cutting conditions (a), evolution of cutting force based
on modified fracture model (b), the comparison between simulation/corresponding preliminary
experiments based on the proposed fracture model of the F (c) and K (d).

Table 7. The FE simulation data-based modified fracture model compared with corresponding
experiments.

No. V
(m/min)

t
(mm)

FE
(N)

FS2
(N)

∆F2
(%) KE KS2

∆K2
(%)

1 190 0.5 54.833 52.312 4.60 1.5312 1.4720 3.87
2 235 1 100.435 97.561 0.12 1.4594 1.4350 1.67
3 280 1.5 136.112 147.789 2.85 1.5089 1.4693 2.62

5.3. Verification of Proposed Fracture Model

To verify the proposed fracture model, we conducted additional FEM-based simula-
tions for predicting the F and K, using various extended cutting speeds and depths. In
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which, six experiments are presented as shown in Table 8, which are established to achieve
generalizability at full 2 × 3 levels of cutting speeds and cutting depths. The additional
predicted values were compared with the values obtained in the corresponding experi-
ments. Table 8 and Figure 9 show the new set of cutting speed and depth parameters, along
with the F (Figure 9a) and K (Figure 9b) values that were determined from these additional
simulations and their corresponding experiments; the corresponding discrepancies are also
shown. The comparison results showed that the additional predictive values of the F and
K based on the proposed fracture model agree well with the corresponding experimental
data. The maximal predicted discrepancies between the simulations’ results and their
corresponding experimental results were 5.29% and 5.08%, respectively, for the F and the K
at experiment number 6. These results reconfirmed that the proposed fracture model yields
highly accurate predictions in simulations of SKD11 alloy steel machining.

Table 8. The new set of experiments and FEM simulation results based on the proposed fracture model.

Exp. No. V
(m/min)

t
(mm)

FE
(N) KE

FS2
(N) KS2

∆FS2
(%)

∆KS2
(%)

1 190 1 96.201 1.4354 94.322 1.3770 1.95% 4.07%
2 190 1.5 136.121 1.4821 133.915 1.4520 1.62% 2.03%
3 235 1.5 136.1122 1.4396 139.783 1.5100 2.70% 4.89%
4 235 0.5 55.03434 1.4012 54.954 1.3540 0.15% 3.37%
5 280 0.5 54.639 1.4662 56.845 1.4860 4.04% 1.35%
6 280 1 97.123 1.4623 102.257 1.3880 5.29% 5.08%

Figure 9. The comparison of the F (a) and K (b) between experiments and FEM simulation based on
the proposed fracture model.
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6. Conclusions

This paper presented a combined experimental and simulation study for predicting
the cutting force (F) and chip shrinkage coefficient (K) when milling SKD11 alloy steels.
Pilot experiments were performed for measuring the F and K corresponding to the prelimi-
nary cutting mode parameters. The K values were accurately determined by measuring
the length and weight of the chips using the 3D scanning technology and a microscale,
respectively. The original J-C fracture model was adopted and using the model the dis-
crepancy between the FEM-based simulation results and the results of their corresponding
preliminary experiments was evaluated. The compared results suggested an inaccurate
prediction of the F and K, with the highest relative deviations of 11.44% and 17.03%, re-
spectively. To overcome this problem, a method was proposed for improving the fracture
model and incorporating it into FEM-based simulations of the SKD11 alloy steel milling.
The proposed method utilized the evolution of the cutting forces versus equivalent strain
in combination with the average values of the experimental cutting forces for determining
new fracture data of the fracture strain locus in the space of the stress triaxiality. The
proposed fracture model was validated and verified for preliminary and extended cutting
speeds and depths. Comparison of the FEM-based simulation results by modified J-C
model and their corresponding experimental results indicated good agreement with the
highest deviation of the cutting forces and the chip shrinkage coefficients were 5.29% and
5.08%, respectively.
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Nomenclature

σ, ε
pl
eq, σ ∗ = equivalent stress, equivalent strain, stress triaxiality

A, B = plastic coefficients
Di (i = 1, 2, 3, 4, 5) = The material constants
F = the synthetic cutting force
Fx, Fy, Fz = three the cutting forces components
t, to = the uncut and actual chip thickness
V, fr, t = cutting speed, feed rate, cutting depth
K= chip shrinkage coefficient
Q = mass of the chip
ρ = destiny of the workpiece material
G, H, L, M = force equational parameters
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