
 

 

 

 
  

 

 
 
 
 
 
 

 
 

 
 
 
 

 
 

 
 
 

 
 
 
 
 

A Study of Faculty Data Curation 
Behaviors and Attitudes at a 
Teaching-Centered University 

Jeanine Marie Scaramozzino, Marisa L. Ramírez, and 
Karen J. McGaughey 

Academic libraries need reliable information on researcher data needs, 
data curation practices, and attitudes to identify and craft appropriate 
services that support outreach and teaching. This paper describes in
formation gathered from a survey distributed to the College of Science 
and Mathematics faculty at California Polytechnic State University, San 
Luis Obispo (Cal Poly), a master’s-granting, teaching-centered institution. 
There was a more than 60 percent response rate to the survey.The survey 
results provided insight into the science researchers’ data curation aware
ness, behaviors, and attitudes, as well as what needs they exhibited for 
services and education regarding maintenance and management of data. 
It is important that professional librarians understand what researchers 
both inside and outside their own institutions know so that they can col
laborate with their university colleagues to examine data curation needs. 

ata curation has been defined 
as “the active and ongoing 
management of data through 
its life cycle of interest and 

usefulness to scholarship, science, and 
education … [including] activities [that] 
enable data discovery and retrieval, main-
tain its quality, add value, and provide for 
reuse over time, and this new field includes 
authentication, archiving, management, 
preservation, retrieval, and representa-
tion.”1 There is a growing demand by 
taxpayers, government funding agencies, 
and researchers for open access to data 

sets. Increased access to research data 
will allow for verification and replication 
of results, provide a foundation for ad-
ditional research, and increase the overall 
transparency of science. Data curation 
needs will only become more acute as 
granting agencies such as the National Sci-
ence Foundation (NSF) require research-
ers to deposit underlying data sets along 
with their published research.2 There are a 
number of initiatives currently focusing on 
the development of infrastructure for and 
management of massive data sets such as 
the NSF-funded DataNet Initiative. 
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Major scientific journals including Sci-
ence and Cell are also developing policies 
addressing the submission of data sets. 
These policies include allowing, rec-
ommending, or requiring data sets as 
supplements to completed manuscripts; 
requiring the data sets to be freely acces-
sible to colleagues; suggesting that data 
sets be placed in public depositories; 
and requiring links, accession numbers, 
and other identifiers that provide clues 
to the location of data. Interestingly, 71 
percent of large publishers (publishers 
that produce more than 50 journals) and 
57 percent of small publishers (publishers 
that produce less than 50 journals) allow 
authors to submit underlying data with 
their publication.3 It is interesting to note 
that these publishers, large and small, 
produce 94 percent of all for-profit and 
open access journals. However, though 
publishers may allow for the submission 
of the data, there are almost no guidelines 
or details concerning formatting or other 
data curation issues such as licensing. 

The careful stewardship of the under-
lying research data used in publications 
is critical, particularly when considering 
projects in interdisciplinary domains such 
as environmental science and climate 
change. Cross-disciplinary endeavors 
are dependent upon access, discovery, 
and interoperability of data sets drawn 
from a variety of sources. However, 
past studies indicate that most scholars 
do not have the knowledge required to 
manage their data effectively.4 Macdon-
ald and Martinez-Uribe (2010) cite two 
recently published reports that illustrate 
this disconnect: Oxford’s Scoping Digital 
Repository Services for Research Data 
Management (2009) and RIN’s Patterns 
of Information Use and Exchange: Case 
Studies of Researchers in the Life Sciences 
(2009).5 These studies outline the gaps in 
researchers’ and scholars’ knowledge of 
data curation issues. Currently, research-
ers who want to submit and share their 
data lack guidance and training. 

Given the lack of data curation aware-
ness in most disciplines, academic librar-

ies have a remarkable opportunity to ap-
ply traditional strengths toward collecting 
and organizing digital research content. 
According to Choudhury, data curation 
practices for libraries include viewing 
“data as collections; data as services; 
librarians as data scientists; and data 
centers as the new library stacks.”6 It is 
therefore crucial for libraries to better un-
derstand how science researchers collect, 
record, and disseminate knowledge and 
to understand more clearly the library’s 
role in managing data assets effectively. 
There is a significant relationship between 
scientific study and scholarly communica-
tion. Examination of data management 
issues will enable a deeper understand-
ing of how libraries can meet researcher 
needs and how librarians might develop 
relationships with other data resource 
providers to facilitate richer, more robust 
services.7 This is particularly important 
given the increasing competition for re-
search funding within the Science, Tech-
nology, Engineering, and Mathematics 
(STEM) fields.8 

A better understanding of researcher 
needs and the library’s role in data 
management will not only increase the 
production of data but will also address 
patron needs associated with access to 
data. Patrons’ increased needs for digital 
data assets will influence the selection of 
library resources and services, resulting in 
the transformation of librarians into data 
scientists and libraries into data centers.9 

These data centers may deliver a variety 
of services, including data curation educa-
tion, short-term storage, long-term stor-
age, active partnerships with scientists 
during data creation, and the creation of 
local, national, and international consortia 
data networks. 

Many academic libraries have infra-
structure such as institutional reposito-
ries in place to support the acquisition 
and delivery of locally created digital 
content. These repositories are the foun-
dational infrastructure that libraries can 
build upon to serve data needs. Because 
“librarians can put researchers in touch 
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with standards applicable to their needs, 
create a plan for managing the lifecycle of 
the data in compliance with their grants, 
create organizing strategies for documen-
tation, files, backups and more,” libraries 
are uniquely poised to provide support 
and education on the proper curation 
of scientific data sets.10 Scientists should 
not be left to manage digital data on their 
own; instead, “librarians will have to step 
forward to define, categorize, and archive 
the voluminous and detailed streams of 
data generated in experiments.”11 Many 
large research universities such as Pur-
due, Johns Hopkins University, and the 
University of California at San Diego are 
investigating institutional approaches to 
data curation, including the exploration 
of the role, infrastructure, and services 
the library should provide for massive 
data sets generated by researchers. How-
ever, data management practices within 
teaching-centered institutions have not 
been extensively explored. 

As a member of the CSU system, Cali-
fornia Polytechnic State University, San 
Luis Obispo (Cal Poly) has historically 
been viewed as a teaching institution. 
Within the past 30 years, there has been 
a gradual shift from a teaching model to 
a “teacher-scholar model,” where faculty 
are not only required to teach but are also 
required to conduct research as part of 
their retention and promotion process. 
Cal Poly recently stated, “faculty schol-
arship, research and creative activity are 
essential components of the CSU’s teach-
ing-centered mission.”12 Given this new 
teacher-scholar model and the increased 
focus on campus research productivity, 
a study of Cal Poly’s College of Science 
and Mathematics (COSAM) faculty was 
undertaken to determine scientists’ cur-
rent data management activities, assess 
scientists’ level of awareness of data 
curation issues, identify gaps in scien-
tists’ understanding of best practices for 
maintenance and management of data, 
and identify education or service oppor-
tunities that could enhance and support 
scientists’ data management practices. 

Background 
Data is the essential raw material of 
science and a valuable asset on an insti-
tutional, disciplinary, and national scale 
with tremendous potential for integration 
and reuse.13 Scientific data sets are often 
categorized into two groups: data from 
“Big Science” and data resulting from 
“Little Science.”14 Big Science describes 
large-scale research efforts characterized 
by massive budgets, expensive machines, 
extensive laboratories, and large numbers 
of collaborators.15 Little Science contains 
some elements of Big Science, but in 
comparison to Big Science, Little Science 
operates on “shoestring budgets by un-
known pioneers.”16 

Little Science and Big Science enjoy a 
mutual symbiotic relationship in which 
both benefit from the activities of the 
other, making it critical to study the data 
curation needs of small-scale as well as 
large-scale research projects. Little Science 
(i.e. Small Science) stands to benefit most 
from a concerted data curation effort since 
Small Science research communities tend 
to be heterogeneous in the methods and 
data types applied, without uniform or 
widely applied data standards, and are 
not supported by disciplinary reposito-
ries.17 In fact, Small Science is predicted 
to generate two to three times more data 
than Big Science in upcoming years, cre-
ating a pressing and heretofore unrecog-
nized need for the advancement of data 
curation best practices.18 Libraries and 
librarians now have the unprecedented 
opportunity to provide the necessary 
stewardship in the data curation process. 

Scientists and scholars are increasingly 
generating vast amounts of digital content 
in the form of learning materials, publica-
tions, and research data, yet data in digital 
form is extremely fragile due to limited 
standards for and adoption of good prac-
tices.19 Most academic libraries support 
the delivery and maintenance of text-
based collections in a variety of print and 
digital formats, as well as the management 
and delivery of images, multimedia files, 
sound, maps, and various other artifacts of 

http:tices.19
http:practices.18
http:collaborators.15
http:reuse.13


   

 
 

 
 
 
 
 
 
 

 
 

 
 
 

 

 
 
 

 
 
 

 
 
 
 

 

 

  
 

 

 

 
 

  
 

 

 
 

 
 

  

 

 
 

 
 
 
 

 

 

 
    

 
 

 

352 College & Research Libraries July 2012 

research and culture.20 University libraries 
are increasingly recognizing that patrons 
have as-yet unmet needs for the manage-
ment of research data sets. Libraries are 
being called upon to provide value-added 
services to meet the needs of academic 
user groups and their corresponding data 
communities. These value-added services 
include engaging with scientists during 
research production cycles; supporting 
data handling and management; facilitat-
ing data deposition; data literacy training 
and support; collaborating with various 
offices like campus IT and the grants de-
velopment office; applying the theory and 
tools of library and information science 
to maximize the usefulness of research 
data; offering services for collection de-
velopment; representing and linking sup-
porting data management and scholarly 
communication needs at the beginning of 
the research process; and facilitating data 
organization, preservation, and reuse.21 

Some libraries have taken steps to de-
velop consultation and referral services 
and to provide technological support 
systems for publishing data. The same 
libraries also have taken steps to advocate 
for responsible and open access to data, 
while cultivating campuswide partner-
ships to ensure data stewardship.22 Many 
institutions have begun to create positions 
for digital data librarians and subject 
data librarians in such areas as chemistry, 
natural sciences, and GIS. Others now 
require that subject specialists be versed 
in data curation, perform campus needs 
assessments as part of their regular duties, 
and support the education of their fellow 
librarians about data curation.23 Cultural 
and financial barriers must be removed 
to support a new sustainable distribution 
of labor and tasks between data authors, 
digital curators, data managers, and 
data users.24 The key challenges facing 
many research libraries are both tangible 
and social in nature: lack of money and 
resources, lack of faculty interest, lack of 
shared campus values, and the unwill-
ingness of library staff to be retrained to 
manage data.25 

Technologies such as cloud computing, 
augmented and virtual reality, discovery 
tools, open source software, and new 
social networking tools affect nearly all 
library operations.26 These new technolo-
gies expand the capacity and ability to 
“collect” data sets, compelling libraries 
to find new ways to support advances 
in research and various educational 
services.27 It is crucial that libraries seize 
this valuable opportunity to become 
recognized as data curation resources in 
campus communities. 

Approach and Motivation 
A number of research universities, includ-
ing MIT and Cornell, have programs in 
which their libraries play significant roles 
in Big Science data creation and mainte-
nance processes. Meanwhile, librarians 
at teaching-centered universities like Cal 
Poly need to gain further insight into sci-
entists’ attitudes and activities in relation 
to smaller scale data creation and manage-
ment. As the data output from the Small 
Science researchers grows, a greater un-
derstanding of researcher needs will better 
inform the approach and nature of data 
services offered to faculty by the library. 

Previous research on faculty data man-
agement activities range from data audits 
used to capture a snapshot of campus 
technology solutions and digital assets, 
needs assessments designed to better 
understand the scope of training, manage-
ment and data preservation concerns, and 
data case studies that use interviews to 
develop a depth of understanding of data 
creation practices in specific disciplines 
or fields.28-30 While these studies provide 
insight into digital data management 
and activities, there are some gaps to fill. 
Data audits provide a snapshot of tech-
nological assets available on a campus; 
but, given the speed of technological 
change, audits have limits in their ability 
to direct data services and are specific to 
the campus at which the audit was con-
ducted. Data curation needs assessments, 
typically targeting faculty and research-
ers, provide insight into researcher data 

http:services.27
http:operations.26
http:users.24
http:curation.23
http:stewardship.22
http:reuse.21
http:culture.20
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curation behaviors, but the studies often 
have low response rates, thus making 
it difficult to draw broad conclusions. 
Data case studies like the Purdue Data 
Profiles provide a deep understanding 
of disciplinary data practices based on 
detailed interviews with individual fac-
ulty. However, given the individual and 
descriptive nature of case studies, some 
findings may be specific to the discipline 
or university, thus limiting the utility of 
the results and their applicability outside 
a very specific domain. The Purdue Data 
Profiles Researchers themselves have 
stated that “this is not a statistical study 
(the sample size is neither large nor 
randomized) or a comprehensive needs 
assessment but it is a ‘deep dive’ that al-
lows for valuable insights and establishes 
an anchor point for more generalized 
research in the future.”31 

This study focuses on research per-
formed by teacher-scholars and intends to 
provide insight into current Small Science 
data curation practices at Cal Poly. Faculty 
may believe they are informed about data 
curation, but in practice they may not be 
using optimal methods to reuse and pre-
serve their data. This statistical, compara-
tive survey of faculty data curation percep-
tions and behavior will inform libraries of 
current faculty activities and identify data 
curation knowledge gaps and strengths. 

Methods 
The Cal Poly faculty survey was designed 
to address three major areas of interest 
within data curation: (a) data preserva-
tion; (b) data sharing; and (c) educational 
needs. These are explained below. 

Data Preservation 
Data preservation encompasses all of the 
activities/behaviors that faculty use to 
preserve both active and past research 
data. The authors identified six main 
components of the act of data preserva-
tion: (1) the existence of a responsible 
data management party; (2) data backup; 
(3) funding for data preservation within 
grants; (4) data migration to new tech-

nologies; (5) data reuse by the individual 
researcher; and (6) the existence of data 
preservation plans. 

Data Sharing 
Data sharing was defined as the act of 
sharing data with other researchers and 
was assessed using components (7) and 
(8): creation of metadata, and data reuse 
by others. 

Educational Needs 
Of interest here is what faculty believe are 
their needs for data curation education. 
This was assessed with component (9): 
education on data curation best prac-
tices. In addition, educational needs were 
identified based on faculty weaknesses 
discovered in the survey. 

Survey 
The survey was conducted between April 
2 and April 22, 2010 at Cal Poly. Cal Poly is 
a nationally ranked, four-year public insti-
tution with just over 19,000 students (ap-
proximately 95% undergraduate and 5% 
post-baccalaureate/graduate) and 1,235 
faculty (including part-time faculty).32 

It is one of the 23 campuses in the CSU 
system and emphasizes comprehensive 
undergraduate education. 

After IRB approval, survey invitations 
were e-mailed to all 331 College of Science 
and Mathematics (COSAM) faculty.33 At 
Cal Poly, COSAM consists of the depart-
ments of Biology, Chemistry, Kinesiology, 
Mathematics, Physics, Statistics, Liberal 
Studies, and the School of Education. The 
e-mail invitation, sent on April 2, 2010, 
included a brief description of the goals of 
the survey, a link to the online survey, and 
information regarding a gift card incen-
tive for completing the survey. An e-mail 
reminder was sent out one week after the 
survey was launched. The survey received 
the full support of the COSAM dean and 
seven department chairs. The dean also 
sent out a personal message supporting 
this research following the initial survey 
invitation. Similar messages were sent by 
each of the department chairs. The level 

http:faculty.33
http:faculty).32
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of interdepartmental cooperation 
may have contributed to the high 
response rate. 

Of the 331 faculty to whom 
survey invitations were sent, re-
sponses were filtered to include 
only science faculty from the 
Biology, Chemistry, Kinesiology, 
Mathematics, Physics, and Sta-
tistics departments who engaged 
in data collection in the course of their 
research. Our analysis focused exclusively 
on the 131 tenured or tenure-track faculty 
(assistant, associate, and full professor 
status, thus filtering out research assis-
tants, lecturers, and emeritus faculty).34 

As part of the Cal Poly teacher-scholar 
model, tenure-track and tenured faculty 
at all levels are expected to engage in 
professional development programs that 
demonstrate external validation (such 
as publishing in peer-reviewed journals 
and/or obtaining grant funding). These 
individuals would be the most likely to 
participate in active research programs 
and would have the greatest need for data 
curation education, making their attitudes 
most relevant. The resulting sample in-
cluded 82 respondents out of 131 eligible 
faculty, for a 62.6 percent response rate. 
Table 1 shows response rates by academic 
rank. Table 2 shows response rates for 
each academic department. 

The survey was composed of eighteen 
questions that were developed to collect 
information on current and past data 
management practices/behaviors, as 

TABLE 2 
Response Rates by Academic Department 

Department Number 
Responding 

Total in Each 
Department 

Response 
Rate 

BIOLOGY 15 30 50% 
KINESIOLOGY 8 11 73% 
CHEM/BIOCHEM 15 26 58% 
PHYSICS 17 29 59% 
MATHEMATICS 17 34 50% 
STATISTICS 10 14 71% 

TABLE 1 
Response Rates by Academic Rank 

Rank Number 
Responding 

Totals in 
COSAM 

Response 
Rate 

ASSISTANT 32 53 60% 
ASSOCIATE 26 38 68% 
FULL 24 49 49% 

well as opinions/attitudes regarding data 
management best practices. Specifically, 
a survey map was constructed to pair 
faculty behavior and attitude questions 
addressing the three areas of interest 
mentioned previously: (a) data preserva-
tion; (b) data sharing; and (c) educational 
needs. Question pairing was done to 
enable the evaluation of inconsistencies 
between what faculty members believe 
is important and what they are actually 
doing with their data (see figure 1). 

The frequency of current and past 
behaviors for components (3)–(9) were 
measured using a 5-point Likert scale (Al-
ways, Frequently, Occasionally, Rarely, 
Never). Attitude questions for compo-
nents (3)–(9) were measured using a 
dichotomous response (Yes/No) with an 
option to select “Don’t know” or “Not 
applicable” if the respondent had no 
knowledge regarding the question or 
believed the question was not applicable 
to his/her data collection experiences. 
Questions for behavior and attitude for 
components (1) and (2) allowed respon-
dents to “select the top two” from a given 
list of answer choices, since answers to 

these questions could 
be dependent upon the 
specific research project 
in which the researcher 
was engaged. The survey 
format, question word-
ing, length of the survey, 
use of an incentive, and 
use of an online survey 
tool, Survey Monkey, 
were all considerations 
in the construction of 
the survey. The research-
ers aimed to reduce the 

http:faculty).34
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FiguRE 1 
Survey Questions Were Employed to Determine Faculty Behaviors and 

Attitudes as They Relate to Data Curation Activities 
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burden on respondents in an effort to 
increase the response rate and eliminate 
bias. The survey had built-in skip logic 
that made sure that respondents only saw 
relevant questions. 

The survey was pretested on a repre-
sentative group of nine Cal Poly COSAM 
science faculty and department chairs. 
Changes were made to the survey format 
and question wording was updated to 
reflect concerns and eliminate points of 
confusion as indicated by the pretesters. 
While appropriate measures were taken 
to reduce any potential sources of bias, 
with a response rate of 62.6 percent there 
is the possibility of bias due to nonre-
sponse. The individuals who did not 
respond to the survey may have answered 
differently from those who did respond 
to the survey. Additional sources of bias 
may have been introduced by allowing 
individuals to skip questions, scroll back-
ward and forward, change their answers, 
and exit at any time. 

Results 
This section is divided into three subsec-
tions: (a) data preservation; (b) data shar-
ing; and (c) educational needs. 

Data Preservation 
Component (1) addresses the existence 
of a responsible data management party 
for the preservation of both current (ac-
tive) research and past research data. 
Respondents were asked to select up to 
two entities that are directly responsible 
for the management of both active and 
past research data. Figure 2 shows the 
results for both active and past research 
data. For active research, 93 percent of re-
spondents report that they are personally 
responsible for the management of their 
data, with another 40 percent indicating 
that an undergraduate student may be 
responsible. For past research data, 97 
percent report that they are personally 
responsible for data management, while 
40 percent indicate that no one was re-
sponsible. When asked who should be 
directly responsible for the long-term 
management of their data, 95 percent of 
respondents believe they should be per-
sonally responsible (see figure 3). Inter-
estingly, faculty generally do not believe 
that entities such as libraries, campus IT, 
external project partners, professional 
organizations, and disciplinary archives 
should be responsible for the long-term 

FiguRE 2 
individuals or Entities Most Responsible for Management of Active and Past 

Research Data (Respondents Selected up to Two Entities) 
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FiguRE 3 
Faculty Attitudes Regarding who Should be Responsible for Long-term 

Management of Data (Respondents Selected up to Two Entities) 

management of their data, though these 
agencies may be better equipped to man-
age long-term digital storage. 

Component (2) addresses the issue of 
data backup. Are researchers regularly 

backing up their active and past research 
data? If so, what are the primary locations 
for data backup? The survey questions 
asked respondents to select up to two 
locations for the storage of the primary 

FiguRE 4 
Storage Locations for the Primary Copy of Research Data, the Backup Copy 

of Active Research Data, and the Backup Copy of Past Research Data 
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data files and up to two locations for the 
backup copies. As a point of reference, 94 
percent of respondents report storing the 
primary copy of their research data on 
their office computer, while 30 percent to 
35 percent also report storing the primary 
copy on a lab computer, home computer, 
USB flash drive, or external hard drive. A 
total of 86 percent of respondents report 
their data are indeed backed up. Figure 
4 shows the locations for primary data 
storage along with data backup loca-
tions for active and past research data. 
The number one location for the backup 
copy is an external hard drive, holding 55 
percent of active and 52 percent of past re-
search data, respectively. The second most 
popular location for the backup copy 
is an office computer, with 38 percent 
and 39 percent, respectively. A majority 
(58%) of researchers claim to be backing 
up their active research at least weekly 
(17% any time there are changes, 14% 
daily, and 27% weekly), while for past 
research data, almost half (48%) report 
backing up either quarterly, annually, or 
any time there are changes (24% every 

time there are changes, 14% annually, and 
20% quarterly). 

When asked about data backup, 99 
percent of the respondents believe it is 
important to back up their data, but only 
60 percent know what to do to make sure 
their data are not accidentally modified or 
destroyed. When asked to select the top 
two locations for long-term data storage, 
almost half of respondents (48%) report 
data should be stored long-term on an 
external hard drive, while 37 percent 
believe the storage space should be an 
office computer, and 28 percent see a de-
partment or university server as the best 
storage space for data.

 Component (3) addresses funding 
behaviors and attitudes toward data 
curation. Respondents were asked if 
they believe it is important to include 
data management costs in their research 
budgets and if they actually budget for 
these costs. Only 34 percent of faculty 
members believe it is important to in-
clude data management costs in their 
grant applications, and only 20 percent 
of respondents report always, frequently 

FiguRE 5 
Distribution of Faculty Who Always, Frequently, Occasionally, 

Rarely, or Never Have Preservation Plans in Place Based on Their 
Belief in the importance of Such Plans 
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FiguRE 6 
Distribution of Faculty Who Always, Frequently, Occasionally, Rarely, 

or Never Follow Data Preservation Criteria Based on Their Belief in the 
importance of Preservation Plans 

or even occasionally factoring in these 
costs. 

To address component (4), faculty 
were asked if they believe it is important 
to migrate their data to new media as 
older technologies become obsolete. An 
example of hardware migration includes 
transferring data stored on an obsolete 
computer hard drive to a flash drive or 
external hard drive. Fully 89 percent 
believe it is important to save older data 
on newer mediums. When asked if they 
actually do transfer old data files to new 
media technologies, 79 percent responded 
with always, frequently, or occasionally.

 Reuse of data by the individual re-
searcher is the focus of component (5). 
Faculty respondents were asked whether 
they believe their data will be valuable 
to them for future research projects and 
whether they have reused their data for 
other projects. Over 90 percent of partici-
pants reported occasionally reusing their 
data, and 80 percent believe their data 
will be valuable for future projects. Com-
ponent (6) deals with the use of formal 
preservation plans. A total of 84 percent 
of respondents believe it is important to 

have a data preservation plan in place. Of 
this group, fewer than 15 percent report 
always or frequently having such a plan 
(see figure 5). In addition, only 30 percent 
who believe it is important to have a data 
preservation plan report always or fre-
quently following best practices in data 
preservation (see figure 6). Fewer than 
half of researchers (40%) are confident 
that their data will be preserved for the 
future. 

Data Sharing 
Component (7) addresses the creation 
of metadata to facilitate data reuse and 
sharing. Only 20 percent of faculty report 
being aware of criteria for the creation 
of descriptive information to aid in dis-
covery and reuse of data. Less than 10 
percent report being both knowledgeable 
on and always or frequently using said 
criteria.

 For component (8), faculty respon-
dents were asked about their beliefs in 
the importance of sharing their data with 
others and the frequency with which they 
share their research data. Over 65 percent 
of respondents believe it is important that 
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they openly share their data and that their 
colleagues do the same. Of those who be-
lieve it is important, fewer than half (48%) 
report always or frequently sharing data 
with those outside their research group.

 Educational Needs 
In the last component (9), educational 
needs and wants are addressed. Par-
ticipants were asked how confident they 
were in their data management skills, if 
they educate themselves on data preser-
vation best practices, and if they would 
like more guidance on data preservation 
best practices. Fully half (50%) of respon-
dents report they are either not sure or 
not confident in their data management 
skills. Of these responders, only 7 percent 
report they always or frequently educate 
themselves on best practices for preserv-
ing data. Among the sample as a whole, 
only 20 percent report they always or 
frequently educate themselves on data 
curation best practices. For those indi-
viduals who occasionally, rarely, or never 
educate themselves, we see a strong desire 
by more than 70 percent of responders 
for more guidance and education on best 
practices (see figure 7). 

Discussion 
Anecdotal information would lead one to 
believe that faculty members conducting 
Small Science do not back up their data 
or have comprehensive data manage-
ment plans. However, according to the 
results of our study, many Small Science 
researchers regularly back up their data. 
Nonetheless, faculty lack proper backup 
procedures, and data management is 
not generally an accepted component of 
their workflow. The majority of faculty 
who responded to the survey recognize 
that they need guidance to improve their 
data management activities. In addition, 
these faculty members are open to ad-
ditional education on data management. 
However, the library is not perceived as 
a resource to provide this service. 

Faculty members see themselves as 
primarily responsible for their research 
data during and after data collection. 
During the research phase, however, 
they share this responsibility with their 
students. Student involvement is a result 
of the emphasis on undergraduate re-
search at Cal Poly. Given that students are 
responsible for the management of data 
during the collection phase, students are 

FiguRE 7 
Distribution of Responses for More guidance on Data Preservation Best 
Practices Based on Level of Current Data Preservation Self-Education 
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an important consideration during the 
development of data curation services 
and library outreach programs. 

Our results indicate that most faculty 
store the primary copy of research data on 
an office computer or external hard drive, 
and they back up active and past inactive 
data in these same two places. With the 
backup copy in the same location as the 
primary copy, failure of the hardware 
could mean a devastating loss of data. 
In addition, more than a third of respon-
dents use a USB drive, lab computer, or 
home computer to store the primary copy 
of their data. These locations may not be 
administered by a trained computer tech-
nician or online backup service, which 
means that research data is at risk. In 
these cases, a single computer failure or 
lost USB drive could lead to a catastrophic 
loss. Faculty members do believe that they 
should store their data with their depart-
ment or university server, though they 
do not always do so. While two-thirds of 
respondents believe that sharing data is 
important, storing data on a closed server 
prevents such sharing. Additionally, trust 
in the department or university server 
for long-term storage may be misplaced, 
particularly if no formal agreements or 
practices are in place to curate data over 
time.35 As mentioned above, few respon-
dents reported the library as a potential 
source for long-term storage services. This 
is surprising, particularly as the Cal Poly 
Robert E. Kennedy Library does have an 
institutional repository infrastructure in 
place to house data. 

Respondents report valuing data 
management plans when it comes to 
managing their academic research. Of 
course, there are costs associated with the 
care and management of data. However, 
according to the results of the survey, fac-
ulty rarely account for these costs within 
grant applications. This is an important 
educational avenue that the library or 
other campus entities, such as a Grants 
and Development Office, could explore. 

The majority of respondents reported 
reusing their data, which is consistent 

with the widespread belief that research 
data has intrinsic value. Ironically, while 
the majority of researchers believe that 
colleagues should share their data, only 
a minority of respondents actually share 
their own data with individuals who did 
not help in gathering the data. 

Based on the results of this study, 
respondents appear to need additional 
guidance for creating metadata, preserv-
ing and sharing data, writing data man-
agement plans and gaining an improved 
understanding of data curation best 
practices. While the majority of respon-
dents feel confident that their data will be 
preserved for the future, their responses 
demonstrate that only a minority are fol-
lowing best practices and are educated on 
data preservation issues. Faculty recog-
nize the need to be more informed about 
data management practices, and they 
are open to educational opportunities to 
increase their knowledge on the subject. 
However, the library is not perceived as 
a locus for assistance in the data curation 
life cycle. Instead, faculty see themselves 
as the responsible parties for maintaining 
their data. The challenge for libraries is to 
determine the data curation services that 
can assist faculty the most, while also 
creating opportunities to promote library 
strengths and expertise. This would then 
demonstrate the primary role libraries 
could play in managing researchers’ data. 
These services must be of value to faculty 
and be viable from a financial and a hu-
man resources standpoint. 

Educational initiatives developed by 
the library would inform faculty on data 
curation issues. Based on the results of the 
study, faculty indicated interest in gain-
ing access to data curation educational 
materials. To meet this need at Cal Poly, 
the Kennedy Library now hosts a data 
curation research guide featuring practi-
cal recommendations based on sound 
practice.36 The guide includes informa-
tion on the basics of data management, 
educational resources, backup practices, 
ethical/legal/copyright issues, funder re-
quirements, the creation of data manage-

http:practice.36
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ment plans, links to data repositories and 
databases, and links to other data man-
agement resources. The research guide 
has been promoted during presentations 
to new faculty and graduate students and 
used in relevant seminars organized by 
Cal Poly’s Office of Research and Gradu-
ate Programs. Feedback has been positive, 
and the online usage statistics indicate 
growing interest in the resource. 

While this first step is modest, the ulti-
mate hope of the researchers is to develop 
additional services to broaden faculty 
awareness of data curation issues that 
span a wide array of disciplines. Because 
data issues are applicable to researchers 
at any stage of their career, there are op-
portunities to educate both tenured and 
untenured faculty, as well as graduate 
and undergraduate students. If faculty are 
engaging in good data curation practices, 
their students who assist with data collec-
tion will also benefit as future scholars. 

A number of ancillary benefits were 
also derived from the distribution of this 
survey. Informal word of mouth gener-
ated interest among faculty who want 
to learn more about data curation issues. 
Consequently, the library was asked to 
present information about library ser-
vices, resources, and infrastructure that 
support research and grant writing to fac-
ulty and graduate students. Additionally, 
faculty are contacting librarians for help 
with data management plans (requesting 
lists of discipline-specific repositories, to 
deposit data in the library’s institutional 
repository, and data management plan 
templates and writing assistance). 

Additional attention was generated 
from a broad cross-section of groups across 
campus. The campus Grants Development 
Office regularly handles numerous Depart-
ment of Defense and Office of Naval Re-
search grants that require data management 
plans. As a result of this survey, we have 
discovered a keen interest in coordinating 
workshops on data management plans 
with the Grants Development Office, the 
Center for Teaching and Learning, and the 
Research and Graduate Programs Office. 

A recent university reorganization has 
created promising future developments 
for data curation at Cal Poly. The Ken-
nedy Library and the campus Information 
Technology Services division merged and 
now report to the University Vice Provost 
for Information Services. This develop-
ment will lead to collaborative opportuni-
ties that will shape data curation services 
for research faculty. At Cal Poly, most of 
the librarian job descriptions now include 
data curation activities. This is important, 
particularly because these liaisons will 
now be charged with a more active role 
in curating faculty research. In addition, 
a new Library Data and GIS Services 
Program is in development to support 
the data needs on campus including the 
creation of the “Data Studio.”37 

Conclusion and Recommendations 
Whether produced by Small Science or 
Big Science, all research data is scientific 
capital. As it becomes common scientific 
practice to deposit these assets in data 
repositories, it is important for librarians 
to understand scientists’ data activities 
to better support them.38 By conducting 
a survey on university teacher-scholars 
and their data curation behaviors and at-
titudes, we discovered that, while Small 
Science faculty report following some 
data management practices, they do not 
necessarily adhere to the best practices. 
Faculty members recognize the need to 
become better informed on data manage-
ment issues and are open to increased 
educational opportunities on this topic. 
However, they do not perceive libraries 
as a source of data management exper-
tise or as the best place to store academic 
research data. Nonetheless, the library is 
a fountain of knowledge whose potential 
has not yet been fully tapped. Data cura-
tion is an avenue to demonstrate how 
integral the library can be in the research 
process. 

As libraries and librarians understand 
the opportunities afforded by integrating 
data librarianship into their services and 
recognize the value they can provide, 
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they will need to hone skills, forge new 
partnerships with scientists and data 
managers, and become a vital part of 
the scholarly record.39 We suggest that 
library leaders take the time to consider 
and answer the following questions: What 
types of data curation educational op-
portunities can librarians take advantage 
of? What types of librarians should be re-
ceiving this education? How do libraries 
successfully become part of the research 
dynamic? In what ways can librarian-
researcher partnerships be fostered? 

As the demand for research data sets 
continues to increase, tools supporting 
preservation, discovery, access, and edu-
cation will need to evolve along with the 
raw results of research. If libraries wish to 
play a role in this quickly changing arena, 
they will need to foster a culture of flex-
ibility, immediacy, and service. The way 
forward is inevitably through a mix of 
cross-institutional and cross-disciplinary 
structures that can take multiple forms. 
These can fall within the categories of 
both Big and Small Science and can range 
from national and international organiza-
tions, to smaller regional centers that may 
be colocated within existing centers, to 
specialized collections housed on indi-
vidual campuses that serve a well-defined 
community.40 Needs will be best identified 
and matched with capabilities by foster-

ing librarian-researcher partnerships 
and establishing programs for mutual 
engagement and education. We suggest 
that librarians and researchers work 
together to identify potential solutions 
to data management challenges, consoli-
date assets, and collectively advocate for 
campus adoption of data management 
policies and support. 

Coevolution between librarians and 
researchers will allow libraries a greater 
ability to influence concomitant transfor-
mations in science creation and scientific 
sharing workflows, scholarly communica-
tion models, and support infrastructure. 
Thus, we envision a reciprocal flow of 
influence: librarians influencing the data 
practices of scientists and data practices 
of scientists influencing the services pro-
vided by libraries. 
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