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#### Abstract

The dependence of event shape cross sections on the QCD structure constants $C_{A}, C_{F}$ and $T_{F}$ is studied using data from the OPAL detector at LEP. The observables Thrust, Heavy Jet Mass, Total and Wide Jet Broadening are used. They allow the use of $\mathcal{O}\left(\alpha_{s}^{2}\right)$, resummed NLLA, and combined $\mathcal{O}\left(\alpha_{s}^{2}\right)$ plus resummed NLLA QCD calculations so that a comparison between the different approaches can be performed. The measured values of the structure constants are found to be consistent with standard QCD based on $\operatorname{SU}(3)$ and five active quark flavours. A measurement of the strong coupling constant using NLLA QCD calculations alone results in $\alpha_{s}\left(M_{Z^{0}}\right)=0.113_{-0.008}^{+0.009}$, which complements our previous determinations.
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## 1 Introduction

The theory of the strong interaction, Quantum Chromo Dynamics (QCD), includes four fundamental vertices involving quarks and gluons. Three of these contribute to the process $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow$ hadrons in $\mathcal{O}\left(\alpha_{s}\right)$ or in $\mathcal{O}\left(\alpha_{s}^{2}\right)$ and will be studied here. The fourth is the four gluon vertex, which is an $\mathcal{O}\left(\alpha_{s}^{2}\right)$ process by itself and contributes only in $\mathcal{O}\left(\alpha_{s}^{3}\right)$ to $\mathrm{e}^{+} \mathrm{e}^{-}$annihilation. The three relevant fundamental processes are the splitting of a quark into a quark and a gluon (gluon bremsstrahlung), the splitting of a gluon into a pair of gluons (triple gluon vertex TGV) and the splitting of a gluon into a quark-antiquark pair. The relative strengths of the three processes are determined by the group structure of the theory and are expressed in terms of the numerical values of the QCD structure constants $C_{F}, C_{A}$ and $T_{F}$, respectively [1]. The splitting of gluons into quark-antiquark pairs contributes with strength $T_{F}$ for each active quark flavour (counted by $N_{f}$ ), i.e. this process effectively contributes with strength $T_{R} \equiv T_{F} N_{f}$. The choice of $\mathrm{SU}(3)$ as the particular group symmetry for QCD requires $C_{F}, C_{A}$ and $T_{F}$ to be $\frac{4}{3}, 3$ and $\frac{1}{2}$, respectively.

The first tests of the gauge structure of QCD at LEP were based on a comparison of angular correlations in 4-jet events with predictions from Monte Carlo simulations [2, 3]. In these studies, the data were found to be consistent with QCD, but disfavoured an Abelian gluon model $\mathrm{U}(1)_{3}$ in which the triple gluon vertex is absent. In further studies at LEP [4-7], $\mathcal{O}\left(\alpha_{s}^{2}\right)$ QCD predictions for the 4-jet cross section were decomposed into structure factor ratios proportional to $C_{A} / C_{F}$ and $T_{F} / C_{F}$, assuming $N_{f}=5$. They were then fitted to data using observables constructed from angular correlations between the jets. The results yielded values for $C_{A} / C_{F}$ and $T_{F} / C_{F}$ which were consistent with the QCD ones, while they excluded all other candidate gauge theories with three colour degrees-of-freedom with a high level of significance. However, as QCD matrix elements have been fully computed only up to $\mathcal{O}\left(\alpha_{s}^{2}\right)$ and a 4 -jet event involves at least two QCD vertices, no higher order corrections to the 4-jet cross sections were accounted for in such analyses.

It has been pointed out in [8] that the leading order predictions for 4-jet processes and the next to leading order corrections to 3 -jet processes behave in a similar manner with respect to the structure constants. To $\mathcal{O}\left(\alpha_{s}\right)$, the 3 -jet cross section consists of the QCD process of gluon bremsstrahlung. Corrections to $\mathcal{O}\left(\alpha_{s}^{2}\right)$ are given by all three QCD processes at the tree level, and by virtual gluon and quark loops and virtual gluon exchanges in the 3 -jet final state. It turns out that the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ corrections to the 3 -jet cross section, including the virtual corrections, can be decomposed into three terms proportional to the three structure constants $C_{F}, C_{A}$ and $T_{F}$ and an overall factor $C_{F}$. This means that it should, in principle, be possible to extract measurements of the structure constants from fits to observables dominated by three-jet production. A first attempt to extract the QCD structure constants from event shape observables is described in [8]. This attempt was based on $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits to the OPAL data published in [9].

As in the case of the 4-jet based measurements, no higher order corrections to the relative contributions of the fundamental processes are present in the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ calculations. However, some event shape cross sections have been calculated in the Next-to-Leading-Log

Approximation (NLLA), where emission of soft gluons from the original quark antiquark pair is considered up to all orders by resumming large logarithms. These predictions also depend explicitly on the three structure constants, and therefore permit investigation of the influence of higher orders in the determination of structure constants.

In this study we use event shape observables for which both $\mathcal{O}\left(\alpha_{s}^{2}\right)$ and NLLA calculations exist. The analysis is performed using data collected with the OPAL detector at LEP. The observables for which the NLLA calculations are most complete are Thrust, Heavy Jet Mass and the Total and Wide Jet Broadening. Beyond the use of the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ and NLLA calculations separately, the two can be matched to give a third theoretical description of the event shape cross sections which is valid over a wider range. First, we investigate measurements of $\alpha_{s}\left(M_{Z^{\circ}}\right)$ using the NLLA calculations and compare with our previous $\mathcal{O}\left(\alpha_{s}^{2}\right)$ and $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA results from [10]. We then examine all three types of calculations for the QCD structure constant fits.

This paper is mostly a continuation of the studies started in [10] and some symbols and terms used here are defined in [10]. In section 2 experimental details of this study are presented, followed in section 3 by a description of the QCD calculations used for our measurements. In section 4 our measurement of the value of the strong coupling $\alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)$ is given. The study of QCD structure constants is presented in section 5. Our conclusions are given in section 6 .

## 2 Experimental Procedure

We consider the four event shape observables Thrust $T$ [11], Heavy Jet Mass based on the Thrust axis $M_{H}$ [11], Total and Wide Jet Broadening $B_{T}$ and $B_{W}$ [12]. A detailed definition of the observables can be found in [10]. The generic observable $y$ is used to denote the observables $1-T, M_{H} / \sqrt{s}, B_{T}$ and $B_{W}$. They are defined such that $y \rightarrow 0$ for 2-jet configurations.

A detailed description of the OPAL detector can be found in reference [13]. Here we will briefly describe the parts of the detector relevant to this analysis. Charged tracks are measured using drift chamber systems consisting of a precision vertex chamber, a large jet chamber and Z-chambers outside the jet chamber. The drift chambers are situated in a magnetic field of 0.435 T . Outside the solenoidal magnet coil is the electromagnetic calorimeter, which covers $98 \%$ of $4 \pi$ with 11704 lead glass blocks. In addition to measuring electrons and photons, it records a significant fraction of the energy of charged and neutral hadrons.

We use the same data as in [10] corrected for effects of the detector, acceptance of selection cuts and initial state radiation. The data sample consists of 336247 multihadronic events recorded by OPAL in 1990-1991. This data sample is sufficient since statistical uncertainties do not dominate the errors in our study.

In order to compare our data with the perturbative QCD calculations, it is necessary to apply corrections, using Monte Carlo simulations, for the non-perturbative transition of partons to hadrons. We define an event at the parton level to consist of the quarks and
gluons that remain after the perturbative evolution has terminated. At the hadron level an event consists of the stable hadrons formed in the hadronisation process or through resonance decay.

The NLLA calculations are most applicable for small values of the observables $y$, but this is also where the effects of hadronisation are larger and less certain. The correction procedure adopted here is as follows. The correction for the effects of hadronisation is performed by convolving the parton-level prediction of QCD with a matrix derived from comparing hadron- and parton-level distributions of the observables from Monte Carlo simulations. This hadronisation matrix consists of the probabilities $P_{i j}$ that an event in some bin $i$ at the parton level lies in bin $j$ at the hadron level. With the procedure we adopt here, we compute new correction matrices for several variants of the hadronisation model as a means of assessing systematic uncertainties.

The theoretical predictions convolved with the hadronisation matrix are fitted to the data by a least- $\chi^{2}$ method where the full covariance matrices are available for the data distributions. The value of $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ and one of the three structure constants are varied in the fits. In the case of the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits, the renormalisation scale factor $x_{\mu}$ (as defined in section 3.1) for each observable is allowed to vary as well. The relative contribution of gluon splitting into quark-antiquark pairs is fitted in terms of $N_{f}$ assuming $T_{F}=\frac{1}{2}$, but the results can always be converted into values for $T_{F}$ assuming $N_{f}=5$, using $T_{R}=N_{f} T_{F}$. The ranges of the observables over which the fits are carried out are determined in a way similar to reference [10]. We require that the hadronisation corrections be reasonably small and uniform over the fit range and that the $\chi^{2} /$ d.o.f. values of the fits not vary abruptly when a bin is included or removed from the fit range. The fit ranges are summarised in table 1.

It is convenient to discuss the treatment of systematic uncertainties at this point, because we will follow the same procedures in the two analyses presented in this paper. The systematic uncertainties are estimated in the same way as in the previous measurements of $\alpha_{s}\left(M_{Z^{0}}\right)$ [10], by varying details of the analysis procedure. For each variation, we determine the resulting change in the fitted parameters with respect to the standard result. The uncertainties may be grouped as follows:

Statistical uncertainties: Statistical fluctuations are estimated by repeating the analysis in ten statistically independent subsets of the data and Monte Carlo event samples. Then variances and covariances are computed and the square roots of the variances scaled by $1 / \sqrt{10}$ are quoted as the statistical uncertainties for the full sample.

Experimental systematics: In the standard analysis, the event shape observables are computed using both charged tracks and electromagnetic energy deposits in the calorimeter. Experimental effects are considered by repeating the analysis with data derived from charged tracks only or electromagnetic clusters only. The largest difference between any two of the three results is quoted as the experimental uncertainty. As changes of the event selection criteria we restrict the thrust axis of the event to lie within the barrel of the detector $\left(\left|\cos \theta_{T}\right|<0.7\right)$, increase the minimum
track multiplicity in the event $N_{c h}$ from 5 to 7 and apply an extra cut on missing momentum $\left|p_{\text {miss }} / E_{v i s}\right|<0.4$. These procedures follow [10], where definitions of the variables involved may be found. The error due to a variation of the ranges of the observables used in the fits is estimated by varying the fit ranges by $\pm 2$ bins around one end of the range while the other end is kept fixed. The largest variation found is quoted as the error due to the variation of the fit range.

Hadronisation systematics: To estimate these uncertainties, we change the parameter set for our standard Monte Carlo program and, in addition, use different Monte Carlo programs with different underlying hadronisation models. A new hadronisation matrix is computed for each change and used in the fits as described above. Further details of the implementation of these changes can be found in [10]. Our standard Monte Carlo program is JETSET 7.3 with the parton shower option $[14,15]$. The parameters of JETSET have been tuned to OPAL data [9]. The parameters $a$ and $\sigma_{q}$ of the JETSET 7.3 Monte Carlo program controlling the string fragmentation are changed about their tuned values by the errors given in [9]. The larger of the deviations of the fit results observed as each parameter is varied up and down is used as the contribution to the total error. As further changes to the analysis, we also consider the use of the Peterson fragmentation function for heavy quarks [16] in JETSET and a variation of the parameter $Q_{0}$ controlling the parton virtuality at which the parton shower in JETSET is terminated. We also investigate the effect of the presence of massive b-quarks by correcting the data to consist only of u-, d -, s- and c-events (udsc) using Monte Carlo. As alternative models we use ARIADNE 3.1 [18] and HERWIG 5.5 [17] with parameters tuned to OPAL data [9, 19].

Higher order effects: Here we try to estimate the systematic uncertainties due to the uncomputed higher order terms of the theory. We use different approaches for the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ calculations and the calculations including NLLA terms. The $\mathcal{O}\left(\alpha_{s}^{2}\right)$ QCD predictions are found to agree much better with the data if the renormalisation scale factor $x_{\mu}$ (see section 3.1) is allowed to vary in the fits as well [10], so we use such fits to define the central results in the fits for structure constants. We estimate the uncertainty due to the variation of the renormalisation scale factor $x_{\mu}$ by repeating the fits of the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ calculations with $x_{\mu}=1$. We define half the observed deviation with respect to fits with $x_{\mu}$ free as the error. However, the observable $B_{T}$ is found to yield stable fits for all the systematic checks only when the renormalisation scale factor is kept fixed at $x_{\mu}=1$. In [10] it was observed that $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits to $B_{T}$ depended only weakly on $x_{\mu}$ and preferred $x_{\mu} \sim 1$, in contrast to all the other observables studied. Therefore, in the case of $B_{T}$, we use the results with $x_{\mu}=1$ as the standard and use half the deviation found with $x_{\mu}$ free as the error. For both types of calculation which include NLLA terms, we estimate the influence of missing higher orders by varying $x_{\mu}$ in the range $0.5<x_{\mu}<2.0$ and by taking the deviations from the result with $x_{\mu}=1$ as the (asymmetric) errors.

All contributions mentioned above are added in quadrature to obtain the total errors.

Some of the systematic variations are not used in cases where they have only a negligible influence on the results.

## 3 Theoretical Considerations

Three different types of fit will be used and different steps have to be taken in order to obtain a full decomposition of the QCD predictions into components proportional to the structure constants. Further details about the QCD predictions can be found in [10] and references therein. Furthermore, the dependence of $\alpha_{s}$ on the energy scale has to be considered, because the running of $\alpha_{s}$ from a reference value to a certain energy scale depends on the group structure of the theory as well.

## $3.1 \mathcal{O}\left(\alpha_{s}^{2}\right)$ fits

The fixed order QCD coefficients are defined by the general expression for a normalised differential cross section $d R / d y$ of a generic observable $y[8,20]$ :

$$
\begin{equation*}
\frac{d R}{d y}=\frac{1}{\sigma_{t o t}} \frac{d \sigma}{d y}=\frac{d A}{d y} C_{F}\left(\frac{\alpha_{s}(\mu)}{2 \pi}\right)+\left(\left(2 \pi \beta_{0} \ln \left(x_{\mu}{ }^{2}\right)-\frac{3}{4} C_{F}\right) 2 C_{F} \frac{d A}{d y}+\frac{d B}{d y}\right)\left(\frac{\alpha_{s}(\mu)}{2 \pi}\right)^{2} \tag{1}
\end{equation*}
$$

The functions $d A / d y$ and $d B / d y$ are the $\mathcal{O}\left(\alpha_{s}\right)$ and $\mathcal{O}\left(\alpha_{s}^{2}\right)$ QCD coefficients ${ }^{1}$, respectively, and $\sigma_{t o t}$ is the one loop corrected cross section for the process $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow$ hadrons. The renormalisation scale factor $x_{\mu}$ is defined by $\mu=x_{\mu} M_{\mathrm{Z}^{0}}$, where $M_{\mathrm{Z}^{\circ}}$ is the restmass of the $Z^{0}$ boson. The scale factor $x_{\mu}$ expresses the dependence on the energy scale $\mu$ at which the theory has been renormalised, while $\beta_{0}$ is defined below.

The $\mathcal{O}\left(\alpha_{s}\right)$ QCD coefficients can be used in the fits without any changes, because they are associated with $C_{F}$ only. The $\mathcal{O}\left(\alpha_{s}^{2}\right)$ QCD coefficients can be expressed as a sum of structure constant components according to the following equation, where $d B_{z} / d y$ stands for the term of the $d B / d y$-function proportional to a structure constant $z[8]$ :

$$
\begin{equation*}
\frac{d B}{d y}=C_{F}\left(C_{F} \frac{d B_{C_{F}}}{d y}+C_{A} \frac{d B_{C_{A}}}{d y}+N_{f} \frac{d B_{N_{f}}}{d y}\right) \tag{2}
\end{equation*}
$$

The individual terms of the $d B / d y$-function can be derived by integrating QCD matrix elements three times with two of the three structure constants set to zero in turn, after taking out the global factor of $C_{F}$. This has been performed by running a modified version of the QCD matrix element integration program EVENT [21] based on the matrix elements from [22].

### 3.2 NLLA fits

Resummed QCD calculations (NLLA) matched with $\mathcal{O}\left(\alpha_{s}^{2}\right)$ calculations have been used widely to measure $\alpha_{s}\left(M_{Z^{\circ}}\right)$ with event shape observables [10,23-28]. NLLA calculations

[^0]can be used on their own to measure $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ [25]. In this analysis we fit the NLLA calculations to restricted ranges of the observables. The NLLA prediction for the cumulative normalised cross section $R(y)=\int_{0}^{y} d R / d y^{\prime} d y^{\prime}$ is of the form $[11,12]$
\[

$$
\begin{equation*}
R_{N L L A}(y)=\left(1+C_{1} \hat{\alpha}_{s}+C_{2} \hat{\alpha}_{s}^{2}\right) \exp \left[L g_{1}\left(\hat{\alpha_{s}} \cdot L\right)+g_{2}\left(\hat{\alpha_{s}} \cdot L\right)\right] \tag{3}
\end{equation*}
$$

\]

where $L=\ln (1 / y)$ and $\hat{\alpha_{s}}=\alpha_{s} /(2 \pi)$. The functions $g_{1}$ and $g_{2}$ are known from the NLLA calculations and the coefficients $C_{1}$ and $C_{2}$ are given in [10] for our observables. Expanding the argument of the exponential in equation (3) in powers of $\hat{\alpha_{s}}$ gives rise to terms of the form $G_{n m} \hat{\alpha}_{s}{ }^{n} L^{m}$ with $1 \leq m \leq n+1$.

In [10] it was found that implicit or explicit inclusion of the subleading term $G_{21} \hat{\alpha_{s}}{ }^{2} L$ in the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA prediction improved the quality of the fits substantially. The possibility of including terms of the form $G_{21} \hat{\alpha}_{s}{ }^{2} L$ into the NLLA predictions will therefore be studied in section 4. See also table 3 of [10] for a compilation of the relevant NLLA terms.

The NLLA QCD predictions do not vanish at the kinematic limits $y_{\max }$ of the distributions of event shape observables. In [11] the replacement $L \rightarrow L^{\prime}=\ln \left(1 / y-1 / y_{\max }+1\right)$ is proposed to force the NLLA calculations to vanish at the kinematic limits and thereby possibly allow an adequate description of a larger range of $y$.

The analytical formulae for the QCD predictions in the NLLA show explicit dependence on the structure constants, so that a decomposition is straightforward [11,12]. The coefficients of the first subleading term $G_{21}$ and of the second order non-logarithmic term $C_{2}$ are not known analytically and thus we computed them numerically from a fit of the NLLA formulae to the fixed order QCD coefficients (generated using EVENT). The decomposition into terms proportional to the structure constants is done by fitting the integrated distributions of the fixed order coefficients separately for each structure constant [29] in a similar way to [11, 12]. The results are shown in table 2. For the study of the QCD structure constants we cannot use the values for $G_{21}$ and $C_{2}$ given in [10] since these are not decomposed into structure constant components. Cross checks are performed by adding the individual results for each observable and comparing them with results from fits to the total distributions and with those used in [10]. The results for $G_{21}$ and $C_{2}$ are strongly anticorrelated and fixing one of the NLLA coefficients at the value given in [10] reproduces the other one within one standard deviation in all fits at only slightly increased $\chi^{2} /$ d.o.f.. In section 4 the same values for $G_{21}$ and $C_{2}$ as in [10] are used for consistency with our previous measurements of $\alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)$ while in section 5 the values belonging to each structure constant given in table 2 are employed.

## $3.3 \mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits

The fixed order and the NLLA calculations can be combined to give a prediction which is valid over a larger range of the observables than for either of them alone and which in principle embodies the most complete knowledge of QCD which is presently available. Different procedures describing how to perform this matching exist [10]. For this study the best combination strategy from a theoretical point of view is the $\ln (R)$-matching scheme, because it includes the $C_{2}$ and the $G_{21}$ coefficients implicitly and uses explicitly only
those NLLA terms which are known analytically. It also turned out to be the preferred matching scheme in [10], yielding the best fit results in terms of $\chi^{2} /$ d.o.f. in most cases. We therefore choose to employ $\ln (R)$-matching.

### 3.4 Running of $\alpha_{s}$

In our previous studies, the fits were performed in terms of the QCD parameter $\Lambda_{\overline{M S}}$, in which case the running of $\alpha_{s}$ to any energy scale depends on the structure constants through the renormalisation group equation (RGE) (4) with a two-loop $\beta$-function and its approximate solution (5):

$$
\begin{gather*}
\mu \frac{\partial \alpha_{s}(\mu)}{\partial \mu}=-2 \beta_{0} \alpha_{s}^{2}(\mu)-2 \beta_{1} \alpha_{s}^{3}(\mu)-\mathcal{O}\left(\alpha_{s}^{4}(\mu)\right)  \tag{4}\\
\beta_{0}=\frac{11 C_{A}-2 N_{f}}{12 \pi} \text { and } \beta_{1}=\frac{17 C_{A}^{2}-5 C_{A} N_{f}-3 C_{F} N_{f}}{24 \pi^{2}} \\
\alpha_{s}(\mu)=\frac{1}{\beta_{0} \ln \left(\mu^{2} / \Lambda_{\overline{\mathrm{MS}}}^{2}\right)}\left(1-\frac{\beta_{1} \ln \left(\ln \left(\mu^{2} / \Lambda_{\overline{\mathrm{MS}}}^{2}\right)\right)}{\beta_{0}^{2} \ln \left(\mu^{2} / \Lambda_{\overline{\mathrm{MS}}}^{2}\right)}\right) . \tag{5}
\end{gather*}
$$

Note that $\alpha_{s}(\mu)$ will always depend on the structure constants for a given $\Lambda_{\overline{\mathrm{MS}}}$ through (5) even when $x_{\mu}=1$. In this study we choose $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ to be the fundamental parameter which is varied in the fits. We run $\alpha_{s}(\mu)$ from there using the exact solution of the RGE with a two-loop $\beta$-function:

$$
\begin{equation*}
\beta_{0} \ln \left(x_{\mu}^{2}\right)=\frac{1}{\alpha_{s}(\mu)}-\frac{1}{\alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)}+\frac{\beta_{1}}{\beta_{0}} \ln \left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)} \cdot \frac{\beta_{0}+\beta_{1} \alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)}{\beta_{0}+\beta_{1} \alpha_{s}(\mu)}\right) \tag{6}
\end{equation*}
$$

Equation (6) is then solved numerically for $\alpha_{s}(\mu)$ when $x_{\mu} \neq 1$. This has the formal advantage that there is no dependence on the structure constants through the running of $\alpha_{s}$ for fits with $x_{\mu}=1$.

## 4 Measurement of $\boldsymbol{\alpha}_{s}\left(M_{\mathrm{Z}^{0}}\right)$ using NLLA calculations

The NLLA calculations can be fitted to data without being matched to $\mathcal{O}\left(\alpha_{s}^{2}\right)$ calculations in restricted ranges of small $y$ where $L=\ln (1 / y)$ is sufficiently large. In addition, it is of interest to extend the NLLA calculations to include the subleading term $G_{21} \hat{\alpha_{s}}{ }^{2} L$ and to change variables from $L$ to $L^{\prime}$ as mentioned in section 3.2 . The fits with $L$ changed to $L^{\prime}$ are referred to as modified fits in the following. In order to decide which kind of fit will be used as a standard, we study all four possible variants of the NLLA calculations.

In figures 1 and 2, curves of the QCD calculations using the fitted value for $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ are shown for the observables $1-T$ and $B_{W}$. The corresponding plots for $M_{H}$ and $B_{T}$ show behaviour similar to those for $1-T$ and $B_{W}$, respectively. Results of these fits for all observables are presented in table 3 showing values for $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right), \chi^{2} /$ d.o.f. and where appropriate other fit variables. The unchanged NLLA calculations lead to satisfactory
fits for $1-T$ and $M_{H}$ only. For $B_{T}$ and $B_{W}$, the values of $\chi^{2} /$ d.o.f. are much larger. In these cases the fits fail to describe the data in the 2 -jet regions (small $y$ ) and even in the ranges used for the fits agreement is poor, see figure 2 a ). The NLLA $+G_{21}$ fits shown in figures 1 b ) and 2 b ) result in reasonable $\chi^{2} /$ d.o.f. for all observables and the data in the 2 -jet region are well described. The great importance of the $G_{21} \hat{\alpha_{s}}{ }^{2} L$ term in the fits with $B_{T}$ and $B_{W}$ presumably stems from the large numerical values of $G_{21}$ for these observables [10]. The modified NLLA fits also provide satisfactory fits for all variables, as seen from table 3, suggesting that the modification might simulate the inclusion of the subleading terms in the calculations. It is seen, however, from figures 1 c ) and 2 c ), that the modified NLLA predictions lie below the data at large $y$. The description of the peaks at small $y$ by the modified NLLA calculations is slightly worse than by the NLLA $+G_{21}$ calculations. The combination of both changes to the NLLA predictions, the modified NLLA $+G_{21}$ fits shown in figures 1 d ) and 2 d ), yield a significantly worse agreement with the data especially at the peaks at small $y$. In conclusion, we choose the NLLA+ $G_{21}$ fits as the standard method for this part of the analysis, because they provide the most consistent description of the data.

In figures 3 a) to d) the dependence of $\chi^{2} /$ d.o.f. and $\alpha_{s}\left(M_{Z^{0}}\right)$ on the renormalisation scale parameter $x_{\mu}$ is shown for the NLLA $+G_{21}$ fits. With the NLLA $+G_{21}$ calculations, the minima of $\chi^{2}$ are well defined and clearly prefer values of $x_{\mu}$ of about unity for all four observables.

As variations of the analysis, fits with the renormalisation scale, $x_{\mu}$, or with the lowest order uncomputed NLLA coefficient, $G_{32}$, as additional free parameters are performed. The results are given in table 3. For the standard NLLA $+G_{21}$ fits, the values for $x_{\mu}$ are found to be of $\mathcal{O}(1)$ with small changes to the fitted values for $\alpha_{s}\left(M_{Z^{0}}\right)$ relative to their values with $x_{\mu}=1$ kept fixed. It is theoretically expected that NLLA calculations should not lead to values of $x_{\mu}$ significantly different from unity in fits, if higher order terms are correctly accounted for $[11,12]$. In the case of the NLLA fits the values for $x_{\mu}$ turn out to be smaller, having values of 0.11 for $B_{T}$ and $B_{W}$, implying the presence of significant missing higher order terms.

In fits with the NLLA coefficient $G_{32}$ as a free parameter, a term $G_{32} \hat{\alpha}_{s}^{3} L^{2}$ which is of $\mathcal{O}\left(\alpha_{s}^{3}\right)$ is included in the calculation. These fits test the importance of missing higher orders in the NLLA $+G_{21}$ prediction. It is found that the values of $\alpha_{s}\left(M_{Z^{\circ}}\right)$ obtained in the fits do not change significantly when $G_{32}$ is allowed to vary. The values for $G_{32}$ are consistent with zero for all observables except $B_{W}$. Since the influence on the fitted values of $\alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)$ is negligible, and the influence of higher orders is already estimated by varying $x_{\mu}$, we do not include this systematic check in the estimate of the total errors.

The results of the systematic variations of the NLLA analysis are summarised in table 4. The total hadronisation uncertainties are larger compared to the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ and the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits [10], because the fits include regions of $y$ where these corrections are quite large and more dependent on the model used. The scale uncertainties of the NLLA fits are comparable to scale uncertainties with $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits. The errors due to variations of the fit ranges turn out to be negligible. The total accuracy of the measurements of $\alpha_{s}\left(M_{Z^{0}}\right)$ is about $10 \%$, and is thus comparable to the accuracy achieved
using the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ or $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA calculations.
To obtain a single result for $\alpha_{s}\left(M_{Z^{0}}\right)$, the four individual results are combined by computing an error weighted average following the same procedure as [10]. The total errors given in table 4 are used as the weights. In order to estimate the total error of the combined result, the weighted average is computed with the individual results from each systematic variation of the analysis using the same weights throughout. The final result is

$$
\alpha_{s}\left(M_{Z^{0}}\right)=0.113_{-0.008}^{+0.009} .
$$

As a cross check, a simultaneous fit to all four observables is performed, yielding $\alpha_{s}\left(M_{Z^{\circ}}\right)=$ $0.113 \pm 0.009$ with $\chi^{2} /$ d.o.f. $=9.8$. The final result is lower than but still consistent with the OPAL measurement $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)=0.120 \pm 0.006$ based on $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA calculations with seven event shape observables [10]. We regard the result from [10] as our best estimate of $\alpha_{s}\left(M_{Z^{\circ}}\right)$ since it is based on the most complete calculations with a more comprehensive set of observables and has smaller errors.

The results of this analysis are compared in figure 4 with results taken from [10] for the same four observables from fits using $\mathcal{O}\left(\alpha_{s}^{2}\right)$ and $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA calculations based on the same data sample. The vertical lines and shaded bands indicate the combined results obtained by the weighted average for each type of fit. In the case of $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits, individual results from fits with $x_{\mu}=1$ (squares) and $x_{\mu}$ free (triangles) are also shown. The $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits yield somewhat larger results for $\alpha_{s}\left(M_{Z^{0}}\right)$ than the fits including NLLA terms, but it must be remembered that the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ results are the average between fits with varied renormalisation scale and fixed renormalisation scale [10]. Thus the effective values of $x_{\mu}$ corresponding to the quoted results are not those which lead to the best fits. The results from $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits with $x_{\mu}$ free lie closer to the results from the other types of fit in all cases. In conclusion, after considering the total errors, the results from the three types of fit agree with each other, indicating consistency between the three different QCD calculations. The NLLA $+G_{21}$ results appear to be systematically lower than the results including $\mathcal{O}\left(\alpha_{s}^{2}\right)$ terms, but are compatible within the errors.

## 5 Results of fits to QCD structure constants

We now present results of the fits in which $\alpha_{s}\left(M_{Z^{\circ}}\right)$ and one of the structure constants $C_{A}, C_{F}$ or $N_{f}$ are varied. A simultaneous determination of pairs of structure constants in conjunction with $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ proved to result in unstable fits, indicating that sensitivity to the structure constants is limited. Therefore, in our fits, only one of the structure constants is allowed to vary at a time, while the others are fixed to their standard QCD values. In the fits using the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ calculations, the renormalisation scale factor $x_{\mu}$ is also allowed to vary. In addition to fitting each observable separately, we also perform combined fits of the theory to all four observables simultaneously, in which a common value of $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ and one structure constant are allowed to vary. Correlations between different observables are neglected. In the combined fits with the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ calculations, renormalisation scale factors $x_{\mu}^{(y)}$ are allowed to vary for each observable $y$ separately.

The results of the standard fits are given in tables 5, 6 and 7 together with statistical errors and the systematic deviations with respect to the standard results. The values of $\alpha_{s}\left(M_{Z^{0}}\right)$ and $\chi^{2} /$ d.o.f. found in the central fits are also given in these tables. In the case of the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits, we also list the fitted values for $x_{\mu}$ for the central fits. The fit results for the structure constants are summarised in figure 5. The results for $N_{f}$ and $C_{A}$ are presented in terms of the ratios $T_{F} / C_{F}$ and $C_{A} / C_{F}$ to allow a comparison with the OPAL results published in [7]. These results are indicated by the shaded bands while the dashed lines show the expectation from QCD. Results for $\alpha_{s}\left(M_{Z^{\circ}}\right)$ from the same fits are shown in figure 6 with total errors including all systematic effects considered in this study. The dashed lines and shaded areas indicate the corresponding measurements of $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ and their uncertainties from figure 4.

### 5.1 Fit quality

### 5.1.1 $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits

The results of the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits are summarised in table 5 . In the case of fits with $B_{T}$, the renormalisation scale factor is kept fixed at $x_{\mu}=1$ as explained above. The $\chi^{2} /$ d.o.f. values of the fits are of the order of unity. The values for $x_{\mu}$ are consistent with values found previously [10]. The structure constants are in better agreement with QCD and the $\chi^{2} /$ d.o.f. of the fits are smaller if $x_{\mu}$ is allowed to vary than if it is not. The biggest contributions to the errors typically arise from the variation of the renormalisation scale factor $x_{\mu}$ and the variation of the fit ranges. The total errors turn out to be large, so that the structure constants are not well measured using the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits.

### 5.1.2 NLLA fits

Using the NLLA $+G_{21}$ calculation, we obtain the results summarised in table 6 . The uncertainties stemming from the hadronisation correction are the main contributions to the total errors. Only restricted ranges of small $y$ are fitted where the hadronisation corrections are large and less well known. The total errors are large, with the result that the structure constants are also poorly determined for this class of calculations.

### 5.1.3 $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits

The results found using the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA calculations are summarised in table 7. The main contributions to the total errors are generally the experimental uncertainties, the hadronisation correction, the effects of using a different renormalisation scale $x_{\mu}$ and the variation of the ranges used in the fits. The total errors which result from these fits are significantly smaller than those found with the other two types of QCD calculation, however. The precision is not much different from that obtained from the OPAL analysis of 4 -jet events [7], as seen from figure 5 .

### 5.1.4 Combined Fits

The combined fits to all four observables lead to an improvement in the total errors for the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA calculations only. With the other two types of calculations, the results are consistent with those from the individual fits, but the total errors do not improve. The value of $\chi^{2} /$ d.o.f. for the combined fit is larger than the values of $\chi^{2} /$ d.o.f. for the individual fits, using the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA or NLLA $+G_{21}$ calculations. If $B_{W}$ is not included in the combined fits, the values of $\chi^{2} /$ d.o.f. decrease significantly to $\chi^{2} /$ d.o.f. $\simeq 4.5$ $\left(\mathcal{O}\left(\alpha_{s}^{2}\right)+\right.$ NLLA $)$ or $\chi^{2} /$ d.o.f. $\simeq 2.5\left(\mathrm{NLLA}+G_{21}\right)$.

### 5.2 Fit results

### 5.2.1 Fits to $C_{A}$

From tables 5,6 and 7 it is seen that the values for $C_{A}$ are consistent with $C_{A}=3$ within one standard deviation of the total error for all observables used in the fits and for all three types of QCD calculation.

### 5.2.2 Fits to $C_{F}$

Fits to $C_{F}$ and $\alpha_{s}\left(M_{Z^{0}}\right)$ with all three types of QCD calculations yield values for $C_{F}$ which are consistent with $C_{F}=\frac{4}{3}$ to within one or two standard deviations of the total error. With the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA calculations, the values of $\chi^{2} /$ d.o.f. for fits with $B_{W}$ are lower than for fits to $\alpha_{s}\left(M_{Z^{0}}\right)$ only [10]. The $\chi^{2} /$ d.o.f. is reduced from 18.8 to 0.4 and the value for $\alpha_{s}\left(M_{Z^{\circ}}\right)$ is significantly larger than previously. The same effect is seen in the NLLA fits.

### 5.2.3 Fits to $N_{f}$

With the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits to $N_{f}$ and $\alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)$, three of the four observables show a reasonable sensitivity to the structure constant as seen from table 7. In the case of $B_{W}$ the fits do not converge to minima of $\chi^{2}$ inside the bounds of the fitted parameters ${ }^{2}$. Similarly, the fits with $M_{H}$ using HERWIG and with $B_{T}$ corrected for b-quark mass effects fail to converge to a minimum of $\chi^{2}$. We therefore cannot quote errors due to these effects. The total errors given for $M_{H}$ and $B_{T}$ should, as a consequence, be considered as lower limits to the true errors.

The NLLA $+G_{21}$ QCD predictions also give stable fits to $N_{f}$ and $\alpha_{s}\left(M_{Z^{0}}\right)$ for all observables except $B_{W}$, as listed in table 6 . These fits suffer from the large effects of the variations of the hadronisation model. The fit to the $B_{T}$-distribution corrected for b-quark mass effects fails to converge and the total error is calculated without this contribution.

When the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ QCD predictions are used, we find stable fits for all observables except $1-T$, where the fit does not converge inside the bounds imposed on $N_{f}$; see table 5 .
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### 5.3 Correlation plots

The choice of a particular gauge group for QCD determines the set of structure constants, as mentioned in the introduction. A comparison of the expectations for some reasonable choices of the underlying group with measurements of the structure constants can be done in two dimensional planes spanned by pairs of structure constants. The analyses of 4-jet events led to simultaneous measurements of the structure constant ratios $T_{F} / C_{F}$ and $C_{A} / C_{F}$ and results were compared in a $T_{F} / C_{F}-C_{A} / C_{F}$ plane [4-7]. In the present study, we fit for only one structure constant at a time. The results for any pair of structure constants for a given data sample may still be correlated, however. These correlations can be determined using standard statistical techniques. Error ellipses for a pair of structure constants can then be drawn using the individual results, the total errors on each structure constant and the correlation coefficient $\rho$. In order to account for the fact that the pair of structure constants is not measured simultaneously, the errors are multiplied by $1 / \sqrt{1-\rho^{2}}$ and the centre of the error ellipse is shifted to the most likely position of a combined measurement using the formulae given in [30]. We are thus also able to display our results in a $T_{F} / C_{F}-C_{A} / C_{F}$ plane. In addition, we present a comparison in a $C_{F}-C_{A} / C_{F}$ plane, which allows a test of the constraint $C_{F}=\left(C_{A}{ }^{2}-1\right) /\left(2 C_{A}\right)$ when considering gauge groups of the $\mathrm{SU}(\mathrm{N})$ type.

We use results based on the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits to all four observables simultaneously, because these provided the most stable and precise results, and also because such calculations incorporate the most complete theoretical knowledge. We draw the error ellipses based on correlation coefficients between the structure constants and the total errors for each structure constant as quoted in table 7. We compute the statistical covariances between each pair of structure constants by repeating the analysis on ten statistically independent subsets of the corrected data.

The inclusion of systematic uncertainties into the covariance matrices is done as follows. We add all systematic uncertainties apart from the uncertainties due to the variation of $x_{\mu}$, experimental effects and the variation of the fit range to the statistical covariance matrix treating them as fully correlated. However, since the variation of $x_{\mu}$ is believed to partly absorb higher order effects, there is no reason why the preferred value of $x_{\mu}$ should be the same for all fits. We also conservatively assume the uncertainties from experimental effects and the fit ranges to be uncorrelated. We therefore add the errors due to $x_{\mu}$, experimental effects and the fit range in quadrature to the diagonal elements of the covariance matrix. Then the correlation coefficients are computed. We find that the statistical correlations are $\rho\left(T_{F}, C_{A}\right)=-0.998$ and $\rho\left(C_{F}, C_{A}\right)=-0.996$. After systematic uncertainties are taken into account as described above, we find $\rho\left(T_{F}, C_{A}\right)=-0.72$ and $\rho\left(C_{F}, C_{A}\right)=-0.68$.

The resulting error ellipses for one, two and three standard deviations are shown in figure 7. The error ellipses correspond to confidence levels of $39 \%, 86 \%$ and $99 \%$, respectively. In the $T_{F} / C_{F}-C_{A} / C_{F}$ plane (figure 7 a )) the possibility of the Abelian gluon model with $\mathrm{U}(1)_{3}$ as the underlying group $\left(T_{F} / C_{F}=3, C_{A} / C_{F}=0\right)$ can be excluded at more than $99 \%$ confidence level. The prediction of QCD with the additional presence of
one light gluino [31,32] is shown in the approximation that the gluino is massless, which corresponds to an effective $N_{f}=8$ and $C_{A} / C_{F}=2.25$. This scenario seems less likely than standard QCD but cannot be reliably excluded. Similar conclusions were reached in [7] based on an analysis of 4-jet events whose results are shown as a shaded one standard deviation contour on figure 7 a ). In the $C_{F}-C_{A} / C_{F}$ plane (figure 7 b )) the Abelian gluon model ( $C_{F}=1, C_{A} / C_{F}=0$ ) is excluded with a confidence level of more than $99 \%$. The position of the $\mathrm{SU}(\mathrm{N})$ constraint is indicated by the dashed-dotted line on the plot.

## 6 Summary and conclusions

Fits of QCD predictions of event shape cross sections for the observables $1-T, M_{H}, B_{T}$ and $B_{W}$ are described. We present a determination of the strong coupling $\alpha_{s}\left(M_{Z^{\circ}}\right)$ based on NLLA calculations, and an analysis of the QCD structure constants $C_{A}, N_{f}\left(T_{F}\right)$ and $C_{F}$ employing three different types of QCD calculation: $\mathcal{O}\left(\alpha_{s}^{2}\right)$, NLLA and $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA calculations. The structure constant analysis described here is based on the sensitivity of higher order corrections to the 3-jet cross section to the gauge structure of QCD and may be considered as complementary to the 4 -jet analyses [5-7]. The calculations including resummed NLLA terms are valid beyond tree level, unlike the 4-jet analyses of QCD structure constants.

The NLLA calculations allow a measurement of $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ using regions of the distributions at small $y$. The fits are found to be satisfactory for all four observables once the subleading term $G_{21} \hat{\alpha_{s}}{ }^{2} L$ is included in the predictions. The results for $\alpha_{s}\left(M_{Z^{0}}\right)$ are systematically smaller than but compatible with results from $\mathcal{O}\left(\alpha_{s}^{2}\right)$ or $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits [10] and the total errors are only slightly larger. This indicates that the NLLA $+G_{21}$ calculations provide an adequate description of the data in restricted regions of $y$ mainly populated by 2 -jet events without hard gluon radiation.

We find all results for the QCD structure constants to be in agreement with standard QCD based on $\mathrm{SU}(3)$ and five active quark flavours within one or two standard deviations of the total errors. The values for $\alpha_{s}\left(M_{Z^{\circ}}\right)$ from our fits are compatible with previous measurements. However it is only with the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits that the numerical values of the structure constants are reasonably well determined. The possibility of QCD without the triple gluon vertex (TGV) can be excluded safely using the fit of $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA ( $\ln (R)$-matching) predictions to all observables simultaneously. Based on the combined $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits with all four observables, the possibility of the presence of a massless light gluino seems less likely than standard QCD without any extra fermionic contributions, but cannot be excluded.

The $\mathcal{O}\left(\alpha_{s}^{2}\right)$ calculations give satisfactory fits when the renormalisation scale factor $x_{\mu}$ is allowed to vary for each observable. The values found for $x_{\mu}$ in our fits are similar to those found previously in measurements of $\alpha_{s}\left(M_{Z^{0}}\right)$. This observation gives confidence in the interpretation that the small values of $x_{\mu}$ account for missing higher order terms in a consistent way, because the structure constants are in better agreement with QCD when the renormalisation scale factor is not fixed to $x_{\mu}=1$ but is allowed to vary in the fits.

The total errors on the measurements of $C_{A} / C_{F}$ and $T_{F} / C_{F}$ are larger than the errors obtained in the 4 -jet analyses [5-7] but still allow a reasonable measurement of the structure constants, at least by using the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA QCD calculations. However, it should be emphasized that the present results include uncertainties due to higher order contributions through variations of the renormalisation scale, which could not be estimated in the case of the 4-jet analyses. In addition, we consider extra hadronisation effects which could not readily be estimated in the 4-jet analyses.
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## Tables

|  | $\mathcal{O}\left(\alpha_{s}^{2}\right)$ | $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA | NLLA | $L=\ln (1 / y)$ |
| :--- | :---: | :---: | :---: | :---: |
| $1-T$ | $0.13-0.32$ | $0.11-0.32$ | $0.06-0.17$ | $2.81-1.77$ |
| $M_{H}$ | $0.26-0.54$ | $0.20-0.40$ | $0.18-0.28$ | $3.43-2.54$ |
| $B_{T}$ | $0.15-0.29$ | $0.10-0.24$ | $0.09-0.16$ | $2.41-1.83$ |
| $B_{W}$ | $0.09-0.23$ | $0.08-0.16$ | $0.05-0.12$ | $3.00-2.12$ |

Table 1: Ranges of the event shape distributions used in the fits. For NLLA the ranges are also shown in $L=\ln (1 / y)$.

|  |  | $1-T$ | $M_{H}$ | $B_{T}$ | $B_{W}$ |
| :---: | ---: | :---: | :---: | :---: | :---: |
| $C_{F}$ | $G_{21}$ | $7 \pm 3$ | $7 \pm 2$ | $185 \pm 10$ | $189 \pm 4$ |
|  | $C_{2}$ | $32 \pm 9$ | $22 \pm 6$ | $-198 \pm 31$ | $-247 \pm 13$ |
| $C_{A}$ | $G_{21}$ | $43 \pm 6$ | $46 \pm 6$ | $75 \pm 9$ | $74 \pm 8$ |
|  | $C_{2}$ | $-3 \pm 19$ | $6 \pm 19$ | $8 \pm 27$ | $36 \pm 25$ |
| $N_{f}$ | $G_{21}$ | $-20.0 \pm 0.4$ | $-19.2 \pm 0.4$ | $-32.3 \pm 0.6$ | $-31.9 \pm 0.6$ |
|  | $C_{2}$ | $6 \pm 1$ | $8 \pm 1$ | $-4 \pm 2$ | $0 \pm 2$ |
| $\Sigma$ | $G_{21}$ | $29 \pm 7$ | $34 \pm 7$ | $226 \pm 14$ | $233 \pm 9$ |
|  | $C_{2}$ | $37 \pm 21$ | $38 \pm 20$ | $-187 \pm 41$ | $-217 \pm 29$ |

Table 2: Values of $G_{21}$ and $C_{2}$ from fits to fixed order QCD coefficients. In the rows labelled $\Sigma$ the fits are done with the sum of the three terms of the $\mathcal{O}\left(\alpha_{s}^{2}\right) \mathrm{QCD}$ coefficients.

|  |  | $1-T$ | $M_{H}$ | $B_{T}$ | $B_{W}$ |
| :--- | ---: | :---: | :---: | :---: | :---: |
| NLLA | $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ | 0.1152 | 0.1170 | 0.1208 | 0.1136 |
|  | $\chi^{2} /$ d.o.f. | 6.3 | 6 | 61 | 186 |
| NLLA $+G_{21}$ | $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ | $\mathbf{0 . 1 1 5 2}$ | $\mathbf{0 . 1 1 5 0}$ | $\mathbf{0 . 1 1 4 6}$ | $\mathbf{0 . 1 0 8 8}$ |
|  | $\Lambda_{\overline{\mathrm{MS}}}[\mathrm{MeV}]$ | $193 \pm 5$ | $191 \pm 4$ | $185 \pm 5$ | $129 \pm 3$ |
|  | $\chi^{2} /$ d.o.f. | 3.2 | 0.9 | 2 | 12.5 |
| modified NLLA | $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ | 0.1113 | 0.1113 | 0.1079 | 0.1013 |
|  | $\chi^{2} /$ d.o.f. $^{2}$ | 3 | 4.3 | 2.7 | 28 |
| modified NLLA $+G_{21}$ | $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ | 0.1115 | 0.1100 | 0.1046 | 0.0976 |
|  | $\chi^{2} /$ d.o.f. | 2.2 | 1.8 | 22 | 7.3 |
| NLLA | $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ | 0.1089 | 0.1112 | 0.1014 | 0.1009 |
| $x_{\mu}$ fitted | $x_{\mu}$ | 0.41 | 0.53 | 0.11 | 0.11 |
|  | $\chi^{2} /$ d.o.f. | 3.7 | 1.3 | 2.2 | 4.2 |
| NLLA $+G_{21}$ | $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ | 0.1132 | 0.1146 | 0.1141 | 0.1027 |
| $x_{\mu}$ fitted | $x_{\mu}$ | 0.78 | 0.96 | 0.96 | 0.52 |
|  | $\chi^{2} /$ d.o.f. | 3.3 | 1.1 | 2.4 | 5.2 |
| NLLA $+G_{21}$ | $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ | 0.1160 | 0.1151 | 0.1146 | 0.1088 |
| $G_{32}$ fitted | $G_{32}$ | $240 \pm 150$ | $60 \pm 150$ | $100 \pm 350$ | $1830 \pm 260$ |
|  | $\chi^{2} /$ d.o.f. | 3.3 | 1.1 | 2.4 | 5 |

Table 3: Values of $\alpha_{s}\left(M_{Z^{0}}\right), \chi^{2} /$ d.o.f. and where appropriate other fitted variables derived by fitting NLLA QCD calculations to data. In the first four fits, the renormalisation scale factor is set to $x_{\mu}=1$ and $G_{32}=0$. In the next two fits $x_{\mu}$ is varied and in the final fit $G_{32}$ is determined in the fits.

|  | $1-T$ | $M_{H}$ | $B_{T}$ | $B_{W}$ |
| ---: | ---: | ---: | ---: | ---: |
| $\alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)$ | $\mathbf{0 . 1 1 5 2}$ | $\mathbf{0 . 1 1 5 0}$ | $\mathbf{0 . 1 1 4 6}$ | $\mathbf{0 . 1 0 8 8}$ |
| Statistical | $\pm 0.0006$ | $\pm 0.0003$ | $\pm 0.0005$ | $\pm 0.0003$ |
| tracks only | +0.0007 | +0.0009 | +0.0014 | +0.0012 |
| cluster only | -0.0017 | -0.0006 | -0.0022 | -0.0015 |
| $\left\|\cos \theta_{T}\right\|<0.7$ | 0.0000 | +0.0004 | +0.0001 | +0.0003 |
| $N_{\text {ch }} \geq 7$ | +0.0002 | +0.0002 | +0.0002 | +0.0002 |
| $\left\|p_{\text {miss }} / E_{\text {vis }}\right\|<0.4$ | +0.0001 | +0.0001 | 0.0000 | 0.0000 |
| Experimental Syst. | $\pm 0.0024$ | $\pm 0.0015$ | $\pm 0.0036$ | $\pm 0.0027$ |
| $a+1$ s.d. | -0.0014 | -0.0033 | -0.0021 | -0.0012 |
| $a-1$ s.d. | +0.0008 | +0.0015 | +0.0010 | +0.0007 |
| $\sigma_{q}+1$ s.d. | -0.0010 | -0.0009 | -0.0010 | -0.0008 |
| $\sigma_{q}-1$ s.d. | +0.0017 | +0.0017 | +0.0017 | +0.0015 |
| Peterson | +0.0001 | +0.0009 | -0.0024 | -0.0018 |
| udsc only | +0.0027 | 0.0000 | +0.0058 | +0.0044 |
| $Q_{0}=2$ GeV | -0.0010 | -0.0005 | -0.0021 | +0.0003 |
| Herwig 5.5 | -0.0034 | +0.0112 | -0.0091 | -0.0016 |
| Ariadne 3.1 | -0.0001 | +0.0004 | -0.0036 | -0.0003 |
| Total Hadronisation | $\pm 0.0050$ | $\pm 0.0119$ | $\pm 0.0121$ | $\pm 0.0055$ |
| $x_{\mu}=0.5$ | -0.0052 | -0.0061 | -0.0076 | -0.0065 |
| $x_{\mu}=2$ | +0.0063 | +0.0072 | +0.0090 | +0.0075 |
| Total error | $+\mathbf{0 . 0 0 8 4}$ | $+\mathbf{0 . 0 1 4 0}$ | $+\mathbf{0 . 0 1 5 5}$ | $+\mathbf{0 . 0 0 9 7}$ |
| $\mathbf{0 . 0 0 7 6}$ | $-\mathbf{0 . 0 1 3 5}$ | $-\mathbf{0 . 0 1 4 7}$ | $-\mathbf{0 . 0 0 8 9}$ |  |

Table 4: Errors on the value of $\alpha_{s}\left(M_{Z^{0}}\right)$ derived using NLLA $+G_{21}$ QCD calculations with $x_{\mu}=1$. Where a signed value is quoted, this indicates the direction in which $\alpha_{s}\left(M_{Z^{0}}\right)$ changed with respect to the default analysis when a certain feature of the analysis is changed. A detailed description of these systematic studies is given in [10].

| $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits to $N_{f}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $M_{H}$ | $B_{T}$ | $B_{W}$ | all |
| $\mathbf{5 . 8}$ | 4.9 | $\mathbf{3 . 7}$ | $\mathbf{3 . 4}$ |
| 0.120 | 0.139 | 0.111 | 0.109 |
| $\pm .044$ | $\pm .013$ | $\pm .024$ | $\pm .030$ |
| 0.06 | 1.0 | 0.07 | - |
| 1.9 | 3 | 0.6 | 3.3 |
| $\pm 0.8$ | $\pm 0.7$ | $\pm 0.7$ | $\pm 0.8$ |
| $\pm 3.1$ | $\pm 0.7$ | $\pm 1.4$ | $\pm 1.9$ |
| $\pm 0.9$ | $\pm 2.2$ | $\pm 1.1$ | $\pm 1.3$ |
| -0.6 | -0.6 | +0.2 | -0.1 |
| -3.4 | -1.3 | -1.4 | -2.6 |
| -2.3 | -0.3 | -0.9 | -1.1 |
| -3.1 | -1.3 | -1.3 | -2.5 |
| -2.5 | +0.5 | -0.8 | -1.0 |
| -2.7 | -2.3 | -1.7 | -2.8 |
| -0.5 | +0.4 | +0.7 | +0.9 |
| -4.4 | +1.7 | -1.2 | +0.3 |
| -1.9 | +0.8 | +0.3 | +0.5 |
| +9.0 | - | +5.4 | +6.4 |
| - | +0.2 | - | - |
| $\pm \mathbf{8 . 9}$ | $\pm 4.3$ | $\pm 4.1$ | $\pm \mathbf{5 . 3}$ |


| $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits to $\boldsymbol{C}_{\boldsymbol{F}}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $1-T$ | $M_{H}$ | $B_{T}$ | $B_{W}$ | all |
| $\mathbf{0 . 9}$ | 1.4 | $\mathbf{2 . 8}$ | 1.2 | 1.4 |
| 0.145 | 0.113 | 0.073 | 0.122 | 0.115 |
| $\pm .095$ | $\pm .066$ | $\pm .086$ | $\pm .035$ | $\pm .014$ |
| 0.10 | 0.06 | 1.0 | 0.07 | - |
| 1.9 | 1.8 | 2.3 | 0.6 | 3.4 |
| $\pm 0.2$ | $\pm 0.1$ | $\pm 1.2$ | $\pm 0.1$ | $\pm 0.0$ |
| $\pm 0.3$ | $\pm 0.2$ | $\pm 0.7$ | $\pm 0.1$ | $\pm 0.1$ |
| $\pm 0.4$ | $\pm 0.1$ | $\pm 1.3$ | $\pm 0.1$ | $\pm 0.4$ |
| +0.6 | $\pm 0.0$ | +1.3 | $\pm 0.0$ | $\pm 0.0$ |
| +0.1 | -0.2 | -0.4 | -0.1 | $\pm 0.0$ |
| +0.3 | -0.1 | +0.1 | -0.1 | $\pm 0.0$ |
| $\pm 0.0$ | -0.2 | +0.6 | -0.1 | $\pm 0.0$ |
| +0.3 | -0.1 | +0.7 | -0.1 | $\pm 0.0$ |
| +0.3 | -0.2 | +0.2 | -0.1 | $\pm 0.0$ |
| +0.8 | +0.1 | +7.2 | +0.1 | $\pm 0.0$ |
| +0.3 | -0.2 | +3.4 | -0.1 | -0.1 |
| +0.4 | -0.1 | +5.0 | $\pm 0.0$ | $\pm 0.0$ |
| -0.3 | -0.8 | - | -0.4 | $\pm 0.0$ |
| - | - | $\pm 0.0$ | - | - |
| $\pm 1.4$ | $\pm \mathbf{0 . 6}$ | $\pm \mathbf{9 . 7}$ | $\pm \mathbf{0 . 3}$ | $\pm \mathbf{0 . 4}$ |


| L＇そ干 | 2．0干 | 8．7干 | L＇I干 | I＇E干 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| － | － | $6.0+$ | － | － | әә，${ }^{\prime \prime} x$ |
| $9^{\cdot} 0-$ | $6.0+$ | － | $8 \cdot 7+$ | ¢ $¢ \bigcirc$ | $0^{\circ} \mathrm{L}={ }^{\prime \prime} x$ |
| $0 \cdot 0 \mp$ | 0．0干 | $9^{\circ} 0-$ | $8 \cdot 0+$ | $6{ }^{\circ}-$ | L¢ BNCVICV |
| $7 \cdot 0+$ | $7^{\circ} 0+$ | 8．0－ | ワ0＋ | $6.0-$ | 9.9 DIM ${ }^{\circ}$ |
| $0 \cdot 0 \mp$ | ［0－ | $9 \cdot 0-$ | ${ }^{\circ} 0-$ | $\mathrm{c}^{\cdot} \mathrm{I}-$ | $\Lambda$ ロŋ $9={ }^{0} 0$ |
| $\underline{0} 0+$ | $7^{\circ} 0+$ | I＇I＋ | $7{ }^{\circ} 0+$ | $90^{-}$ | syuenb ospn |
| $\underline{0} \cdot 0+$ | ［0＋ | $\varepsilon^{\circ} 0-$ | $8 \cdot 0+$ | $8 \cdot 0-$ | uоsıәдә ${ }_{\text {d }}$ |
| ［0＋ | 2．0＋ | 下•0＋ | ワ0＋ | 0．0干 | $\cdot \mathrm{P} \cdot \mathrm{7s}$ I－${ }^{6} \rho$ |
| $\underline{\circ} 0+$ | ［ $0+$ | $\underline{0} 0+$ | $8 \cdot 0+$ | $2 \cdot 0-$ | $\cdots \cdot{ }^{-}+5 \mathrm{~L}+{ }^{6} \rho$ |
| $2 \cdot 0+$ | $\mathrm{z}^{\circ} 0+$ | $9^{\circ} 0+$ | ワ0＋ | $7 \cdot 0-$ | $\cdot{ }^{\circ}+\mathrm{F}$［ $-p$ |
| 0．0干 | $0 \cdot 0$ 干 | $\underline{0} 0+$ | 0．0干 | $\mathrm{E}^{\cdot} \mathrm{I}-$ | $\cdot \mathrm{P} \cdot 7 \mathrm{~S}$［ $+p$ |
| $2 \cdot 67$ | ［．07 | ［ 67 | ［ 0 ¢ | 0．LF | ə8．4еı 7！－ |
| 8：0干 | $6^{\circ} 0 \mp$ | ¢ 0 干 | ع．0干 | 8．0干 | $\cdots$－${ }^{\text {dx }}$ |
| L0干 | L0干 | ¢0\％ | ［0\％ | 0•「干 | $\cdots \mathrm{7} 7 \mathrm{~s}$ |
| $9 \cdot 8$ | $9^{\circ} 0$ | 6.7 | $8^{\circ} \mathrm{I}$ | $6^{\circ} \mathrm{I}$ | $\cdot^{\cdot} \cdot \mathrm{o} \cdot \mathrm{p} /{ }_{2} \chi$ |
| － | $20^{\circ} 0$ | $0^{\circ} \mathrm{L}$ | $90^{\circ} 0$ | $80^{\circ} 0$ | ${ }^{7} x$ |
| 0ヵ0 ${ }^{\circ}$ 干 | \＆L0．7 | 970 ${ }^{\circ}$ | $860^{\circ}$ 干 | 890＊「 | $\left({ }^{Z_{W} W}\right)^{s_{O}} \nabla$ |
| 8LI．0 | \＆LI＇0 | てヵし 0 | 6IT0 | $960^{\circ} 0$ | $\left({ }^{\mathrm{Z}} \mathcal{W}\right)^{s} \bigcirc$ |
| $0 \cdot 8$ | $\boldsymbol{\sigma} \cdot \underline{8}$ | L＇\％ | $6 \cdot \square$ | 0＊$\dagger$ | ［епитәл |
| ［ ${ }^{\text {e }}$ | ${ }^{M} g$ | ${ }^{L} \mathcal{G}$ | ${ }^{H} W$ | $L-\mathrm{I}$ |  |
| $\boldsymbol{V}$ O of sty $\left({ }_{8}^{s} x\right)_{O}$ |  |  |  |  |  |

Table 5：Results of fits using the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ calculations．One of the three structure constants，$\alpha_{s}\left(M_{Z^{0}}\right)$ and the renormalisation scale factor $x_{\mu}$ are allowed to vary in the fits while the other two structure constants are kept fixed at their standard values． In the case of fits with $B_{T}$ the central results are obtained with $x_{\mu}=1$ fixed．Errors on the structure constants are given as deviations from the central results．In the case of fits to $N_{f}$ and $\alpha_{s}\left(M_{Z^{0}}\right)$ with $1-T$ the fits failed to converge and no results are quoted．

| NLLA+G $G_{21}$ fits to $N_{\boldsymbol{f}}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $1-T$ | $M_{H}$ | $B_{T}$ | all |
| 4.5 | 4.7 | $\mathbf{5 . 0}$ | 4.7 |
| 0.113 | 0.114 | 0.116 | 0.113 |
| $\pm .030$ | $\pm .028$ | $\pm .076$ | $\pm .046$ |
| 3.4 | 1.1 | 2.1 | 9.7 |
| $\pm 0.4$ | $\pm 0.4$ | $\pm 0.7$ | $\pm 0.3$ |
| $\pm 0.2$ | $\pm 1.2$ | $\pm 0.8$ | $\pm 0.1$ |
| $\pm 2.8$ | $\pm 1.7$ | $\pm 2.8$ | $\pm 1.7$ |
| +0.8 | +2.6 | +1.9 | +1.6 |
| -0.8 | -1.2 | -0.7 | -0.8 |
| +0.4 | +0.9 | +0.7 | +0.5 |
| -1.2 | -1.2 | -1.2 | -1.0 |
| $\pm 0.0$ | +0.3 | +3.7 | +1.3 |
| -1.5 | +0.3 | -4.0 | -1.1 |
| +0.3 | +1.2 | +1.4 | +0.4 |
| +6.6 | $\pm 0.0$ | +8.1 | +7.0 |
| +0.6 | +2.9 | +3.3 | +2.0 |
| +1.7 | +2.0 | +2.4 | +2.4 |
| -1.9 | -2.2 | -2.8 | -2.6 |
| $\pm 7.6$ | $\pm 11$ | $\pm 12$ | $\pm 8.3$ |


| NLLA+ Q $_{21}$ fits to $\boldsymbol{C}_{\boldsymbol{F}}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $1-T$ | $M_{H}$ | $B_{T}$ | $B_{W}$ | all |
| $\mathbf{1 . 3}$ | 1.3 | 1.3 | 1.0 | 1.3 |
| 0.118 | 0.117 | 0.116 | 0.122 | 0.115 |
| $\pm .068$ | $\pm .028$ | $\pm .104$ | $\pm .038$ | $\pm .061$ |
| 3.4 | 1.1 | 1.4 | 5.0 | 9.8 |
| $\pm 0.1$ | $\pm 0.0$ | $\pm 0.1$ | $\pm 0.0$ | $\pm 0.0$ |
| $\pm 0.0$ | $\pm 0.1$ | $\pm 0.1$ | $\pm 0.0$ | $\pm 0.0$ |
| $\pm 0.3$ | $\pm 0.2$ | $\pm 0.3$ | $\pm 0.2$ | $\pm 0.2$ |
| +0.1 | +0.4 | +0.3 | +0.1 | +0.2 |
| -0.1 | -0.1 | -0.1 | $\pm 0.0$ | -0.1 |
| $\pm 0.0$ | +0.1 | +0.1 | $\pm 0.0$ | +0.1 |
| -0.1 | -0.1 | -0.1 | -0.1 | -0.1 |
| $\pm 0.0$ | $\pm 0.0$ | +0.7 | +0.2 | +0.2 |
| -0.2 | $\pm 0.0$ | -0.3 | -0.2 | -0.1 |
| $\pm 0.0$ | +0.1 | +0.2 | $\pm 0.0$ | $\pm 0.0$ |
| +2.2 | $\pm 0.0$ | +8.7 | +0.4 | +2.0 |
| +0.1 | +0.4 | +0.6 | +0.2 | +0.3 |
| +0.2 | +0.3 | +0.4 | +0.3 | +0.3 |
| -0.2 | -0.2 | -0.3 | -0.2 | -0.2 |
| $\pm \mathbf{2 . 2}$ | +0.6 | $\pm \mathbf{8 . 7}$ | $\pm \mathbf{0 . 6}$ | $\pm \mathbf{2 . 0}$ |


|  | NLLA $G_{21}$ fits to $\boldsymbol{C}_{\boldsymbol{A}}$ |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  | $1-T$ | $M_{H}$ | $B_{T}$ | $B_{W}$ | all |
| central | $\mathbf{3 . 1}$ | $\mathbf{3 . 0}$ | $\mathbf{3 . 0}$ | $\mathbf{3 . 6}$ | $\mathbf{3 . 0}$ |
| $\alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)$ | 0.113 | 0.114 | 0.116 | 0.094 | 0.113 |
| $\Delta \alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)$ | $\pm .030$ | $\pm .026$ | $\pm .079$ | $\pm .025$ | $\pm .041$ |
| $\chi^{2} /$ d.o.f. | 3.4 | 1.1 | 2.1 | 4.8 | 9.7 |
| stat. | $\pm 0.1$ | $\pm 0.1$ | $\pm 0.1$ | $\pm 0.1$ | $\pm 0.1$ |
| expt. | $\pm 0.0$ | $\pm 0.2$ | $\pm 0.2$ | $\pm 0.1$ | $\pm 0.0$ |
| Fit range | $\pm 0.5$ | $\pm 0.3$ | $\pm 0.5$ | $\pm 0.7$ | $\pm 0.2$ |
| $a+1$ st.d. | -0.2 | -0.5 | -0.4 | -0.3 | -0.3 |
| $a-1$ st.d. | +0.1 | +0.2 | +0.1 | +0.1 | +0.1 |
| $\sigma_{q}+1$ st.d. | -0.1 | -0.2 | -0.1 | -0.1 | -0.1 |
| $\sigma_{q}-1$ st.d. | +0.2 | +0.2 | +0.2 | +0.2 | +0.2 |
| Peterson | $\pm 0.0$ | -0.1 | -0.7 | -0.5 | -0.2 |
| udsc quarks | +0.3 | $\pm 0.0$ | +0.7 | +0.6 | +0.2 |
| $Q_{0}=2$ GeV | -0.1 | -0.2 | -0.3 | $\pm 0.0$ | +0.1 |
| HERWIG 5.5 | -1.3 | $\pm 0.0$ | -1.7 | -0.7 | -1.3 |
| ARIADNE 3.1 | -0.1 | -0.5 | -0.6 | -0.4 | -0.4 |
| $x_{\mu}=0.5$ | -0.3 | -0.4 | -0.4 | -0.7 | -0.4 |
| $x_{\mu}=2.0$ | +0.3 | +0.4 | +0.5 | +0.8 | +0.5 |
| Total error | $\pm 1.5$ | $\pm \mathbf{0 . 9}$ | $\pm \mathbf{2 . 3}$ | $\pm 1.6$ | $\pm 1.5$ |


| $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits to $N_{\boldsymbol{f}}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $1-T$ | $M_{H}$ | $B_{T}$ | all |
| 7.1 | $\mathbf{3 . 2}$ | $\mathbf{3 . 0}$ | 4.3 |
| 0.132 | 0.109 | 0.109 | 0.113 |
| $\pm .016$ | $\pm .018$ | $\pm .020$ | $\pm .012$ |
| 2.7 | 3.4 | 2.5 | 11 |
| $\pm 1.0$ | $\pm 0.5$ | $\pm 0.3$ | $\pm 0.3$ |
| $\pm 1.3$ | $\pm 1.3$ | $\pm 0.7$ | $\pm 0.4$ |
| $\pm 1.3$ | $\pm 2.5$ | $\pm 1.6$ | $\pm 1.4$ |
| +0.2 | +1.4 | +1.4 | +1.2 |
| -0.7 | -0.6 | -0.6 | -0.6 |
| +0.1 | +0.5 | +0.3 | +0.3 |
| -0.3 | -0.9 | -0.8 | -0.7 |
| +0.4 | -0.7 | +1.5 | +0.2 |
| $\pm 0.0$ | -0.5 | +1.4 | -1.1 |
| +0.8 | +0.9 | - | +0.9 |
| +0.3 | - | +2.5 | -0.9 |
| +0.6 | +0.5 | +2.6 | +1.2 |
| +0.1 | +1.4 | +0.9 | +0.9 |
| -0.2 | -1.6 | -0.9 | -0.9 |
| $\pm \mathbf{2 . 4}$ | $\pm 3.9$ | $\pm 4.7$ | $\pm 3.0$ |


| $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA fits to $\boldsymbol{C}_{\boldsymbol{F}}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $1-T$ | $M_{H}$ | $B_{T}$ | $B_{W}$ | all |
| $\mathbf{1 . 5}$ | $\mathbf{1 . 2}$ | 1.1 | $\mathbf{0 . 9}$ | $\mathbf{1 . 2}$ |
| 0.115 | 0.127 | 0.129 | 0.134 | 0.122 |
| $\pm .033$ | $\pm .032$ | $\pm .038$ | $\pm .028$ | $\pm .019$ |
| 3.0 | 3.1 | 2.9 | 0.4 | 10 |
| $\pm 0.2$ | $\pm 0.0$ | $\pm 0.0$ | $\pm 0.0$ | $\pm 0.0$ |
| $\pm 0.2$ | $\pm 0.1$ | $\pm 0.1$ | $\pm 0.0$ | $\pm 0.0$ |
| $\pm 0.4$ | $\pm 0.2$ | $\pm 0.1$ | $\pm 0.1$ | $\pm 0.1$ |
| +0.1 | +0.1 | +0.1 | $\pm 0.0$ | +0.1 |
| -0.1 | $\pm 0.0$ | $\pm 0.0$ | -0.1 | -0.1 |
| +0.1 | $\pm 0.0$ | $\pm 0.0$ | $\pm 0.0$ | $\pm 0.0$ |
| $\pm 0.0$ | -0.1 | -0.1 | -0.1 | -0.1 |
| +0.1 | -0.1 | +0.1 | $\pm 0.0$ | $\pm 0.0$ |
| +0.1 | $\pm 0.0$ | +0.1 | -0.2 | -0.1 |
| +0.2 | +0.1 | -0.2 | $\pm 0.0$ | +0.1 |
| +0.1 | -0.2 | +0.3 | -0.1 | -0.1 |
| +0.2 | $\pm 0.0$ | +0.3 | +0.1 | +0.1 |
| +0.2 | +0.1 | +0.1 | +0.1 | +0.1 |
| -0.1 | -0.1 | -0.1 | -0.1 | -0.1 |
| $\pm \mathbf{0 . 6}$ | $\pm \mathbf{0 . 4}$ | $\pm \mathbf{0 . 5}$ | $\pm \mathbf{0 . 3}$ | $\pm \mathbf{0 . 3}$ |


|  | テ | $\stackrel{\text { N }}{\substack{\text { a }}}$ | $\stackrel{\sim}{\underset{\sim}{\circ}} \stackrel{\rightharpoonup}{\sigma}$ | $\stackrel{\underset{\sim}{\underset{+}{+}}}{\underset{+}{+}}$ | $\neg$ | $\underset{+}{\dot{+}}$ | $\underset{\dot{H}}{\stackrel{\rightharpoonup}{4}}$ | $\stackrel{0}{0} \underset{+}{0}$ | $\stackrel{9}{0}$ | $\stackrel{\rightharpoonup}{\dot{+}}$ | $\stackrel{\rightharpoonup}{0}$ | $\stackrel{\rightharpoonup}{\dot{+}}$ | $\underset{\dot{H}}{\stackrel{O}{\dot{1}}}$ | $\stackrel{\stackrel{y}{+}}{\stackrel{+}{+}}$ | $\underset{i}{\stackrel{y}{i}}$ | $\begin{gathered} \stackrel{y}{+} \\ + \end{gathered}$ | $\stackrel{\substack{4 \\ \hline \\ \hline}}{ }$ | $\underset{i}{\stackrel{y}{i}}$ | $\begin{gathered} \stackrel{y}{\circ} \\ + \end{gathered}$ | 18 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $9$ | $2$ | $\mid \underset{\sim}{9}$ | $\stackrel{8}{8}$ |  | $\stackrel{\rightharpoonup}{\circ}$ | $\stackrel{\stackrel{y}{2}}{\stackrel{+}{+}}$ | $\left\lvert\, \begin{aligned} & \dot{0} \\ & \dot{+} \end{aligned}\right.$ | $\xrightarrow[8]{2 ?} \underset{+}{0}$ | $\begin{aligned} & \odot \\ & \stackrel{\ominus}{H} \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{+}{\dot{+}} \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{\dot{+}} \\ & \hline \end{aligned}$ | $\stackrel{r}{8} \underset{+}{\circ}$ | $\stackrel{\rightharpoonup}{\dot{+}}$ | $\stackrel{-}{\stackrel{1}{+}}$ | $\underset{\substack{9 \\ \oplus \\ \hline \\ \hline}}{ }$ | $\stackrel{?}{+}$ | © | $\stackrel{?}{0}$ | $\left\lvert\, \begin{aligned} & 2 ? \\ & \dot{+} \\ & \hline \end{aligned}\right.$ | $\stackrel{\mathrm{F}}{\sim}$ |
|  | $5$ | $\underset{\sim}{+}$ | $\begin{aligned} & \underset{9}{9} \\ & \underset{0}{2} \end{aligned}$ | $\stackrel{\stackrel{\rightharpoonup}{\dot{\theta}}}{\stackrel{\rightharpoonup}{+}}$ | $\begin{gathered} \underset{\sim}{\dot{\sim}} \end{gathered}$ | $\underset{+}{\stackrel{\rightharpoonup}{+}}$ | $\stackrel{\rightharpoonup}{\stackrel{\rightharpoonup}{+}} \underset{+}{2}$ | $\stackrel{?}{0}$ | $\overbrace{1}^{0}$ | $\stackrel{\rightharpoonup}{\dot{0}}$ | $\underset{i}{\stackrel{\rightharpoonup}{i}}$ | $\stackrel{y}{\stackrel{y}{+}}$ | $\stackrel{?}{0}$ | $\underset{+}{\bullet}$ | $\stackrel{?}{i}$ | $\stackrel{2}{2}$ | $\stackrel{0}{1}$ | $\underset{1}{\stackrel{N}{i}}$ | $\stackrel{\stackrel{y}{+}}{\stackrel{+}{+}}$ | $\stackrel{+}{+}$ |
|  | $8$ | $\\| \infty$ | $\stackrel{\stackrel{O}{\rightrightarrows}}{\underset{\sigma}{c}}$ |  | $\begin{array}{\|c} \infty \\ \infty \\ 0 \end{array}$ | $\underset{+}{\stackrel{\rightharpoonup}{+}}$ | $\left\lvert\, \begin{gathered} \underset{\sim}{2} \\ \underset{H}{2} \end{gathered}\right.$ | $\underset{+}{\overleftarrow{+}} \underset{+}{+}$ | $\stackrel{\sim}{0}$ | $\stackrel{\rightharpoonup}{\dot{+}}$ | $\stackrel{\rightharpoonup}{9}$ | $\stackrel{\underset{+}{+}}{\stackrel{+}{+}}$ | $\stackrel{\rightharpoonup}{\dot{+}}$ | $\stackrel{\rightharpoonup}{\dot{+}}$ | $\stackrel{\substack{\text { ® } \\ i \\ \hline}}{ }$ | $\stackrel{\bullet}{+}$ | $\underset{i}{\stackrel{\rightharpoonup}{i}}$ | $\underset{1}{0}$ | $\stackrel{9}{+}$ | $\xrightarrow{\circ}$ |
|  | $\underset{\square}{\mid}$ | $\\| \stackrel{\perp}{\sim}$ | $\begin{aligned} & \infty \\ & \stackrel{1}{\rightrightarrows} \\ & \vdots \end{aligned}$ | $\stackrel{\stackrel{\rightharpoonup}{\sigma}}{\stackrel{\rightharpoonup}{+}}$ | $\begin{aligned} & 9 \\ & \underset{i}{2} \end{aligned}$ | $\stackrel{\stackrel{y}{\circ}}{\stackrel{+}{+}}$ | $\xrightarrow[\sim]{\circ}$ | $\stackrel{?}{2}$ | $\underset{0}{\stackrel{\rightharpoonup}{i}}$ | $\underset{+}{\dot{+}}$ | $\underset{i}{\stackrel{\rightharpoonup}{i}}$ | $\xrightarrow[\dot{H}]{\stackrel{\ominus}{\dot{H}}}$ | $\underset{i}{i}$ | $\underset{i}{\stackrel{\rightharpoonup}{i}}$ | $\underset{1}{\stackrel{y}{c}}$ | $\stackrel{\rightharpoonup}{0}$ | $\stackrel{\text { ®}}{\circ}$ | $\underset{i}{\stackrel{\rightharpoonup}{i}}$ | $\underset{+}{\underset{+}{\circ}}$ | - |
|  |  |  | $\underset{8^{0}}{\stackrel{i}{N}}$ |  |  |  | $\left\|\begin{array}{l} \dot{\partial} \\ \underset{X}{x} \end{array}\right\|$ |  |  | $\begin{gathered} \dot{3} \\ \vdots \\ \dot{0} \\ \underset{1}{1} \\ 0 \\ 0 \end{gathered}$ | $\left\|\begin{array}{c} \dot{子} \\ \dot{0} \\ \stackrel{1}{2} \\ + \\ + \\ 0 \end{array}\right\|$ | $\left\|\begin{array}{c} \dot{j} \\ \dot{0} \\ -1 \\ 1 \\ 0 \\ 0 \end{array}\right\|$ | $\begin{aligned} & \tilde{0} \\ & 0 \\ & 0 \\ & \vdots \\ & \vdots \\ & 0 \end{aligned}$ |  | $\left\lvert\, \begin{gathered} 2 \\ 0 \\ 0 \\ \sim \\ 11 \\ 11 \\ 0 \\ 0 \end{gathered}\right.$ | $\begin{aligned} & 20 \\ & 20 \\ & 20 \\ & \frac{2}{2} \\ & \hline 10 \\ & \hline 10 \end{aligned}$ |  | $\left\|\begin{array}{c} 10 \\ 0 \\ 11 \\ 7 \\ 7 \end{array}\right\|$ |  |  |

Table 7: Results of fits using the $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA calculations ( $\ln (R)$-matching $)$. One of the three structure constants and $\alpha_{s}\left(M_{Z^{0}}\right)$ are allowed to vary in the fits while the other two structure constants are kept fixed at their standard values. Errors on the structure constants are given as deviations from the central results. In the case of fits to $N_{f}$ and $\alpha_{s}\left(M_{Z^{\circ}}\right)$ with $B_{W}$ the fits failed to converge and no results are quoted. In some cases fits from a particular systematic check did not converge and therefore no deviations due to these effects are quoted. Total errors are given for these cases but should be taken as lower limits (non-bold errors).

## Figures



Figure 1: Fits based on NLLA QCD predictions with $x_{\mu}=1$ compared with data for $1-T$. The full lines indicate the fitted range and the dotted lines indicate an extrapolation using the fit results. The points are data corrected to the hadron-level. See text for an explanation of the different calculations used.


Figure 2: Fits based on NLLA QCD predictions with $x_{\mu}=1$ compared with data for $B_{W}$. The full lines indicate the fitted range and the dotted lines indicate an extrapolation using the fit results. The points are data corrected to the hadron-level. See text for an explanation of the different calculations used.
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Figure 3: Dependence of $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ (solid curves) and $\chi^{2} /$ d.o.f. (dashed curves) on the renormalisation scale parameter $x_{\mu}$ for NLLA $+G_{21}$ fits.


Figure 4: Comparison of measurements of $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ using three different types of QCD calculation. The errors shown include all experimental and theoretical systematic contributions. The vertical lines and shaded bands indicate the combined results obtained by a simple weighted average and their errors. In the cases of fits including NLLA terms the results are based on $x_{\mu}=1$ but in the case of $\mathcal{O}\left(\alpha_{s}^{2}\right)$ fits the central values (circles) represent an average of $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ taking $x_{\mu}=1$ (squares) and $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ with $x_{\mu}$ free (triangles).


Figure 5: Results of fits to event shape observables varying $\alpha_{s}\left(M_{Z^{\circ}}\right)$ and one of the three QCD structure constants $C_{A}, C_{F}$ and $T_{F}$ at a time with three different types of QCD calculations. The $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA calculation has been carried out using the $\ln (R)$-matching. For results from all observables the four distributions have been fitted simultaneously with a common $\alpha_{s}\left(M_{Z^{0}}\right)$ and structure constant as free parameters. Fit results are shown by full points. In cases where error bars lack tick marks at the ends not all systematic checks are performed as explained in the text. Some of the large error bars are clipped. The dashed lines indicate the expectations from QCD, while the shaded boxes show the results from [7].
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Figure 6: Results for $\alpha_{s}\left(M_{Z^{0}}\right)$ from fits to event shape observables varying $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ and one of the three QCD structure constants $C_{A}, C_{F}$ and $T_{F}$ at a time with three different types of QCD calculations. The $\mathcal{O}\left(\alpha_{s}^{2}\right)+$ NLLA calculation has been carried out using the $\ln (R)$-matching. For results from all observables the four distributions have been fitted simultaneously with a common $\alpha_{s}\left(M_{\mathrm{Z}^{0}}\right)$ and structure constant as free parameters. Fit results are shown by full points. In cases where error bars lack tick marks at the ends not all systematic checks are performed as explained in the text. Some of the large error bars are clipped. The dashed lines and the shaded areas indicate values of $\alpha_{s}\left(M_{Z^{\circ}}\right)$ as shown in figure 4 with the four observables and three types of QCD calculations considered here.


Figure 7: Error ellipses with $T_{F} / C_{F}$ and $C_{A} / C_{F}$ or $C_{F}$ and $C_{A} / C_{F}$ as fit parameters. The one, two and three standard deviation ellipses are drawn, corresponding to confidence levels of $39 \%, 86 \%$ and $99 \%$, respectively. The shaded ellipse on figure a) shows the result from [7] as a one standard deviation contour. The dashed-dotted line on figure b) indicates the $\mathrm{SU}(\mathrm{N})$ constraint $C_{F}=\left(C_{A}{ }^{2}-1\right) /\left(2 C_{A}\right)$.


[^0]:    ${ }^{1}$ The same coefficients are called $A(y)$ and $B(y)$ in references $[8,20]$.

[^1]:    ${ }^{2}$ The bounds are $0.01<\alpha_{s}\left(M_{\mathrm{Z}^{\circ}}\right)<1.0,0<N_{f}<20,0<C_{A}<10$ and $0<C_{F}<10$.

