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ABSTRACT

In the last two decades, mesoscale models (MMs) with urban canopy parameterizations have been widely

used to study urban boundary layer processes. Different studies show that such parameterizations are sensitive

to the urban canopy parameters (UCPs) that define the urban morphology. At the same time, high-resolution

UCP databases are becoming available for several cities. Studies are then needed to determine, for a specific

application of an MM, the optimum degree of complexity of the urban canopy parameterizations and the

resolution and details necessary in the UCP datasets. In this work, and in an attempt to answer the previous

issues, four urban canopy schemes, with different degrees of complexity, have been used with the Weather

Research and Forecasting (WRF) model to simulate the planetary boundary layer over the city of Houston,

Texas, for two days inAugust 2000. For theUCP two approaches have been considered: one based on three urban

classes derived from the National Land Cover Data of the U.S. Geological Survey and one based on the highly

detailedNationalUrbanDatabase andAccess Portal Tool (NUDAPT) dataset with a spatial resolution of 1 km2.

Two-meter air temperature and surface wind speed have been used in the evaluation. The statistical analysis

shows a tendency to overestimate the air temperatures by the simple bulk scheme and underestimate the air

temperatures by the more detailed urban canopy parameterizations. Similarly, the bulk and single-layer schemes

tend to overestimate the wind speed while the multilayer schemes underestimate it. The three-dimensional

analysis of the meteorological fields revealed a possible impact (to be verified against measurements) of both the

urban schemes and the UCP on cloud prediction. Moreover, the impact of air conditioning systems on the air

temperature and their energy consumption has been evaluatedwith themost developedurban scheme for the two

simulated days.During the night, this anthropogenic heat was responsible for an increase in the air temperature of

up to 28C in the densest urban areas, and the estimated energy consumptionwas of the samemagnitude as energy

consumption obtained with different methods when the most detailed UCP database was used. On the basis of

the results for the present case study, one can conclude that if the purpose of the simulation requires only

an estimate of the 2-m temperature a simple bulk scheme is sufficient but if the purpose of the simulation is an

evaluation of an urban heat island mitigation strategy or the evaluation of the energy consumption due to air

conditioning at city scale, it is necessary to use a complex urban canopy scheme and a detailed UCP.

1. Introduction

Mesoscale models (MMs) in combination with ur-

ban canopy parameterizations are increasingly used to

investigate the behavior of the urban boundary layer

(UBL). The urban parameterizations estimate the mean

thermal and dynamic effects of the cities on the atmo-

sphere. The first urban schemes represented the thermal

effects of the city using greater heat capacity and thermal

conductivity than those used in natural soils to reproduce

the large heat storage that takes place in the urban sur-

faces (Liu et al. 2006). In the same way, large values for

roughness parameters were used to represent the mo-

mentum sink and the turbulence generated by roughness

elements. The disadvantage of these approaches is that

they cannot represent the heterogeneities present in the
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urban areas because of the variability of urban morphol-

ogy between different neighborhoods. Subsequently, the

first single-layer urban canopy models (UCMs) were de-

veloped (e.g., Masson 2000; Kusaka et al. 2001; Kanda

et al. 2005). They represent the urban geometry by in-

finitely long street canyons and three different urban sur-

faces (walls, roofs, and roads), with the exception of

Kanda’s model that represents the city with a 3D geom-

etry. With these new approaches, several urban classes

with different thermal properties and morphology can be

considered, and the heterogeneities of the city are better

represented. This fact can be important, for example, if

we are interested in the spatial distribution of the air

temperature within the city. Finally, multilayer urban

canopy models (Martilli et al. 2002; Kondo et al. 2005)

permitted a direct interaction of the buildings with the

planetary boundary layer (PBL). To date, the coupling

between simple building energy models and multilayer

urban canopy parameterizations (Kikegawa et al. 2003;

Salamanca and Martilli 2010) represents the most so-

phisticated approach and permits the study of the impact

of anthropogenic heat (AH) fluxes due to air condi-

tioning on the urban atmosphere. This increasing num-

ber of urban parameterizations and the important

differences existing between them require a study to

show positive and negative points of each approach, to

facilitate their use. In this direction, an important effort

(Grimmond et al. 2010) has been carried out by com-

paring energy fluxes obtained with a wide range of urban

models run offline, against site observations.

An intensive effort has been carried out for the com-

munity mesoscale Weather Research and Forecasting

(WRF) model (Chen et al. 2011) to improve its skills

in urban areas and to be able to assess environmental

problems such as the urban heat island (UHI) and urban

air pollution. In this context, in the first part of this article,

results obtained with WRF with four different urban can-

opy parameterizations over the city of Houston, Texas,

(see Table 1) are presented. Comparisons against mea-

surements of surface air temperature and wind speed are

also shown. The first urban parameterization (included in

WRF since 2003) is a bulk scheme (denoted BULK) that

represents the effects of urban surfaces by means of a

roughness length of 0.8 m, a surface albedo of 0.15 to

represent the radiation trapping in the urban canyons, a

volumetric heat capacity of 3.0 MJ m23 K21, and a ther-

mal conductivity of 3.24 W m21 K21 to represent the

large heat storage in the urban buildings and roads. This

approach has been successfully employed in real-time

forecasts (Liu et al. 2006). The second urban parameter-

ization was developed byKusaka et al. (2001) andKusaka

andKimura (2004). It is a single-layer urban canopyUCM

in which the anthropogenic heat can be added to the

sensible heat flux in the urban canopy layer. The urban

geometry is represented through infinitely long street

canyons, and three different urban surfaces (roof, wall,

and roads) are recognized. Shadowing, reflections, and

trapping of radiation in the street canyon are considered,

and an exponential wind profile is prescribed to deduce

the wind speed in the canyon from the wind speed above

the canyon, where the lowest grid point of the mesoscale

model is located. The sensible heat fluxes from roof, wall,

and roads are introduced in the lowest atmospheric layer.

This option has been included inWRF (V2.2) since 2006.

The third urban parameterization was developed by

Martilli et al. (2002), and it is a multilayer urban canopy

scheme called BEP (which stands for building effect pa-

rameterization; it has included in the WRF V3.1 release

since 2009). BEP recognizes the three-dimensional nature

of urban surfaces and the fact that buildings vertically

distribute sources and sinks of heat and momentum

through the whole urban canopy layer. It takes into ac-

count the effects of the vertical (walls) and horizontal

(streets and roofs) surfaces on momentum, turbulent ki-

netic energy, and potential temperature. The wall and

road radiation consider shadowing, reflection, and trap-

ping of shortwave and longwave radiation in the urban

canyons. The last urban parameterization is an extension

of the BEP scheme and was developed by Salamanca

et al. (2010). It is the result of the coupling between BEP

and a simple building energymodel (BEM) that improves

the results obtained with the old version of BEP (Sala-

manca and Martilli 2010). BEM accounts for the 1) dif-

fusion of heat through the walls, roofs, and floors; 2)

radiation exchanged through windows; 3) longwave radi-

ation exchanged between indoor surfaces; 4) generation

of heat due to occupants and equipments; and 5) air

conditioning, ventilation, and heating. The BEP1BEM

parameterization takes into account the exchanges of

energy between the interior of the buildings and the

outdoor atmosphere. Consequently, the impact of air

conditioning systems (AC) and their energy consump-

tion is estimated. The new BEP1BEM scheme has been

included in WRF V3.2 release on April 2010.

In the standard version of WRF, the urban schemes

looked up the input parameters for the urban morphol-

ogy from a table with only three different urban classes

(commercial, industrial, and high or low residential areas)

that can be derived from land use databases [e.g., the

National Land Cover Data for theUnited States (NLCD),

developed by the U.S. Geological Survey (USGS)]. In the

simulations with the four urban schemes, the input pa-

rameters (building height, urban fraction, building plan

area fraction, and building height-to-width ratio) for the

three urban classes have been extracted from the reports

of Burian and Han (2003) and Burian et al. (2003).
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To evaluate the impact of high-resolution urban land

cover databases in the mesoscale weather prediction

models, a project called the National Urban Database

and Access Portal Tool (NUDAPT) was created to pro-

vide accurate urban data with the idea of improving the

parameterization of UBL processes (Ching et al. 2009).

In this database, information exists relative to urban

morphology for more than 40 cities in the United States.

An advantage of using NUDAPT is that the inputs of the

urban parameterizations (urban fraction, building height

histograms, building plan area fraction, mean building

height weighted by footprint plan area, etc.) are pro-

vided with a resolution of 1 km2 and do not need to be

defined for every urban class. This approach permits to

exploit the whole urban information available for the

city and consequently it is not limited by the number of

urban classes. In the second part of this article, results

obtained by running WRF with the urban canopy pa-

rameters (UCPs) derived fromNUDAPT are compared

to those previously obtained with the three urban classes

derived from NLCD. Because the BULK scheme does

not use urban morphological parameters, and the UCM

is not yet ready to directly use the urban information

fromNUDAPT, only the BEP andBEP1BEM schemes

were considered for this second comparison.

In section 2, a description of the simulations and the

results for the four urban models are presented. Results

obtained using the more detailed urban database

(NUDAPT) are shown in section 3 for the BEP and

BEP1BEM schemes. Section 4 explores the possibilities

of the new BEP1BEM parameterization and the impact

of the AC systems and their energy consumption. Con-

clusions and future directions are included in section 5.

2. WRF simulations with different urban models

a. Numerical domain and setup of the simulations

Two summer days have been analyzed: 25 and

31 August 2000. The 24-h simulations began at 1200UTC

(0600 LST) and a set of 8 simulations (4 urban schemes

for every selected day) were performed using the non-

hydrostatic version of theWRFV3.1model (Skamarock

et al. 2008), coupled to the Noah land surface model

(Chen andDudhia 2001; Ek et al. 2003) for the nonurban

part. This surface-hydrologymodel has one canopy layer

and the following prognostic variables: soil moisture

and temperature in the soil layers, water stored in the

vegetation canopy, and snow stored on the ground. The

horizontal domain (see Fig. 1) was composed of four

two-way nested domainswith 1003 100, 1743 156, 2193

186, and 216 3 198 grid points, and grid spacings of

27, 9, 3, and 1 km, respectively. The 24-h simulations

were conducted with the initial and boundary conditions

from the operational National Centers for Environmen-

tal Prediction (NCEP) with a grid resolution of 40 km

and a time resolution of 3 h. To take full advantage of

the urban parameterizations, a vertical resolution of 40

eta levels1 was used (14 levels in the lowest 1.5 km;

model top at;20 kmAGL) with the depth of the lowest

level of approximately 22 m above the ground. The se-

lected radiation parameterizations were the Dudhia

(1989) shortwave radiation scheme and the Rapid Ra-

diative Transfer Model (RRTM) longwave parameter-

ization (Mlawer et al. 1997). The microphysics package

is theWRFSingle-Moment 3-ClassMicrophysics Scheme

(WSM3; Hong et al. 2004); no cumulus cloud schemewas

used in the inner domain. Two different PBL schemes

were chosen, the Mellor–Yamada–Janjic (MYJ) scheme

(Janjic 1994) for the BULK andUCM parameterizations

and the Bougeault and Lacarrère (1989) for the BEP and

BEP1BEM schemes. This selection is motivated by the

fact that the first two parameterizations (BULK and

TABLE 1. Overview of the different urban schemes used in the intercomparison.

BULK UCM BEP BEP1BEM

How the canopy is resolved No canopy; roughness

length modified

Single layer Multilayer Multilayer

Anthropogenic heat No From fixed temporal

profiles

No From a building energy

model

Accounting for fraction of

vegetation

No Yes Yes Yes

PBL scheme used in this

study

Mellor–Yamada–Janjic Mellor–Yamada–Janjic Bougeault and Lacarrère Bougeault and Lacarrère

1 Full eta levels 5 1, 0.9974, 0.9940, 0.9905, 0.9850, 0.9800,

0.9700, 0.9600, 0.9450, 0.9300, 0.9100, 0.8900, 0.8650, 0.8400, 0.8100,

0.7800, 0.7500, 0.7100, 0.6800, 0.6450, 0.6100, 0.5700, 0.5300, 0.4900,

0.4500, 0.4100, 0.3700, 0.3300, 0.2900, 0.2500, 0.2100, 0.1750, 0.1450,

0.1150, 0.0900, 0.0650, 0.0450, 0.0250, 0.0100, and 0.0000. The ver-

tical coordinate eta is defined as (p2 ptop)/(psurf2 ptop), where p is

the dry hydrostatic pressure, psurf is surface dry hydrostatic pres-

sure, and ptop is a constant dry hydrostatic pressure at model top.
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UCM) have been extensively tested coupled to the MYJ

scheme (e.g., Liu et al. 2006; Miao et al. 2009), while the

other two (BEP and BEP1BEM), even if they can also

be run with the MYJ scheme, have been mainly tested

together with the Bougeault and Lacarrère (1989) PBL

scheme (Martilli et al. 2003).We are aware that this choice

may introduce another source of differences, but we con-

sidered that these are the configurations where each

scheme can perform best. Future work will be needed to

investigate the sensitivity of the urban parameterizations

to the coupling with different PBL schemes.

In the determination of the fluxes provided by the

urban canopy parameterization to the atmosphericmodels,

the fractional area occupied by impervious surfaces (ur-

ban fraction) plays a fundamental role. The urban frac-

tion (lU) in a particular patch is defined as the fractional

area covered by the buildings lP (building plan area

fraction) plus the fractional area covered by the roads.

These parameters are especially important because they

are used to obtain the dimensions of the buildings and

roads in the urban schemes. For example, for a 2D urban

canopy parameterization,

l
P

l
U

5
b

b1w
, (1)

where b and w are the widths of the buildings and roads,

respectively. Other morphological urban parameters

used to derive the inputs of the urban models are the

mean building height weighted by building plan area h

and the building height-to-width ratio l
S
. These pa-

rameters are calculated using the following equations:

h 5

�
N

i51
A

i
h
i

�
N

i51
A

i

and l
S
5

h

w,
(2)

whereAi is the plan area at ground level of building i, hi
is its height, N is the number of buildings, and w is the

mean road width. In the simulations, the values of the

above parameters used for every urban class for the city

of Houston were extracted from the reports of Burian

and Han (2003) and Burian et al. (2003) and can be seen

in Table 2. Moreover, for the correct performance of

the BEP and BEP1BEM schemes, a building height

distribution is necessary for every urban class, and the

considered values are in Table 2. The thermal properties

of the buildings used in the simulations are in Table 3.

For the UCM a diurnal profile of AH was added to the

sensible heat flux (hereafter this simulation is referred as

UCM1AH) with peak values of 90, 50, and 20 W m22

for the commercial or industrial (COI), high-intensity

residential (HIR), and low-intensity residential (LIR) ur-

ban classes, respectively. Unlike the UCM parameteriza-

tion, the BEP1BEM scheme computes the AH released

into the atmosphere tomaintain the indoor temperature of

the buildings in a range of comfort defined by the user

FIG. 1. Configuration of the four two-way nested domains for the WRF simulations. The grid

sizes for the four domains are 27, 9, 3, and 1 km, respectively. Terrain height interval is 200 m.
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(Salamanca et al. 2010) by means of an AC model that

computes the total cooling loads for every floor of the

buildings. For these simulations the amplitude of the

range of comfort was fixed to 18C with the target in-

ternal temperature being 258C. Other parameters of

the BEP1BEM scheme were fixed (for the three urban

classes) to the coefficient of performance of the AC

systems (COP) 5 3.5, number of occupants 5 0.02 per-

son per meter squared of floor, and sensible heat gener-

ated by equipment 5 30 W m22 of floor from 0800 to

2000 LST and 10 W m22 the rest of the day. The con-

sidered values for the sensible heat generated by equip-

ment are similar to other estimations based on temporal

variations of electric power consumption for lighting

(Kikegawa et al. 2003) in business districts.

b. Analysis of the results

Houston is an area subject to complex mesoscale dy-

namics leading to complex land and sea breeze patterns.

The main forcings determining the circulation are the

contrast between the land and the sea and the general

circulation patterns. The urban area intervenes, modu-

lating these forcings. Given the purpose of this article, in

the following analysis stress is put mainly on the impact

of the urban forcing.

1) AIR TEMPERATURE

Table 4 lists the nine monitoring stations used in the

evaluation of the four urban models for the two selected

days. The stations were displayed over the city ofHouston;

their locations can be seen in Fig. 2b. The stations selected

are representative of the three urban classes considered in

this study, so that the behavior in simulating urban areas

with different morphology can be analyzed. It is important

to remember that we assume that point measurements can

be compared to model outputs, which represent spatially

averaged values over a grid cell of 1 km2. An analysis of

this assumption requires detailed information on the po-

sition of the station and themorphology of the surrounding

area and goes beyond the scope of this work.

The inner simulation domain is plotted in Fig. 2a. The

observed and computed statistics for the 2-m air tem-

perature are shown in Tables 5 and 6. Mean bias (MB),

hit rate (HR), and root-mean-square error (RMSE)

were calculated with the criteria for the HR calculation

for model–observation agreement within 28C following

the criteria of similar studies (Miao et al. 2009). It is

important to mention, in terms of the comparison, that

the observed values are hourly averaged data whereas

no time average ofWRF outputs was performed. The four

urban schemes reproduce accurately enough (HR . 0.5

for all the stations) the surface air temperature for 25

August (see Fig. 3 and Table 5). The best results were

obtained with the BEP1BEM and BULK schemes. The

BULK parameterization tends to slightly overestimate

the air temperature (the MB is almost always positive)

whereas the other schemes tend to underestimate it.

Observing the differences in the air temperature between

the two multilayer schemes (BEP and BEP1BEM), it is

possible to say that the effect of the sensible heat ejected

into the atmosphere to maintain the indoor tempera-

ture in a range of comfort (situation simulated with the

BEP1BEM scheme) has a significant effect from 1800–

1900 LST to dawn. In general, the worst estimations

were obtained with the single-layer UCM1AH scheme,

TABLE 2. Urban morphological parameters considered for the

three urban classes.

LIR HIR COI

Urban fraction (lU) 0.429 0.429 0.865

Building plan area fraction (lP) 0.06 0.17 0.21

Building height weighted by

building plan area (h ) (m)

5.4 5.1 8.9

Building height-to-width ratio ( l
S
) 0.05 0.13 0.09

Buildings 5 m tall (%) 55 59 37

Buildings 10 m tall (%) 30 34 34

Buildings 15 m tall (%) 15 7 9

Buildings 20 m tall (%) 0 0 20

TABLE 3. Thermal parameters used in the urbanmodules (UCM,

BEP, and BEP1BEM) and for every urban class [l is the thermal

conductivity of the material, C is the specific heat of the material,

T(int) is the initial temperature of the material and also tempera-

ture of the deepest layer, « is the emissivity of the surface, a is the

albedo of the surface, and z0 is the roughness length for momentum

over the surface].

Surface

l

(W m21 K21)

C

(3106 J m23 K21)

T

(8C) « a

z0
(m)

Roof 0.695 1.32 20 0.9 0.2 0.01

Wall 0.695 1.32 20 0.9 0.2 —

Road 0.4004 1.40 20 0.95 0.15 0.01

TABLE 4. List of monitor locations based on information from

Texas Commission on Environmental Quality (TCEQ). The urban

morphology characteristics for every urban class can be seen in

Table 2. Hereinafter ID indicates the identifier number for the site.

ID Lat Lon

Sampling height

above ground (m)

Urban

class

C01 29.767 778 295.220 556 11 COI

C55 29.733 611 295.257 500 5 HIR

C81 29.735 000 295.315 556 11 HIR

C146 29.695 556 295.499 167 4 LIR

C167 29.734 167 295.238 056 11 HIR

C169 29.706 111 295.261 111 11 LIR

C404 29.806 944 295.291 389 11 HIR

C409 29.623 889 295.474 167 11 HIR

C603 29.765 278 295.181 111 4 COI
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but they notably improved in the COI areas where the

urban fraction (see Table 2) has the largest value. The

warmest daywas 31August, with temperatures up to 418C.

The results (see Fig. 4 and Table 6) indicate a good per-

formance of the urban models except for the UCM1AH

scheme, which was not able to correctly simulate the sur-

face air temperature from 1800 to 1900 LST except in the

COI areas. We are aware that the UCM parameterization

has been widely tested and validated (e.g., Kusaka and

Kimura 2004; Lin et al. 2008; Miao et al. 2009) in different

situations, so the results obtained for 31 August were

probably due to the low urban fraction used for the HIR

and LIR urban classes, which were derived from the

available information on urban morphology. It seems that

this is not a setback for the BEP and BEP1BEM pa-

rameterizations. At this point, it is important to remember

that the goal of this work is twofold: on one hand, we want

to compare the BULK, UCM, BEP, and BEP1BEM

schemes coupled to the WRF model; on the other hand,

we want to study the impact of using highly accurate ur-

ban morphology information on the meteorological var-

iables with different urban canopy parameterizations.

This is the reason why we use the realistic urban fraction

(see Table 2) derived from the Burian and Han (2003)

and Burian et al. (2003) reports for the different urban

classes and not the values that give the best results.

2) WIND FIELD

In Fig. 5, the time evolution of the wind speed at 10 m

above the ground level (AGL) is compared with the

observations for 25 August. Three monitoring stations

are shown because the others do not present remarkable

differences. The four urban models were able to capture

satisfactorily the rotation of the breeze (from the sea to

the land and vice versa) from around 1400–1500 LST

to dawn. The BULK and UCM1AH schemes slightly

overestimate the wind speed compared to the BEP and

BEP1BEM parameterizations, which underestimate

the observed wind. It is important to remember that

BULK and UCM1AH use a roughness length that is

not directly dependent on the urban morphology, while

BEP and BEP1BEMestimate themomentum sink with

a drag force that depends of the urban morphology.

During the first hours of the day, from sunrise to 1100

LST approximately, the schemes were not able to cap-

ture the wind direction well. Later, and for a period

of some hours, the direction of the wind was changing

randomly. This behavior was due to scattered clouds

modeled over the city. The solar radiation does not heat

the urban surface below the cloud, and consequently the

air blows away to surrounding warmer areas. This phe-

nomenon (not shown) was observed with the four urban

schemes in different places and times.

It is interesting to analyze how the different surface

schemes affect the cloud prediction. In Fig. 6 the shortwave

radiation that reaches the ground (in the case of built-up

areas, this is the shortwave radiation that reaches the upper

limit of the urban canopy layer) is shown at 1200 LST. This

field reflects the presence of clouds. It can be seen that, at

that time, the simulations with the BEP and BEP1BEM

schemes produce clouds above the city, while UCM and

BULK do not. This is related to strong vertical velocities

(Fig. 7) simulated by BEP and BEP1BEM.A few hours

later, similar patterns (clouds and strong updrafts and

downdrafts) developed also for the UCM and BULK

simulations over the city. A possible explanation of

FIG. 2. (a) The D4 inner domain and urban fraction (from Table 2) for the city of Houston. (b) Monitoring stations

used in the evaluation of the four urban parameterizations.
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these differences is that BEP and BEP1BEM are more

sensitive to the spatial variability of surface fluxes be-

cause of the heterogeneity of the urban structure. For

this reason they trigger earlier the updrafts and down-

drafts that are responsible for cloud formation. It is

difficult (and goes beyond the scope of this article) to

decide which is the most realistic behavior not only be-

cause there are no cloud position and formation mea-

surements available during these days over Houston, but

also because this problem involves an analysis of the be-

havior of the PBL and cloud schemes (one of the weakest

areas of meteorological models). At this stage, the in-

fluence of the urban parameterization on cloud forma-

tion is only a speculation. Further studies should be

dedicated to analyze if the models’ predictions are accu-

rate, if they are influenced by incorrect parameterization

of the physics of the phenomena or by numerical noise.

On 31 August, the wind blew from the northwest

over Houston during the morning until approximately

1300 LST. Simulations with different urban schemes

were able to capture this flow well, but the presence of

clouds some hours later made impossible the correct

prediction of the wind field at the monitoring locations

after midday. In the evening and during all the night, the

schemes captured the clockwise turn of the breeze well

(not shown).

In Fig. 8, vertical wind speed profiles (together with the

PBL height predictions) are compared against observa-

tions at Ellington Place for 25 August. The four schemes

present similar patterns for the wind field with a shift in

direction in the lower levels compared to the observed

values. In Fig. 9 the PBL heights forecast by the four

schemes against observations have been plotted for the

Ellington and Southwest Airport locations. The BULK

scheme predicts the highest values and the BEP1BEM

scheme the lowest. It must be noted, however, that all

models computed strong spatial heterogeneities for this

field over the entire inner domain (not shown).

3. WRF simulations with the NUDAPT data

a. Setup of the simulations

Lo et al. (2007) show that an up-to-date urban land

use–cover dataset and an urban scheme able to distin-

guish the heterogeneities present in the cities have a sig-

nificant impact on mesoscale simulations of the urban

TABLE 5. Statistical comparison of the simulated and observed

2-m air temperature (8C; the criterion for hit rate calculation is 28C)

for 25 Aug 2000.

25 Aug

2000 BULK UCM1AH BEP BEP1BEM ID

MB 0.9441 20.1846 20.4477 20.1146 C01

RMSE 1.0591 1.2252 1.3012 0.9174

HR 0.9583 0.9167 0.8750 0.9583

MB 1.0156 20.7632 20.6829 20.1733 C55

RMSE 1.4369 2.3053 1.9029 1.4190

HR 0.7917 0.6667 0.5833 0.8750

MB 0.4996 21.0780 21.1773 20.7023 C81

RMSE 0.8864 2.3070 1.7794 1.2975

HR 1.0000 0.6667 0.7083 0.8750

MB 0.9174 20.7859 20.7757 20.2760 C146

RMSE 1.1352 1.6233 1.2510 0.8454

HR 0.9583 0.8333 0.8750 1.0000

MB 0.3214 21.3697 21.4086 20.8324 C167

RMSE 1.3148 2.8136 2.4667 1.8656

HR 0.8333 0.6250 0.5833 0.6250

MB 1.4077 20.3472 20.2420 0.2936 C169

RMSE 1.6013 1.7647 1.2407 1.1344

HR 0.7917 0.7500 0.8750 0.9167

MB 20.7305 22.3791 22.5281 21.8296 C404

RMSE 1.1633 3.1474 2.9407 2.2238

HR 0.9583 0.5417 0.4583 0.5000

MB 20.2036 21.5205 21.4305 21.0776 C409

RMSE 1.1597 2.0500 1.6861 1.3535

HR 0.9583 0.5417 0.6250 0.9167

MB 0.3717 20.4699 21.0604 20.4341 C603

RMSE 0.7086 0.9659 1.5736 0.8885

HR 1.0000 0.9583 0.7500 1.0000

TABLE 6. Statistical comparison of the simulated and observed

2-m air temperature (8C; the criterion for hit rate calculation is 28C)

for 31 Aug 2000.

31 Aug

2000 BULK UCM1AH BEP BEP1BEM ID

MB 0.7332 20.6974 20.8760 0.0400 C01

RMSE 1.2844 1.5344 1.7177 1.2112

HR 0.8750 0.8333 0.6667 0.9583

MB 0.4255 22.1762 20.9776 20.2609 C55

RMSE 1.2351 3.6834 2.0046 1.5049

HR 0.9167 0.4167 0.6250 0.7500

MB 0.2226 22.6085 21.2804 20.5661 C81

RMSE 1.0908 3.9160 2.0344 1.3927

HR 0.9583 0.4167 0.5833 0.8750

MB 0.9850 21.8046 20.7235 20.0946 C146

RMSE 1.2923 3.3064 1.6357 1.2688

HR 1.0000 0.6667 0.7500 0.9167

MB 0.4296 22.1180 21.0245 20.2328 C167

RMSE 1.1569 3.1247 1.6067 1.1472

HR 0.9167 0.5417 0.8333 0.8750

MB 0.9149 21.9793 20.6860 20.1065 C169

RMSE 1.3409 3.2054 1.3515 1.1006

HR 0.9167 0.4583 0.8750 0.9167

MB 21.4044 24.0587 23.0171 22.0374 C404

RMSE 1.7845 4.8135 3.3670 2.2620

HR 0.7500 0.2917 0.2500 0.4583

MB 0.5148 21.6033 20.7080 20.1324 C409

RMSE 1.4530 3.1778 1.8077 1.6253

HR 0.8750 0.6667 0.7083 0.7083

MB 0.1513 20.3021 21.2128 20.0001 C603

RMSE 1.0279 1.1052 1.6225 0.9693

HR 1.0000 0.9167 0.7917 1.0000
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FIG. 3. Time series of 2-m air temperature for different stations for 25Aug 2000 obtained with the four urban

schemes against measurements.

1114 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 50



FIG. 4. As in Fig. 3, but for 31 Aug 2000.
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environment of Pearl River Delta region in China. Other

studies (e.g., Sertel et al. 2010) also reflect the importance

of using accurate land cover data to predict the air tem-

perature on regional climate simulations.

On this line, we have analyzed the impact of a high-

resolution urban canopy parameter database on the sim-

ulation of the UBL over Houston. For this purpose, the

information existing in NUDAPT for the city of Houston

and surrounding areaswas analyzed. The following gridded

urban morphological parameters of a region that covers

5242 km2 were considered as input for the urban param-

eterizations: urban fraction, building height histograms,

building plan area fraction, building height weighted by

footprint plan area, and building surface area to plan area

ratio (lB), where lB is defined as the sum of building sur-

face divided by the total plan area of the study location.

All these parameters with a resolution of 1 km2 were

introduced as new variables in the input files of the WRF

model. In an urban grid point, then, the urban schemes use

the information from the NUDAPT database and not the

averaged properties defined in Table 2. The numerical

domains and physics setup are equal to those used for the

previous simulations.

b. Analysis of the results

1) AIR TEMPERATURE

To evaluate the impact of gridded NUDAPT data on

the 2-m air temperature, the RMSEs (NUDAPT) were

computed and compared with the previous RMSEs

(urb_class). The term urb_class hereinafter refers to the

simulations that use the input parameters of Table 2 for

every urban class. To quantify the comparison, the rel-

ative difference DT2 was calculated

DT25 1003
RMSE(urb_class)�RMSE(NUDAPT)

RMSE(urb class)

(3)

FIG. 5. Time series of observed (OBS) and simulated (with the four urban schemes) horizontal

winds at 10 m AGL at 3 sites for 25 Aug: stations (a) C55, (b) C409, and (c) C603.
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for every monitoring station and day simulated. A

positive value means an improvement in the results and

a negative value the opposite. The DT2 values obtained

are presented in Table 7, and the differences between

the observation and model predictions are plotted in

Figs. 10 and 11. In this comparison, 13 negative against

23 positive values for the relative difference DT2 were

obtained. It is not easy to observe a clear tendency

looking at Table 7, except that the BEP1BEM scheme

seems to present a greater sensibility to the urban mor-

phology parameters than the BEP parameterization. This

fact can be understood because the BEP1BEM scheme

computes the AH released into the atmosphere to

maintain the indoor temperature in a range of com-

fort, and this heat flux is strongly dependent on the

urban fraction and the dimensions of the buildings. On

the other hand, in the BEP scheme the indoor surface-

wall temperature is fixed during the whole simulation

and no anthropogenic heat flux is directly ejected into

the atmosphere. It is important to mention that after

1900 LST and during all the night, the sign of the

air temperature difference between the BEP1BEM

(NUDAPT) and BEP1BEM (urb_class) simulations

is kept constant (positive or negative) in most of the

stations, which would mean that the AH released

during all the day (which in this case has a strong de-

pendence on the urban geometry) is an important com-

ponent of the nocturnal UHI phenomenon. This behavior

is less significant when the BEP (NUDAPT) and BEP

(urb_class) simulations are compared, given that the AH

is not taken into account. These results suggest that the

urban fraction and the AH are important factors that

contribute to the UHI. The urban geometry is less im-

portant and becomes relevant because it affects the

AH. In Fig. 12 the 2-m air temperature differences

[T2(NUDAPT) 2 T2(urb_class)] for the BEP1BEM

parameterization are plotted for the two days simulated

at 0300 LST (when the differences are maximal). These

differences are smaller with the BEP scheme (not shown),

especially for 25 August (the colder day). On 31 August,

the surface air temperature is slightly overestimated dur-

ing the night when theNUDAPT information is usedwith

FIG. 6. Shortwave downward radiation (W m22) reaching the ground obtained with the four urban models at 1200 LST 25 Aug 2000: the

(a) BULK, (b) UCM1AH, (c) BEP, and (d) BEP1BEM schemes.
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the BEP1BEM scheme (see Fig. 11). More simulations

are needed to study the sensitivity to the target temper-

ature and range of comfort. Without a larger number of

monitoring stations well distributed over the city and

without more days simulated, it is difficult to extract de-

finitive conclusions from this comparison. With the in-

formation available, it is possible to say that the BEP

scheme is less sensitive to the urban morphology for sur-

face air temperature predictions than the BEP1BEM

scheme because the AH is strongly dependent on the ur-

ban morphology of the city. This is because, in a certain

sense, the AH resulting from air conditioning is pro-

portional to the number of floors.

2) WIND FIELD

In Fig. 13, the wind speed at 10 m AGL is compared

with the observations for 25 August in three monitoring

stations (the rest of the stations did not show remark-

able differences). It is difficult to highlight some con-

clusion from this comparison because the wind field is

very influenced by the presence of clouds, and when the

NUDAPT information is used the position of the clouds

is modified with respect to the urb_class simulation.

Nevertheless, it shows the impact of using different

urban morphology data on the cloud prediction. When

there were no clouds the wind field was captured rea-

sonably well both days. In Fig. 12, together with the air

temperature differences, the wind speed differences have

been plotted (NUDAPT minus urb_class simulation).

The fact that the vectors point from the region where

NUDAPT simulated colder temperature toward those

where it simulated hotter temperatures means that the use

of realistic NUDAPT data for the morphology of the city

of Houston increased the convergence of the flow above

the hotter downtown area, at least for the days simulated.

4. Waste heat emission and energy consumption

In the last part of this article, the total energy con-

sumption (EC) due to air conditioning has been analyzed

FIG. 7. Vertical velocity (m s21) patterns obtained with the four urban models at 1200 LST 25 Aug 2000 at eta level Z 5 9 (’ 485 m):

(a) BULK, (b) UCM1AH, (c) BEP, and (d) BEP1BEM.
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with the BEP1BEM scheme (the only scheme that al-

lows this calculation). The value of instantaneous energy

consumption ec(x, y, t) (W m22) due to the space cooling–

heating is computed in this parameterization at every ur-

ban grid point, and the total consumption canbe computed

as following:

EC5

ðT

0

ð ð

urban
domain

ec dx dy

 !

dt, (4)

where T is the period of simulation.

FIG. 8. Vertical wind speed (m s21) profiles [together with the PBL height (km) predictions] for 25 Aug 2000 (UTC 5 LST 1 6 h) at

Ellington Pl for (a) BULK, (b) UCM1AH, (c) BEP, (d) BEP1BEM, and (e) observations.
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In BEP1BEM, all the buildings are considered of the

same type (only the dimensions can be different), and all

the buildings in the domain are assumed to run the AC.

Taking this into account, the EC was calculated con-

sidering the high-resolution urban canopy parameters

dataset (NUDAPT) and the urban class classification for

the 2 days simulated. The EC (NUDAPT) for 25 August

over the whole domain was of 197 347 MW h, while for

EC (urb_class) it was 13.6% higher. For 31 August, the

EC (NUDAPT)over thewhole domainwas 251 419MWh

whereas for EC (urb_class) it was 8.9% higher. The dif-

ferences in the EC due to the different meteorological

conditions between the two selected days were 21.5% and

17.2% for theNUDAPTandurb_class cases, respectively.

Heiple and Sailor (2008) estimated the daily averaged

energy consumption from all sources (space cooling,

lighting and appliances, and water heating) for the city

of Houston for the month of August with top-down and

bottom-up approaches as 108 588 and 105 869 MW h,

respectively. It is difficult to compare these results since

the urban area considered by Heiple and Sailor (2008)

is only a fraction of the urban area considered in our

simulation domain. To get a more meaningful compar-

ison, the energy consumption in the grid points classified

as commercial (based on the NLCD database) was

computed and compared with those obtained by Heiple

and Sailor (2008) for the commercial areas (see Table 8).

The following sources of uncertainty must be kept in

mind when comparing these results:

d The values computed by Heiple and Sailor (2008)

account for the total energy consumption (not only

AC, but also lighting and water heating), while those

computed in our simulation are only due to AC.

Nationally, 45% of the annual energy consumed in

commercial buildings is for space cooling (or heating).

FIG. 9. The PBL height computed against observed at (left) Ellington and (right) Southwest

Airport for 25 and 31 Aug 2000, respectively.

TABLE 7. Relative difference errors DT2 obtained for every moni-

toring station and day analyzed. The relative difference errors are

derived using the following equation:DT25 1003 [RMSE(urb_class)

2 RMSE(NUDAPT)]/RMSE(urb_class).

Monitoring

stations

25 Aug 2000

DT2 (%)

31 Aug 2000

DT2 (%)

Urban

parameterization

C01 0.0836 2.2184 BEP

13.8690 8.5102 BEP1BEM

C55 12.0632 9.6690 BEP

23.8582 10.5053 BEP1BEM

C81 11.1394 13.0313 BEP

30.2381 20.9771 BEP1BEM

C146 24.3597 21.8200 BEP

24.0040 21.1580 BEP1BEM

C167 6.9939 9.8589 BEP

14.8666 28.9933 BEP1BEM

C169 5.3486 12.9915 BEP

26.2806 254.9167 BEP1BEM

C404 6.1292 1.4235 BEP

12.0630 9.5851 BEP1BEM

C409 23.7719 21.3133 BEP

24.4652 4.7144 BEP1BEM

C603 221.9458 242.2202 BEP

243.8009 252.9864 BEP1BEM
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FIG. 10. Differences between the observed and computed 2-m air temperature for 25 Aug 2000 for different stations.
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FIG. 11. As in Fig. 10, but for 31 Aug 2000.
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If this proportion is valid also for the days simulated,

it can be concluded that the model overestimates

the energy consumption by a factor of 1.7–2.2 for

NUDAPT and a factor of 3–4 for urb_class. It is likely,

however, that for the summer days considered the

fraction of energy used for AC was larger than 45%

and the overestimation lower.
d It is assumed that the points classified as commercial in

the NLCD data belong all to the city of Houston and

that they overlap with the points considered as com-

mercial in the work of Heiple and Sailor (2008). With

the information in our possession it is not possible to

verify this assumption. By a simple visual analysis of

a map of the city it can be seen that although the

majority of commercial areas are located within the

city limits, there are commercial points outside, in

particular in the southern part of the domain (e.g.,

Galveston area). This may partially explain the larger

energy consumption obtained by the model.
d The values computed by Heiple and Sailor (2008) are

daily averages based on climatic data for the month of

August, whereas our simulations were done for two

specific days (25 and 31 August 2000). The second of

them (31 August), in particular, was significantly hotter

(maximum temperature 418C) than themonthly average

values (average maximum temperature for the month

of August in Houston was 338C for this year). It is likely

then that the energy consumption for AC was higher

than the monthly average values.

Indeed, some refinements must be done in the

BEP1BEMparameterization to correct this overestimation

in the energy consumption—for example, by considering

different typologies of buildings that may use different

FIG. 12. (a) The 2-m air temperature differences [T2(NUDAPT) 2 T2(urb_class)] (8C) and

wind speed (at 10 m AGL) differences (m s21) at 0300 LST (26 Aug) obtained with the

BEP1BEM scheme. (b) As in (a), but at 0300 LST (1 Sep).
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types of AC (or no AC at all). To do this, state-of-the-art

building energy models (e.g., DOE 2005) can help sig-

nificantly to improve the performances of BEP1BEM.

These models, more sophisticated than BEM, are built to

evaluate the energy consumption of a single building and

are not linked to an atmospheric model but they use cli-

matological data. However, taking into account also the

limitations of an urban canopy parameterization (some of

them mentioned previously in this section) with respect

to the top-down and bottom-up methodologies, we think

that the results are a good starting point to create a tool

that can give reasonable estimates of energy consumption

without the need of very detailed information describing

each building, which is often difficult to obtain. Another

interesting conclusion that can be derived from these

results is that the total energy consumption is very sensitive

to the urban database used. Detailed information on the

urban morphology is necessary (like that in NUDAPT) to

get a realistic estimate of the energy consumption.

Finally, the impact of the AH on the air temperature

has been addressed. For this purpose, four new simula-

tions with the BEP1BEM scheme were performed,

where the AH coming from the AC systems was not

ejected into the air. In Figs. 14 and 15, the 2-m air tem-

perature differences have been plotted for the two

FIG. 13. Time series of observed (OBS) and simulated (with BEP and BEP1BEM schemes)

horizontal winds at 10 m AGL for 25 Aug at three sites: stations (a) C55, (b) C409, and (c) C603.

TABLE 8. Daily energy consumption computed by the model and

estimated by Heiple and Sailor (2008) with the top-down and

bottom-up techniques.

Daily energy

consumption

(MW h) NUDAPT Urb_class

Top

down

Bottom

up

25 Aug 34 946 66 790 45 853 45 483

31 Aug 45 058 80 660
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different urban configurations, NUDAPT and urb_class.

The patterns of the simulated temperature fields present

significant differences, showing the impact of the mete-

orological conditions and the urban morphology in the

quantification and spatial distribution of the AH in a city.

It is interesting to observe (see Figs. 14b and 15b) that

the UHI strength reflects closely the urban fraction. In

agreement with other studies (Ohashi et al. 2007), the

waste heat increased the air temperature by 0.58–28C

depending on the location inside the city and the day

considered (meteorological conditions).

5. Conclusions

In this article, four urban canopy schemes coupled to

the WRF model have been evaluated over the city of

Houston, Texas. The first scheme is a BULK scheme,

the second is a single-layer urban model with a fixed

diurnal profile for the anthropogenic heat (UCM1AH),

the third parameterization is a multilayer urban model

(BEP), and the last scheme is a multilayer urban pa-

rameterization with a building energy model that esti-

mates the anthropogenic heat due to air conditioning

(BEP1BEM). For these simulations, an up-to-date ur-

ban land cover dataset was used to define three different

urban classes for the built-up areas in the numerical

domain. Good results (HR. 0.5 for all the stations) for

the 2-m air temperature were obtained with the four

schemes for 25 August. However, for 31 August, which

was hotter than 25 August, the UCM1AH parameter-

ization was not able to capture satisfactorily the tem-

poral evolution of the surface air temperature during the

afternoon and the night (in some stations HR , 0.5).

In general the BULK scheme tends to overestimate the

air temperature while the other schemes to underesti-

mate it. For the wind, BULK and UCM1AH tend to

FIG. 14. (a) The 2-m air temperature differences [T2(AH) 2 T2(no AH)] at 0300 LST

(26 Aug) obtained with the BEP1BEM (urb_class) simulation. The wind speed (AH) at 10 m

AGL is shown. (b) As in (a), but for the BEP1BEM (NUDAPT) simulation.
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overestimate the wind speed whereas BEP and BEP1

BEM underestimate it.

To evaluate whether the results can be improved by

using a detailed high-resolution gridded UCP data-

base called NUDAPT (instead of urban classes derived

from NLCD), new simulations (using this detailed in-

formation to define the morphological parameters) were

performed with the BEP and BEP1BEM schemes. Re-

sults show that the use of detailed information on urban

morphology improves the 2-m air temperatures forecast

in the majority of stations. However, results obtained

with the BEP scheme are less sensitive to the urban

morphology than those obtained with the BEP1BEM

scheme. The reason is that the AH (computed only in

BEP1BEM) is strongly dependent on the urban geo-

metry of the city. To evaluate the impact of AH on air

temperature a simulation with BEP1BEMwas performed

without ejecting the air conditioning into the atmosphere.

Results show that AH increased the air temperature up to

28C during the night in some region of the city.

Finally, the energy consumption due to air condition-

ing over Houston was quantified with the BEP1BEM

scheme for the two days simulated. Differences up to

20% in the EC were obtained due to the different me-

teorological conditions existing between the two selected

days. Moreover, when the NUDAPT data are used, the

EC obtained is within a factor of 1.7–2.2 of the monthly

data of energy consumption obtained with completely

different approaches (bottom-up and top-down). This is

a reasonable value taking into account the limitations and

uncertainties of an urban canopy parameterization.

In view of these results, if the purpose of the simula-

tion is to quantify the AH, the use of a high-resolution

UCP database is a significant help. To study the impact

of theAHon the air temperature and evaluate strategies

for the mitigation of the UHI and reduction of the EC,

an urban scheme like the one (BEP1BEM) presented

here is necessary. On the other hand, if the purpose of

the simulation is different, for example real-time weather

prediction, the BULK scheme produces good estimations

FIG. 15. As in Fig. 14, but for 1 Sep.
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of themeteorological variables, and high-resolutionUCP

are not necessary.

Indeed, these are the first conclusions that can be

derived for this specific case based mainly on 2-m tem-

perature. To reach more complete conclusions more de-

tailed studies must be carried out over different cities and

for longer period, examining the whole structure of the

PBL, cloud formation, air pollution dispersion, and so on.
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