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Abstract—We evaluate optimization techniques to reduce the
necessary user interaction for inverse modeling applications as
they are used in the technology computer-aided design field. Four
optimization strategies are compared. Two well-known global op-
timization methods, simulated annealing and genetic optimization,
a local gradient-based optimization strategy, and a combination
of a local and a global method. We rate the applicability of each
method in terms of the minimal achievable target value for a given
number of simulation runs and in terms of the fastest convergence.
A brief overview over the three used optimization algorithms is
given. The optimization framework that is used to distribute the
workload over a cluster of workstations is described. The actual
comparison is achieved by means of an inverse modeling appli-
cation that is performed for various settings of the optimization
algorithms. All presented optimization algorithms are capable
of evaluating several targets in parallel. The best optimization
strategy that is found is used in the calibration of a model for
silicon self-interstitial cluster formation and dissolution.

Index Terms—Inverse modeling, microelectronics, optimization
techniques, semiconductors, simulation.

1. INTRODUCTION

HE calibration of technology computer-aided design

(TCAD) simulators is a tedious task that requires not only
a lot of CPU power, but also a certain amount of user interac-
tion. In this paper, an approach to minimize user interaction
for inverse modeling tasks is presented. We use a framework to
utilize a cluster of workstations. Existing solutions are usually
designed with gradient-based optimization techniques to find
a suitable optimum. This requires user interaction whenever
a local optimum is encountered. In this paper, we compare a
local, two global, and a combined local-global optimization
technique for the purpose of inverse modeling. Two examples
were conducted. In the first step, a benchmarking example,
the inverse modeling of a long channel NMOS device, is used
to compare the different optimization techniques. In a second
experiment, the best strategy found in the benchmark is used to
calibrate a diffusion model of a commercial TCAD simulator.

A. Optimizers

In the benchmarking application, four different strategies are
rated. These are a local, gradient-based optimization technique,
a genetic-optimization technique, optimization by simulated an-
nealing, and a combination of simulated annealing with the local
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optimization strategy. In the following, a brief overview over the
used algorithms is presented.

1) Local Optimizer: Gradient-based optimization strategies
iteratively search for a minimum of a D dimensional target func-
tion f(&). The target function is thereby approximated by a ter-
minated Taylor series expansion around Zg

F(@o +8) % f(F0) + (VF(@0)) &+ 377 V(@)

Levenberg-Marquardt Optimizer: The Levenberg-Mar-
quardt [1] optimizer (LMMIN) uses a so-called trust-region
method, where the search direction p is a combination of
steepest descent and the Newton direction. The search direction
is defined by

FAI@ETI@) + M) = —J(@)7 f(#)

where I denotes the unity matrix, A > 0 the Marquardt param-
eter, and J(Z) the Jacobian matrix
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The value of A is adjusted based on the last evaluation. For a
value of A = 0, the direction  results in the Newton direction,
whereas for A = oo the direction p'is parallel to the one of the
steepest descent method.

The implementation used in the presented examples is based
on the MINPACK project [2], [3].

2) Genetic Optimization: Genetic algorithms (GA) were
first introduced by Holland [4]. GAs are so-called popula-
tion-based search strategies. They maintain a set of points,
so-called genomes, in a function space and try to make use of
analogies to biological evolution by performing mutation and
crossover operations between the individuals of a population.
Starting with an initial population, the algorithm evolves by
iteratively creating a new generation of individuals based on
an already existing one. New individuals are introduced by a
so-called crossover operation, where at least two individuals of
a generation are chosen as parents.

The genetic optimizer used in the presented example was im-
plemented with the C++ library GALIB [5].

3) Optimization by Simulated Annealing: Simulated an-
nealing is a stochastic computational method for finding
global extrema to large optimization problems. It was first
proposed as an optimization technique by Kirkpatrick in 1983
[6] and Cerny in 1984 [7]. The optimization problem can be
formulated as a pair of (C, f), where C' describes a discrete set
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of configurations (i.e., parameter values) and f is the objective
function that is to be optimized. The problem is then to find a
vector {Copt } such that f({Copt}) is optimal.

The optimization algorithm is based on a physical annealing
analogy. Physical annealing is a process in which a solid is first
heated until all particles are randomly arranged in a liquid state,
followed by a slow cooling process. At each (cooling) temper-
ature enough time is spent for the solid to reach thermal equi-
librium, where energy levels follow a Boltzmann distribution.
As temperature decreases the probability tends to concentrate
on low energy states. Care must be taken to reach thermal equi-
librium prior to decreasing the temperature. At thermal equilib-
rium, the probability that a system is in a macroscopic configu-
ration ¢ with energy FE; is given by the Boltzmann distribution.

The behavior of a system of particles can be simulated using
a stochastic relaxation technique developed by Metropolis et al.
[8]. Starting at time ¢ and configuration ¢, a candidate configu-
ration r for the time ¢ + 1 is generated randomly. The new can-
didate is accepted or rejected based on the difference between
the energies associated with states ¢ and r. The condition for r
to be accepted is determined by

- E.—-FE
p:p—zexp<—7q> > 1.

Dq kT M

If p < 1 then r is accepted with probability p. It was shown that
for t — oo, the probability that the system is in configuration s
equals p, [9]. One feature of the Metropolis algorithm is that a
transition out of a local minimum is always possible at nonzero
temperature. Another evenly interesting property of the algo-
rithm is that it performs a kind of adaptive divide and conquer.
Gross features of the system appear at higher temperatures, fine
features develop at lower temperatures.

For our applications we used the implementation by Ingber
[10].

B. Optimization Framework

To carry out large numbers of independent simulations it is
well established to use frameworks that distribute the work load
over a cluster of workstations. In order to perform our experi-
ments, we used the simulation environment SIESTA [11], [12]
which features a sophisticated job farming facility. To choose
among all available hosts the so-called guess load is used

N
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This is an estimation of the actual load which is computed by su-
perimposing the system load (lsys), the number of jobs already
running (N), and the number of recently finished jobs (M). The
base load (I,ase) is used to reserve computing resources for jobs
that are running outside SIESTA. The time constants 7g¢,,¢ and
Tstop are necessary to account for the actual time that elapses

between the start of a job or its termination respectively and the
reflection in the system load. These parameters are architecture
dependent and must be determined experimentally. An empiri-
cally determined value for a LINUX system is 5 s. Based on the
guess load, the rank R; of a host is computed

max [lg;j;si . 1}
Ri=———
Si
where n;”" is the number of CPUs, and s; is the relative speed
of a host. The rank is finally used to select a host.

All optimization algorithms are integrated into SIESTA by
means of a protocol. SIESTA starts an optimizer as a separate
process and communicates with this process via standard input
and standard output. This makes it possible to switch easily be-

tween the different optimizers.

II. BENCHMARKING OF OPTIMIZATION ALGORITHMS

To compare the different optimization strategies, a reasonably
simple example was chosen in order to keep the total CPU time
low. In this benchmark, we used a simple schematic NMOS tran-
sistor device, where the doping profiles are assumed to follow
Pearson Type IV and Gaussian type distributions. No process
simulation was carried out to create the device, instead a small
program that uses as input the parameters for the distribution
functions was used to create the device for the device simu-
lator MINIMOS-NT [13], [14]. The resulting IpVp and Ip Vg
curves were compared against measurements, the deviation was
used as optimization target.

All optimizers need a target function to rate the error of com-
puted and measured data points. The target function used in the
framework is

n Ny

1

topt = n . E § S(pnljanJL)Q (3)
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where pc; and pm; are points of computed and measured
curves respectively, N; is the dimension of a curve, n is the
total number of curves, and S is a scaling function used to keep
the target value within certain limits.

The benchmark was performed by extracting the profile of the
NMOS device with all different optimization algorithms. Fig. 1
depicts a schematic block diagram of the inverse modeling task.
All optimizations were compared after a total of 700 evalua-
tions, where the average simulation time! was ~ 1 min.

A. Device Model

The doping profile was extracted from an artificial NMOS
device with a channel length of 9 pum. This particular device
was selected in order not to have to account for parasitic ef-
fects in the device simulation. This is justified since the device
is only used as a benchmark. Fig. 2 shows the two-dimensional

I'The simulation time in this example depended on the input device. For pa-
rameter sets close to the found optimum the simulation time was below 1 min,
whereas for “bad”parameter sets the simulation times increased. In some cases
the device simulator did not converge and had to be killed after a timeout period
of 5 min.
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Fig. 1. Inverse modeling of doping profiles.
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Fig. 2. 2-D device model with analytical doping peaks.

(2-D) model of the device under consideration. The device is
symmetric along the dash-dotted line. The elliptically shaped
regions denote the analytical dopant concentrations. The dopant
profiles are approximated by Pearson Type IV (peaks N1—N3),
and Gaussian (peak Ny) functions as described in [15]. The
Gaussian function is qualified by the parameters projected range
R, standard deviation o, and the peak value N. Pearson Type
IV functions additionally define skewness () and kurtosis (3)
and o in y and x direction. For the source/drain doping peaks
(N7 and Ns) an extra parameter to define the x coordinate of
the peak is defined. This results in seven parameters for the
source/drain peaks, five parameters for N3 and three parameters
for N4. Other parameters are the oxide thickness ¢, the delta
in the gate length A}, and the donor and acceptor background
dopings. A total of 26 free parameters was optimized. All used
optimizers were capable of approximating the given dopant pro-
file within few percent of deviation.

B. Local Optimizer

The performance of gradient-based methods strongly de-
pends on the initial values supplied. Several optimization runs
with different initial guesses might be necessary if no a priori
knowledge (e.g., the result of a process simulation) about the
dopant concentration profile is available. Fig. 3 shows the
evolution of the target values for a certain initial guess. In this
example, the optimizer was stopped at a local minimum.

C. Genetic Algorithms

The genetic optimizer delivered the best results with the
STEADY-STATE algorithm, the ROULETTE-WHEEL selection
scheme, and the one- and two-point crossover methods, respec-
tively. We used a replacement percentage of Preplace = 70.0%
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Fig. 3. Progress of the gradient-based optimizer.
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Fig. 4. Evolution of the genetic optimizer for Peross = 0.9, Pmut = 0.2, and
two-point crossover.

and a population size of 40. Since GALIB does not directly
support parallel target evaluation our optimizer takes care of
evaluating several jobs in parallel. Several experiments with
different crossover and mutation probabilities were carried out.
Fig. 4 depicts the best settings for crossover and mutation that
were found. Note that the best individual within a population
sometimes occurs at a lower evaluation number thus appearing
below the solid line.
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Fig. 6. Combination of simulated annealing and the local optimizer. The first &~

70 evaluations where performed by simulated annealing, the rest was evaluated

with the local optimizer. The best target value from the standalone simulated annealing run (dotted line) was reached after &~ 300 evaluations.

D. Simulated Annealing

Fig. 5 shows the progress of the simulated annealing algo-
rithm. Standard parameter settings were used. Compared to the
genetic algorithm this optimizer reaches the same target value
within approximately one third of evaluations. The original soft-
ware was extended to support the parallel evaluation of simu-
lation jobs. The number of parallel running jobs is varied be-
tween configurable bounds. As long as no improvement of the
target value is found the number of parallel jobs is increased
up to a configurable maximum, otherwise this number is de-
creased down to a configurable minimum. The minimum and
maximum values are configured to best utilize the number of
available CPUs.

E. Combined Optimization Algorithm

The promising results obtained in the comparison of the
global optimization techniques seem to justify a combination

of simulated annealing and the local optimizer. It was tried
to: 1) achieve the best target value obtained from simulated
annealing (= 8) with the least possible number of evaluations
and 2) to achieve a better target value with the given number
of fixed evaluations.

Fig. 6 depicts a run where the local optimizer was started
after &~ 70 evaluations of simulated annealing, and performed
the rest of the whole optimization. As initial guess for the local
optimization run the best target of the first evaluations that were
performed so far was used. For reference, the evolution of the
standalone simulated annealing run is plotted as a dash-dotted
line (which corresponds to the solid line of Fig. 5).

Fig. 7 depicts a strategy that reaches the best target of the
standalone simulated annealing run even faster. In this experi-
ment, the global and local algorithms are run alternately with
the global optimizer starting. The best target of one optimizer
is thereby taken as initial guess for the other optimizer respec-
tively. In the very first simulated annealing run 100 evaluations
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Fig. 7. Better combination of simulated and the local algorithm. The optimizers are started alternately. The simulated annealing algorithm performed the first

a2 100 initial evaluations, then a local optimization was started after each 30 simulated annealing evaluations. The local optimization was terminated as soon as
the target was improved. With this strategy, the target from the standalone simulated annealing run was already reached after &~ 230 evaluations.
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This combination strategy of simulated annealing and the local optimizer results in the best target value for the given maximum number of evaluations. The

first 70 initial evaluations were performed with simulated annealing, then a local optimization run was invoked after every 40 evaluations of simulated annealing.

were performed then the local optimizer was started. As soon
as an improvement in the target value was detected, the local
optimization was terminated and the global was continued with
its best state updated accordingly. After 30 evaluations the local
optimizer was invoked again.

The strategy depicted in Fig. 8 results in the best target value
found in all experiments carried out with the combined opti-
mization technique. Here, 70 initial simulated annealing evalu-
ations were performed and 40 evaluations were performed be-
tween two runs of the local optimizer. This strategy also reached
the best target value of ~ 3.8 among all experiments. This target
value was already reached after ~ 800 evaluations and was not
improved further.

The combination of global and local optimization techniques
results in a very robust optimization algorithm. The fact of
longer optimization times for global optimization techniques
is at least partly compensated for by using parallelizable

algorithms. Only minimal interaction by the user is necessary
during the optimization run. This justifies the usage of this
algorithm for the following application.

III. CALIBRATION OF A TCAD SIMULATOR

In this section, an industrial application, the calibration of a
model for silicon self-interstitial cluster formation and dissolu-
tion is given. The formation and dissolution of silicon self-in-
terstitial clusters is attributable to transient enhanced diffusion
(TED). TED is the fast redistribution of impurities that takes
place in the very first thermal step right after implantation. An
accurate simulation of TED plays an important role in the man-
ufacturing process of submicron semiconductor devices [16],
[17]. A well-calibrated model is thereby a prerequisite for an
accurate simulation of TED.
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Fig. 9. Silicon self-interstitial density (stored in {113} or {311} defects) in cm~2 as a function of time for different annealing temperatures. The implants were

performed with a dose of 5 - 1013 cm~2 and at an energy of 40 keV.

In [18], the source for the silicon self-interstitials was
identified to be {113} defects which are rod like clusters of
interstitials. Counting the number of interstitials is a com-
plicated task. Transmission electron microscopes are used to
measure the number of interstitials in each defect [19]. In this
application the one moment interstitial clustering model of the
TSUPREM-IV [20] simulator is calibrated to a set of measure-
ments published in [19]. The TSUPREM-IV process simulator
is part of the Synopsys TCAD suite, originally offered by a
company named TMA. The products of TMA, however, were
first incorporated by Avant!, and later by Synopsis [21]. Our
simulation example is comprised of an analytical ion implanta-
tion followed by the actual diffusion that is to be calibrated. No
complex process simulations were performed. The CPU time
for a single simulation run was ~ 2 — 3 min.

The measurements were carried out at temperatures 670, 705,
738, and 815°C. Fig. 9 depicts the measured curves at the dif-
ferent temperatures.

A. Model for Cluster Formation and Dissolution

In [16], the equation describing interstitial cluster kinetics is
given as

oC CD
— = 4raaDIC — ZT B /kT @)
ot 2

where a denotes the interatomic spacing, « the cap-

ture radius expressed in units of the interatomic spacing,
D; = Doe Fr/*T the interstitial diffusivity, I(t,z) the con-
centration of unclustered interstitials, C'(¢, x) the concentration
of clustered interstitials, ¢ the time, T the annealing temperature
in Kelvin, and k the Boltzmann constant. TSUPREM-IV uses a
general clustering model that uses many of the models proposed
in literature as subsets. The main formula for the change of the
concentration of clustered interstitials is [20]

Iifi

fi Iisfi
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TABLE I
PARAMETERS AS THEY WERE USED IN THE CALIBRATION OF THE CLUSTERING
MODEL, AND THE FOUND OPTIMAL VALUE

Para- | TSUPREM-1V | default

meter | Variable value optimum
Dy D.0 51.0 694.335
kfi0 | CL.KFLO 5.0 -10% 6.3213 - 1026
kfiE | CLKFLE 3.774 3.91624
kfc0 | CL.KFC.0 4.368 - 101° | 6.95285 - 101°
kfcE | CLKFC.E 4.95 4.90781
kr0 CL.KR.O 2.8 106 1.42833 - 1017
krE | CLKR.E 3.57 3.61939
e CL.KFCI 1100 1336
cr CL.CR 1.0 0.982801
cf CL.CF 1.0 1.02736

TABLE 1I

PARAMETER VALUES AS USED IN THE CALIBRATION EXAMPLE,
THEIR RANGES, AND UNITS

Para- | minimum | maximum

meter | value value unit
Dy 25.0 1000.0 em?s~1
kfi0 | 1.0-10%° | 1.0-10% em 30 Hisfi=ifi) g—q
kfiE | 34 6.0 eV
kaO 1.0- 1017 7.0-101° Cm—3(1+isfc—ifc—cf)s—1
kfcE | 4.9 5.2 eV
kr0 | 1.5-10'¢ | 1.0-10%® em™3(-e g1
krE 3.0 3.62 eV
« 0 5000 1
cr 0.98 8.0 1
cf 0.5 1.03 1

where I, (¢, 2) denotes an equilibrium concentration of intersti-
tials. All other symbols of (5) are parameters that need to be
adjusted. Ky;, K., and K, are the reactions constants which
have the form

K i = kfi0 . e RFE/RT (©6)
Ko =kfc0 - e RfeB/RT ©)
K, =krQ - e krE/KT (8)

with coefficients &[40, kfcO, and k70 > 0. Since the co-
efficients are all positive, the first two terms of (5) describe
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Fig. 10. Deviation of measured and computed cluster concentration (with the calibrated model) in cm~2. The reference concentrations are drawn in thin lines.
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the formation of clusters, whereas the last term describes its
dissolution. The term K ;(1/% /1) describes the joining of
two clusters?. Therefore, the parameter values 7 f and s f4 are
expected to be 2. The second term, K I/ /117 (C' + o),
describes the case where an unclustered interstitial joins a
cluster. A value of 1 for i fc and is fc is assumed.

B. Calibration Task

The calibration of the TSUPREM-IV parameters as described
above was performed with the combination of the simulated
annealing and the gradient based optimization algorithm. Note
that two measured points were ignored in this experiment
since their given concentration is above the implanted dose.
The TSUPREM-IV manual [20] suggests a value of 1.0 for
the parameter cr, however, to further confirm the chosen
optimization method this parameter was also optimized.

Tables I and II depict all parameters, their ranges and units,
and the found optimum. All shown parameters were optimized
in the calibration run.

2The ratio I/ I is called interstitial supersaturation.

Progress of combined optimizer. The plot shows the first 1600 evaluations. The optimizer started at a target value of =~ 1050.

To account for the range of ~ 3 decades of the dopant concen-
tration and under the assumption that all computed concentra-
tions assume positive values, the following scale function S(p)
was used to compute the deviation of a computed from a mea-
sured point:

S(pm , pc) =100 _(10|(10g10 Pm—logig pc)/max[logg Pm,logig pe]l _ 1)
©

where p,,, denotes a measured concentration and p. denotes a
computed one (delivered by TSUPREM-IV). The error vector is
computed according to (3). The obtained (optimized) parameter
values are shown in Table I. Fig. 10 depicts the resulting devi-
ation of computed from measured concentrations for the model
parameters given in column optimum of Table I. Figs. 11 and 12
depict the progress of the combined (simulated annealing and
local) optimizer. The optimization started with a target value
of topt = 1037. The best target of 3.44 was reached after ~
1600 evaluations. The optimization was stopped after a total of
3300 evaluations. No improvement in the target value was found
for evaluation numbers 1600 — 3300.
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Fig. 12. This plot depicts a detailed view of Fig. 11. Evaluation numbers 600 — 1600 are shown. The final optimum of 3.44 was reached after 1600 evaluation.

No further improvement was found within another 1700 evaluations.

The found optimum target value of ~ 3 fully supports
the used optimization strategy. The value of 1.0 found for cr
agrees very well with the value suggested in the TSUPREM-1V
manual. The values found for cr, kfc0, kfcE, and krE are
very close to their selected bounds. However, the bounds were
chosen deliberately by taking into account the following facts:
According to the TSUPREM-IV manual, a too small value
for c¢r (which describes the dissolution of clusters) might
result in numerical instabilities of the simulation. Parameters
kfcE, and krE denote energies, they exponentially impact the
reaction. Too high values for those parameters would result in
a nonphysically fast diffusion. Finally, the bounds for & fc0
were chosen in conjunction with kfcE to avoid simulation
instabilities.

It is worth mentioning that the usage of a cluster of worksta-
tions (as opposed to using a single machine) drastically reduces
the wall clock time that is spent in the optimization task. Both,
gradient and global optimizers fully utilize the cluster. The total
time reduction can be estimated to be directly related to the sum
of the used CPU speeds (in MHz). The communication over-
head is typically very low since a target evaluation (simulation
run) usually takes several minutes to compute.

IV. CONCLUSION AND OUTLOOK

We presented four different optimization strategies suitable
for inverse modeling tasks in the TCAD field. These are a local,
two global, and a combination of a local and a global optimiza-
tion technique. The strategies were compared by means of an
inverse modeling task where the doping profile of an artificial
NMOS transistor was identified. The optimization framework
that is used to distribute the workload over a cluster of worksta-
tions was presented. An industrial application, the calibration
of a model for self-interstitial cluster formation and dissolution
was given.

The local gradient based method is the fastest if the initial
guess is chosen appropriately but stops in a local minimum or

even fails to converge otherwise. In this case, the whole op-
timization must be restarted with a different initial guess. On
the other hand, the presented global optimization techniques
demonstrate very robust optimization strategies. The necessary
interaction by a user is reduced to set up the experiment. There
is no need to supply an initial guess. The tradeoff is, clearly,
the extra CPU power that is consumed by the global algorithms.
This, however, can be partly compensated by a better scalability
of the optimization problem to a cluster of workstations.

For the case of the genetic optimizer, the crossover and
mutation probabilities are very crucial to the performance. It
turned out to be rather time consuming to find acceptable values
for those parameters. The simulated annealing algorithm on the
other hand did not ask for any parameter tuning at all. Standard
settings for all parameters were used. Among the two global
optimization strategies this optimizer clearly demonstrates the
better performance.

The combination of simulated annealing with the local algo-
rithm gave the best performance for the benchmarking example.
It is both faster and delivers a better optimum then any other
optimization strategy we tried. It effectively combines the good
convergence of local optimization techniques with the robust-
ness of the global technique. This is in good agreement with the
work of Desal et al. [22]. The combined optimizer was used to
calibrate a diffusion model of the commercial process simulator
TSUPREM-IV . User interaction is reduced to setting up the ex-
periment.

An optimization of the combined optimization strategy that
tries to minimize the overall number of simulation runs by prop-
erly choosing the number of simulations that are run in global
and local mode respectively is not easy. One could try to start
one optimization on top of another, however, this would in-
crease the total evaluations exponentially. Therefore, this ap-
proach does not seem feasible. Instead, only a few manually
chosen combinations were tried.

If a further reduction of necessary user interaction is desired,
the framework must be user friendly in setting up optimization
experiments. Our current implementation uses a LISP like
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syntax to define the models and their interaction. This is a
powerful means to describe almost any possible optimization
problem at hand, but it is still not very well accepted by the
user. Additionally, it has proven too complicated for being
used on a regular basis. As a solution, one could think of a
tool that generates model descriptions suitable for SIESTA
based on a choice of selectable models. In a library, the tool
can store several frequently used models (e.g., calibration task
with TSUPREM-1V, calibration with MINIMOS-NT, etc.).
This would greatly reduce the time spent in setting up at least
the supported experiments by still keeping the flexibility of the
description language.
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