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Abstract:  Cloud computing is based on the concepts of 

distributed computing, grid computing, utility computing and 

virtualization. It is a virtual pool of resources which are 

provided to users via Internet. It gives users virtually 

unlimited pay-per-use computing resources without the 

burden of managing the underlying infrastructure. Cloud 

computing service providers’ one of the goals is to use the 

resources efficiently and gain maximum profit. This leads to 

task scheduling as a core and challenging issue in cloud 

computing. This paper gives different scheduling strategies 

and algorithms in cloud computing. 

 
Keywords: cloud computing, scheduling, task, workflow 

1. INTRODUCTION 

Cloud computing dates back to the 1960’s when John 

McCarthy opined that “computation may someday be 

organized as a public utility”. Amazon played a key role 

in cloud computing development by launching Amazon 

web service on utility basis in 2006.  Before scheduling 

tasks on cloud computing, the characteristics of the cloud 

should be taken into account. Some of the characteristics 

of cloud include 

1.1 On-demand self service 

1.2 Ubiquitous network access 

1.3 Location independent resource pooling 

1.4 Rapid elasticity 

1.5 Pay per use[1] 

Millions of user share cloud resources by submitting their 

computing task to the cloud system. Scheduling these 

millions of task is a challenge to cloud computing 

environment. Different scheduling strategies are proposed 

in [2], [3], [4], [5], [6], [7], [8], [9] and [10]. These 

strategies considers different factors like cost matrix 

generated by using credit of tasks to be assigned to a 

particular resource [2], quality of Service (QoS) based 

meta-scheduler and Backfill strategy based light weight 

virtual machine scheduler for dispatching jobs [3], QoS 

requirements [4], [5] and [10], heterogeneity of the cloud 

environment and workloads [8].  

Optimal resource allocation or task scheduling in the 

cloud should decide optimal number of systems required 

in the cloud so that the total cost is minimized and the 

SLA is upheld. Cloud computing is highly dynamic, and 

hence, resource allocation problems have to be 

continuously addressed, as servers become available/non-

available while at the same time the customer demand 

fluctuates. Thus this study focuses on scheduling 

algorithms in cloud 

environment considering above mentioned characteristics, 

challenges and strategies. 

2. TASK SCHEDULING TYPES  

2.1 Cloud Service Scheduling  

Cloud service scheduling is categorized at user level and 

system level [11]. At user level scheduling deals with 

problems raised by service provision between providers 

and customers. The system level scheduling handles 

resource management within datacenter. 

Datacenter consists of many physical machines. Millions 

of tasks from users are received; assignment of these tasks 

to physical machine is done at datacenter. This 

assignment or scheduling significantly impacts the 

performance of datacenter. In addition to system 

utilization, other requirements like QoS, SLA, resource 

sharing, fault tolerance, reliability, real time satisfaction 

etc should be taken into consideration.  

2.2 User Level Scheduling 

Market-based and auction-based schedulers are suitable 

for regulating the supply and demand of cloud resources. 

Market based resource allocation is effective in cloud 

computing environment where resources are virtualized 

and delivered to user as a service. A suite of market-

oriented task scheduling algorithms to an AuctionNet for 

heterogeneous distributed environments is proposed in 

[12].  

Development of a pricing model using processor-sharing 

for clouds, the application of this pricing model to 

composite services with dependency consideration and the 

development of two sets of profit-driven scheduling 

algorithms are proposed in [13]. 

Service provisioning in Clouds is based on Service Level 

Agreements (SLA). SLA represents a contract signed 

between the customer and the service provider stating the 

terms of the agreement including non-functional 

requirements of the service specified as Quality of Service 

(QoS), obligations, and penalties in case of agreement 

violations. Thus there is a need of scheduling strategies 

considering multiple SLA parameters and efficient 

allocation of resources. A novel scheduling heuristic 

considering multiple SLA parameters for deploying 
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applications in cloud is presented in [14]. The scheduler 

algorithm that allows re-provisioning of resources on the 

cloud in the event of failures is introduced in [15]. The 

focus of model is to provide fair deal to the users and 

consumers, enhanced quality of service as well as 

generation of optimal revenue. A novel cloud scheduling 

scheme [16] uses SLA along with trust monitor to provide 

a faster scheduling of the over flooding user request with 

secure processing of the request. A novel approach of 

heuristic-based request scheduling at each server, in each 

of the geographically distributed data centers, to globally 

minimize the penalty charged to the cloud computing 

system is proposed in [17]. This approach considers two 

variants of heuristics, one based on the simulated 

annealing method of neighborhood searches and another 

based on gi-FIFO scheduling. 

Based on the queuing model and system cost function, 

considering the goals of both the cloud computing service 

users and providers, [18] proposes an algorithm to get the 

approximate optimistic value of service for each job in the 

corresponding no-preemptive priority M/G/1 queuing 

model. This approach guarantees the QoS requirements of 

the users' as well as the maximum profits for the cloud 

computing service providers. 

To deal with dynamically fluctuating resource demands, 

market-driven resource allocation has been proposed and 

implemented by public Infrastructure-as-a-Service (IaaS) 

providers like Amazon EC2. In this environment, cloud 

resources are offered in distinct types of virtual machines 

(VMs) and the cloud provider runs an auction-based 

market for each VM type with the goal of achieving 

maximum revenue over time. A case study of single cloud 

provider and how to best match customer demand in 

terms of both supply and price in order to maximize the 

providers revenue and customer satisfactions while 

minimizing energy cost is  proposed in [19]. Another 

auction-based mechanism for dynamic VM provisioning 

and allocation that takes into account the user demand for 

VMs when making VM provisioning decisions is 

proposed in [20].  

2.3 Static and Dynamic Scheduling 

Static scheduling allows for pre-fetching required data 

and pipelining different stages of task execution. Static 

scheduling imposes less runtime overhead. In case of 

dynamic scheduling information of the job 

components/task is not known before hand. Thus 

execution time of the task may not be known and the 

allocation of tasks is done on fly as the application 

executes. 

A job execution environment Flextic that exploits scalable 

static scheduling techniques to provide the user with a 

flexible pricing model and at the same time, reduce 

scheduling overhead for the cloud provider has been 

presented in [21].  

The service request scheduling strategies in three-tier 

cloud structure, which consists of resource providers, 

service providers and consumers, should satisfy the 

objectives of the service providers and consumers. A 

dynamic priority scheduling algorithm (DPSA) is 

proposed in [22] to achieve above objectives.  

A new fault tolerant scheduling algorithm MaxRe is 

proposed in [23]. This algorithm incorporates the 

reliability analysis into the active replication schema, and 

exploits a dynamic number of replicas for different tasks.  

A trust mechanism-based task scheduling model is 

presented in [24]. Trust relationship is built among 

computing nodes, and the trustworthiness of nodes is 

evaluated by utilizing the Bayesian cognitive method.  

A feedback dynamic algorithm for preemptable job 

scheduling mechanism is proposed in [25]. A 

preemptable scheduling improves the utilization of 

resources in clouds and feedback procedure in above 

algorithms works well in the situation where resource 

contentions are fierce.  

In cloud computing, traditional way for task scheduling 

cannot measure the cost of cloud resources accurately by 

reason that each of the tasks on cloud systems is totally 

different between each other. [26] Introduces an 

optimized algorithm for task scheduling based on ABC 

(activity based costing) in cloud computing and its 

implementation. Also an experiment on different 

optimization strategies for cost-optimal dynamic 

scheduling in hybrid cloud environments is performed in 

[27]. 

To achieve QOS in cloud environment; [28] propose an 

improved backfill algorithm using balanced spiral (BS) 

method. This paper analyzed the various parallel job 

scheduling algorithms like EASY, conservative and CBA.  

In [29], a scheduling algorithm is proposed that measures 

both resource cost and computation performance and also 

improves the computation/communication ratio by 

grouping the user tasks according to a particular cloud 

resource's processing capability and sends the grouped 

jobs to the resource. Due to job grouping, communication 

of coarse-grained jobs and resources optimizes 

computation/communication ratio. 

A large number of cloud computing servers waste a 

tremendous amount of energy and emit a considerable 

amount of carbon dioxide. Green task scheduling is 

necessary to significantly reduce pollution and 

substantially lower energy usage. Green task scheduling 

approaches are proposed in [30] and [31].  

Scheduling approaches which considers parameters other 

than one discussed above are proposed in [32], [33], [26], 

[34] and [30]. A fully decentralized scheduler in [32] 

aggregates information about the availability of the 

execution nodes throughout the network and uses it to 

allocate tasks to those nodes those are able to finish them 

in time. As study considering the realistic network 

topology and communication model, proposes the 

Deadline, Reliability, Resources-aware (DRR) scheduling 

algorithm in [33]. Considering the failure and recovery 

scenario in the Cloud computing entities, [34] proposes a 

Reinforcement Learning (RL) based algorithm to make 
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job scheduling fault-tolerable while maximizing utilities 

attained in the long term.  

A new framework of task scheduling strategy for tree 

network is proposed in [35]. 

2.4 Heuristic Scheduling 

Optimization problems are in Class NP-hard. These 

problems can be solved by enumeration method, heuristic 

method or approximation method. In enumeration 

method, an optimal solution can be selected if all the 

possible solutions are enumerated and compared one by 

one. When number of instances is large, exhaustive 

enumeration is not feasible for scheduling problems. In 

that case heuristic is a suboptimal algorithm to find 

reasonably good solutions reasonably fast. Approximation 

algorithms are used to find approximate solutions to 

optimized solution. These algorithms are used for 

problems when exact polynomial time algorithms are 

known.  

Enhancing task data locality in large scale data 

processing systems is crucial for the job completion time. 

Most of the approaches to improve data locality are either 

greedy and ignore global optimization, or suffer from 

high computation complexity. This problem is addressed 

by proposing a heuristic task scheduling algorithm called 

Balance-Reduce (BAR) in [36].  

Load balancing task scheduler balance the entire system 

load while trying to minimizing the make span of a given 

tasks set. Two different load balancing scheduling 

algorithms based on ant colony are proposed in [37] and 

[38]. Another ant colony based algorithm aims to 

minimize job completion time based on pheromone is 

proposed in [39]. Cloud Loading Balance algorithm [40], 

adds capacity to the dynamic balance mechanism for the 

cloud environment. 

The decision, which workloads to outsource to what cloud 

provider, should maximize the utilization of the internal 

infrastructure and minimize the cost of running the 

outsourced tasks in the cloud, while taking into account 

the applications' quality of service constraints. A set of 

heuristics, to cost-efficiently schedule deadline-

constrained computational applications, is proposed in 

[41]. Multi-objective meta-heuristics scheduling 

algorithm for multi-cloud environment is proposed in 

[42]. This algorithm tries to achieve application high-

availability and fault-tolerance while reducing the 

application cost and keeping the resource load 

maximized. Because of the increasing large Web graph 

and social networks, cost-conscious large graph 

processing scheduling is important and a heuristic for the 

same is proposed in [43]. 

Genetic algorithm based scheduling algorithms are 

proposed in [44], [45], [46], [47], [48] and [49]. An 

optimized algorithm based on GA to schedule 

independent and divisible tasks adapting to different 

computation and memory requirements is proposed in 

[46].  Multi-agent genetic algorithm (MAGA) [45] is a 

hybrid algorithm of GA which solves the load balancing 

problem in cloud computing. COA (Course of action) 

planning involves resource allocation and task 

scheduling. A robust COA planning with varying 

durations based on GA is proposed in [44]. Reducing 

energy consumption is an increasingly important issue in 

cloud computing, more specifically when dealing with 

High Performance Computing (HPC). A multi-objective 

genetic algorithm (MO-GA), proposed in [47], optimizes 

the energy consumption, carbon dioxide emissions and 

the generated profit of a geographically distributed cloud 

computing infrastructure. Another parallel genetic 

algorithm based resource scheduling is proposed in [48]. 

Simulated annealing is a generic probabilistic meta-

heuristic for the global optimization problem of locating a 

good approximation to the global optimum of a given 

function in a large search space. An optimized algorithm 

for task scheduling based on genetic simulated annealing 

algorithm in cloud computing is proposed in [50]. 

The scalability of a computing system can be mainly 

identified by size, geographical distribution, 

administrative constraints, heterogeneity, energy 

consumption and transparency. A low complexity energy-

efficient heuristic algorithm for scheduling, proposed in 

[51], performs efficiently demonstrating their 

applicability and scalability. 

In batch mode, tasks are scheduled only at some 

predefined time. This enables batch heuristics to know 

about the actual execution times of a larger number of 

tasks. Min-min and Max-min are heuristics used for 

batch mode scheduling. Heuristics based improved Max-

min algorithm is proposed in [52] and the QoS Min-Min 

scheduling algorithm is proposed in [53]. 

Bag of tasks (BoT) applications are the one which execute 

independent parallel tasks. Heuristics proposed in [54] 

aims to maximize resource utilization while executing 

BoTs in heterogeneous sets of Cloud resources allocated 

for different numbers of hours. Another budget constraint 

scheduler proposed in [55] schedules large bags of tasks 

onto multiple clouds with different CPU performance and 

cost, minimizing completion time while respecting an 

upper bound for the budget to be spent. When providers 

cannot disclose private information such as their load and 

computing power, which are usually heterogeneous, the 

meta-scheduler needs to make blind scheduling decisions. 

In this case a deadline-constrained BoT application 

scheduling approach is proposed in [56]. 

2.5 Real Time Scheduling 

The primary objectives of real time scheduling are to 

increase throughput and minimize average response time 

instead of meeting deadlines.  

The real-time tasks are scheduled non-preemptively with 

the objective to maximize the total utility in [57]. Two 

different time utility functions (TUFs)-a profit TUF and a 

penalty TUF- are associated with each task at the same 

time. This approach not only rewards the early 

completions but also penalizes the abortions or deadline 
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misses of real-time tasks.  Similarly a preemptive 

algorithm is proposed in [58].  

A real time workload driven approach is proposed in [59]. 

Quality of service (QoS) guarantees for some applications 

such as signal data processing is very important. A novel 

self-adaptive QoS-aware scheduling algorithm called 

SAQA [60] considers the adaptability for real-time tasks 

with QoS demands on heterogeneous clusters. 

2.6 Workflow Scheduling 

A workflow enables the structuring of applications in a 

directed acyclic graph form [61], where each node 

represents the constituent task and edges represent inter 

task dependencies of the applications [62].A single 

workflow generally consists of a set of tasks each of 

which may communicate with another task in the 

workflow. Workflow scheduling is one of the key issues 

in the management of workflow execution. A Survey of 

various workflow scheduling algorithms in cloud 

environment is documented in [63]. A study of various 

problems, issues and types of scheduling algorithms for 

cloud workflows is documented in [64]. A study of 

Instance-Intensive Cloud Workflows is documented in 

[65]. 

3. CONCLUSION 

This paper explores methods of scheduling done in cloud 

computing.  It helps to understand the wide task 

scheduling options in order to select one for a given 

environment.  

4. FUTURE SCOPE 

There is a need of a scheduling policy which will be 

beneficial to service provider as well as customer.  As a 

part of my project I will be implementing cost based 

scheduling policy.  
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