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1. INTRODUCTION

In recent times, statistical methods have been extensively used to analyze and assess
sports data for developmental and tactical planning. Kimber and Hansford (1993) used
a nonparametric method for assessing a player’s performance in cricket, where they in-
troduced an alternative batting average method. Corral et al. (2008), while analyzing the
pattern of player substitution during soccer matches, used an inverse Gaussian hazard
model to reveal some interesting trends in substitution of players, especially with regard
to home teams. Frick et al. (2009) analyzed the survival time of head coaches over a
substantially longer period for first division German professional soccer, using the Cox
PH model, the gap time method and some parametric methods like exponential and
Weibull models. Oberhofer et al. (2015) discussed the similarities between the relega-
tion and promotion system in European football with the exits and entries of firms in
the usual goods and services market. Kachoyan and West (2018) derived an exact survival
function for cricket scores and compared it with the existing product limit estimators
of survival functions.

In the modern world, careers in every profession are becoming more and more com-
petitive. Team sport is no exception. Players need to constantly perform in order to re-
tain their places in the team. In team games, all members need to act cohesively in order
to achieve their common goal. And each member needs to fulfill his designated role to
ensure perfect balance. Hence the composition of the team depends on the individual
performance of a player in his given role.

Usually, in the early stages of his career, a player is judged by his match to match
performance. Once he proves his importance in the team, his place is cemented. But
with time, the wear and tear of his physique takes its toll and makes him vulnerable to
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injury and hence exclusion. In this paper, our objective is to capture these patterns of
inclusion and exclusion of the players. The technique we apply can be extended to any
team sport. However, our focus in this paper is to analyse the pattern of inclusion and
exclusion of players in the ODI cricket teams of different countries.

Cricket ODI is a game played between two teams representing their respective na-
tions and comprising of 11 players each. Both teams play an inning of 50 overs of 6 balls
each. During an inning, the 11 players of one team goes out to field, while the opposi-
tion batting team sends out 2 players to bat. The task of the two batsmen is to defend the
two wickets fixed on either side of a 22 yard strip. The fielding side designates a bowler
to bowl an over from one side of the pitch to the wicket on the other side. The bowler
can bowl at most 12 overs but none consecutively. The batsman on the opposite side
(the striker) both defends his wicket from being hit by the ball and also tries to score
runs by hitting the ball and exchanging places with the other batsman across the pitch
or by sending the ball beyond the boundary of the field. A bowler can get a batsman out
in several ways, including by hitting the wicket. After a batsman is out, a new batsman
replaces him till either all 10 batsmen are out (leaving the last batsman with no partner)
or the 50 overs are bowled. After both the teams have completed their innings, the team
with the greater aggregate runs scored by their batsmen wins.

The data we use are on players who started their career after the International Cricket
Council (ICC) World Cup in 2003. The study period ends in June, 2014. Since a mini-
mum number of matches is required to ensure that there is enough scope for recurrences
of both inclusion and exclusion, only those players who have played atleast 40 matches
during this period are included in the study. The list contains male players from all the
major cricket playing countries around the globe. This includes India, Australia, New
Zealand, Sri Lanka, Pakistan, West Indies, South Africa and England, which are the top
8 cricket playing countries according to the ICC list. The list of players has 33 batsmen
and 31 bowlers. Since the physical stress and the energy required of a bowler is usually
greater than that of a batsman, they are also more injury-prone. Added to this is the fact
that the selection of a bowler depends more on the weather and pitch conditions. Hence
it is likely that the batsmen and bowlers would show substantially different survival pat-
terns. Hence we have segregated the players into two strata, one comprising batsmen
and the other comprising bowlers. The inclusion and exclusion patterns are studied for
each stratum assuming interdependence both between the selections and non-selections
as also between successive selections and non-selections.

There have been plenty of articles based on recurrent events. Reviews of early studies
in this area can be found in Kalbfleisch and Prentice (1980) and Clayton (1994). Several
authors, Twisk et al. (2005); Thomsen and Parner (2006); Liu et al. (2004) have used longi-
tudinal health care data to study recurrent events. Applications of the methods in social
sciences can be found in Ham and Rea (1987) and Chan and Stevens (2001), where pat-
terns of the recurrence of unemployment are looked into. The term "recurrent episode"
data has been coined by Hougaard (2000), who presents a detailed discussion of handling
such data. However, there has been very few studies on alternating recurrent events.
Gap time methods have been applied by Lin et al. (1999); Wang and Chang (1999); Pena



Selection Pattern of Players in Any Team Sport 447

et al. (2001), while Yan and Fine (2008) used temporal process regression to analyse re-
current episode data in cystic fibrosis patients. Sen Roy and Chatterjee (2015) analysed
data of this kind without considering the correlation between the alternating events.
A copula based approach which accounted for the correlation between the alternating
events was used by Chatterjee and Sen Roy (2018a) to study the time to infection and
time to cure of the cystic fibrosis data.

In this paper we apply techniques similar to Chatterjee and Sen Roy (2018a) to study
the cricket data. However, the focus here is more on the identification of patterns in
cricket players’ inclusion in or exclusion from their teams, rather than on theoretical
developments. To do this we first needed to identify the underlying distributions and
then to test whether the separation of the players into two strata is justified. The sur-
vival functions are then obtained taking into account the dependence between cycles. In
Section 2 we describe the model. The main section is the third, which shows the detailed
analysis of the ODI cricket data. Finally, some concluding remarks are made in Section
4.

2. THE MODEL

Let the two events be the selection of a player in the team for a match and the dropping
of a player from the team for a match. The selection for a match is followed by the cycle
inclusion when the player retains his place in successive matches. This ends with the
event dropped, after which the player is in the cycle exclusion, where he sits out succes-
sive matches till the event selection happens again. The two cycles are thus alternating
recurrent. Figure 1, gives a graphic idea of this recurrences.

In the team out of the team In the team out of the team

X1 Y1 X2 Y2

Selected Dropped Selected Dropped Selected

Figure 1 – Showing recurrences of inclusion and exclusion for a particular individual.

Let X and Y denote respectively the lengths of inclusion and exclusion as measured
by the number of consecutive matches played and the number of consecutive matches
sat out by a player. A complete cycle is then composed of two alternating cycles of
inclusion and exclusion, with X j +Y j the length of the j th cycle. Let n be the number
of individuals in the study. For the i th individual in the study, let mi be the number
of cycles he goes through, i = 1, . . . , n. Thus for this individual we have a sequence
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X1i , · · · ,Xmi i of inclusion-times each culminating in the event dropped and a sequence
Y1i , · · · ,Ymi i of exclusion-times each culminating in the event selected. (X j i ,Y j i ) then
gives the complete cycle for the j th recurrence of inclusion and exclusion for the i th

individual with cycle length X j i +Y j i .
To study the patterns in these inclusion and exclusion cycles, we adopt a modified

version of the technique used by Chatterjee and Sen Roy (2018a).
Assume that X j and Y j follow the distribution functions FX j

(x,θ j ) and FY j
(y,η j )

respectively, where θ j = (θ1 j , . . . ,θp j )
′ and η j = (η1 j , . . . ,ηq j )

′ are respectively the p
and q dimensional parameter vectors characterizing the two distributions. Since X j and
Y j are likely to be dependent, we need to consider the joint distribution of (X j ,Y j ).
Since the joint distribution of positive random variables are generally not of a closed
form, we use a copula function to obtain the joint distribution function as

FX j Y j
(x, y,ζ j ) =C (FX j

(x,θ j ), FY j
(y,η j ),ξ j ), (1)

where ζ j = (θ j
′,η j

′,ξ j )
′ and ξ j is a dependence parameter indicating the strength of the

relationship between X j i and Y j i .
Since in our data, all players are observed only from their ODI debut, it is obvious

that X j i precedes Y j i , for all i = 1, . . . , n. The survival and hazard functions of X j i can
thus be obtained directly from the marginal distribution function as

SX j
(x j i ,θ j ) = 1− FX j

(x j i ,θ j ) (2)

and λX j
(x j i ,θ j ) = − d

d x j i
l nSX j

(x j i ,θ j ), (3)

respectively. However, the survival and hazard functions for Y j i are conditioned on
X j i = x j i . Since the conditional distribution of Y j i |X j i = x j i is

FY j |X j
(y j i ,ζ j |x j i ) =

C
′

X (FX j
(x j i ,θ j ), FY j

(y j i ,η j ),ξ j )

fX j
(x j i ,θ j )

, (4)

these are given respectively by

SY j |X j
(y j i ,ζ j |x j i ) = 1− FY j |X j

(y j i ,ζ j |x j i ) (5)

and λY j |X j
(y j i ,ζ j |x j i ) = − d

d y j i
l nSY j |X j

(y j i ,ζ j |x j i ). (6)

Having accounted for the dependence between inclusion and exclusion times, we
next model the dependence over the cycles. This is necessary as it is likely that the X j i ’s
would increase with j as a player establishes himself in the team. Of course, injury and
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other such factors may induce a decline in the latter cycles of a player’s career. On the
other hand, Y j i ’s are likely to decrease with j , with possibly moderate increases due to
longer recuperation periods at the latter cycles. However, whatever be their form, it is
clear that there is a relationship between successive X j i ’s and Y j i ’s.

Since the distributional parameters characterize the event times, an way to accom-
modate this dependence would be through the distribution parameters. To accommo-
date the relationships between the X j i ’s, the parameters θ j are linked through θk j =
gk ( j ,αk ), k = 1, . . . , p and j = 1, . . . , mi , where αk ’s are rk -dimensional parameter vec-
tors which characterize the functions gk for k = 1, . . . , p. Similarly, the relationships
between the Y j i ’s are modelled through the parameters as ηl j = hl ( j ,βl ), l = 1, . . . , q
and j = 1, . . . , mi , with βl ’s the sl -dimensional parameter vectors characterizing the
functions hl for l = 1, . . . , q . Like the θ j i ’s and η j i ’s, the dependence parameters ξ j ’s
are related through ξ j = u( j ,κ), where κ= (κ1, . . . ,κd )

′ is the d-dimensional parameter
vector characterizing the function u. The gk , hl and u functions allow us to capture the
pattern that the two events exhibit over the cycles.

However, before constructing the likelihood function we need to take account of
possible censorings.This may happen owing to the termination of the study or because
of a player retiring. Up till now, we have implicitly assumed that we observe the whole
cycle (starting from a selection through an exclusion to a re-selection), i.e. a player is in
the cycle exclusion and experiencing the event selection at the instant of the termination
of the study. However a player may be in the cycle inclusion and experiencing the event
dropped at the time of termination. In fact, an observation need not end with any event
and a player may voluntarily withdraw from the study due to retirement or the player
may be in the middle of a cycle at the time of the termination of the study. His obser-
vation is then censored in that cycle. To incorporate these into our model we define for
the i th player the following indicator functions :

δ∗j i =























1 for all j = 1, · · · , mi − 1
1 if j = mi and the i th individual withdraws while sitting out

or at the instance of selection
0 if j = mi and the i th individual withdraws while playing

or at the instance of being dropped

δ1 j i =







1 for all j = 1, · · · , mi − 1
1 if j = mi and the i th individual is dropped
0 if j = mi and the i th individual withdraws while palying

δ2 j i =







1 for all j = 1, · · · , mi − 1
1 if j = mi and the i th individual is selected
0 if j = mi and the i th individual withdraws while sitting out
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δ∗j i in conjunction with δ1 j i and δ2 j i indicate whether the i th player exits while ex-
periencing the event selection or the event dropped or is censored while in cycle inclusion
or in cycle exclusion.

The likelihood function can then be constructed as

l (α,β,κ) = l (α,β,κ|(x j i , y j i ), j = 1 . . . , 4, i = 1, . . . n)

=
n
∏

i=1

∏

j=1,··· ,4
SX j
(x j i ,θj)
¦

λX j
(x j i ,θj

©δ1 j i

n

SY j |X j
(y j i ,θj,ηj)
¦

λY j |X j
(y j i ,θj,ηj)
©δ j i
oδ∗2 j i

. (7)

The maximum likelihood (m.l.) estimates (α̂′, β̂
′
, κ̂′) are then obtained by applying the

Newton-Raphson method. This for any cycle j leads to the estimator (θ̂
′
j , η̂

′

j , ξ̂ ) of the

model parameters and hence to the estimators ŜX j
(x j i , θ̂ j ) and ŜY j |X j

(y j i , θ̂ j , η̂ j ,ξ j |x j i )
of the respective survival functions and their corresponding hazard functions.

3. ANALYSIS OF THE ODI CRICKET DATA

3.1. Data

As mentioned in the introduction, we consider 64 cricketers, who have played a min-
imum of 40 matches. They are segregated into two strata, with batsmen in Stratum 1
and bowlers in Stratum 2 with respective sizes n1 = 33 and n2 = 31 (we use superscripts
1 and 2 to identify the variables and parameters of the respective stratum). The data on
these 64 players are obtained from the archives of www.espncricinfo.com. For each player
we compute the lengths of consecutive matches played (X ) followed by the number of
consecutive matches sat out (Y ). The two together gives us a complete cycle. As it is
observed that data beyond the 4th cycle is sparse, we consider only 4 cycles and assume
that beyond this the observation is censored i.e. we take max(mi ) =4. Thus for each
of the 64 players we have his 4 (or less) cycle lengths and his censoring indicator. The
method, as described in Section 2, is then applied to each of the two strata separately.

3.2. Analysis

To begin with, we test whether our conjecture that the batsmen and bowlers exhibit dif-
ferent survival patterns is correct or not. For this, let S (k)X j

(t ) and S (k)Y j
(t ), j = 1, . . . 4; k =

1,2 denote the survival functions for the two events for different cycles for each of the
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two strata. We then employ the Mantel-Haenszel statistic (Klein and Moeschberger,
2003) to test separately for j = 1, . . . 4,

H0X j : S (1)X j
(t ) = S (2)X j

(t ) against H1X j : S (1)X j
(t ) 6= S (2)X j

(t )

and H0Y j : S (1)Y j
(t ) = S (2)Y j

(t ) against H1Y j : S (1)Y j
(t ) 6= S (2)Y j

(t ).

Table 1 shows the p-values corresponding to the tests. We find that most of the p-
values are small. This indicates a significant difference between the survival functions
of the two groups. Hence we feel justified in modelling the survival functions for the
batsmen and bowlers separately.

TABLE 1
Results showing the p-values for testing the similarities in survival curves among batsmen and

bowlers.

Cycle Number of matches played Number of matches sat out
1st 0.008 0.01
2nd 0.1 0.03
3rd 0.01 0.2
4th 0.06 0.09

To choose the appropriate underlying distributions F (k)X and F (k)Y for the k th stratum,

k = 1,2, we fit several alternative distributions to each of X (k)j and Y (k)j separately for
each cycle within the stratum. Mainly the Log-normal, Weibull and Log-logistic distri-
butions are considered. The survival curve for each of these distributions is compared
with the empirical survival curve obtained by the Kaplan-Meier estimator. As an exam-
ple, in Figure 2, we have plotted the survival curves for inclusion and exclusion in the 1st

cycle for both strata. From the plot, it is discernible that the Weibull matches the KM
curve most closely in each of the plots. In fact, the Weibull gives the best fit for both
X (k)j and Y (k)j for most of the four cycles for k = 1,2.

However, to substantiate the result, we use the following method. For each of the
plots, we first select a number of time points. Then for each of the log-normal, Weibull
and log-logistics curves, the sum of squared difference (SSD) between the survival prob-
abilities at these points with that on the KM curve is obtained. The curve with the
minimum SSD is then chosen. These results, as shown in Table 2, also indicate that the
Weibull gives the best fit for most of the cycles for both the strata.

As reasoned later, for uniformity, we discard the occasional non-Weibull best-fit dis-
tributions, and select the Weibull as the underlying distribution for all j = 1, . . . 4; k =
1,2 for both inclusion and exclusion.

Next, in Figure 3 we plot the four Weibull curves for the four cycles in the same
graph for each of the two events in the two strata. There is some indication that some
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Figure 2 – Plots for the 1st cycle comparing the fitted log-normal, Weibull and log-logistic curves
with the Kaplan Meier curve (in the order batsmen inclusion and exclusion and bowler inclusion
and exclusion, clockwise from upper left).
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Figure 3 – Plots for the 1st cycle comparing the fitted log-normal, Weibull and log-logistic curves
with the Kaplan Meier curve (in the order batsmen inclusion and exclusion and bowler inclusion
and exclusion, clockwise from upper left).
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pattern in this, although there are quite a few anomalies as well. For example, in case
of inclusion, both strata show an ordering in the first, third and fourth cycles (with the
curves progressively lying above the lower cycle curves). However, the second cycle
curve lies lower than the other three for batsmen, but only lower than the fourth for
bowlers. Since careers in sports do not exhibit such random patterns, we decided to
incorporate some dependence structure over the cycles.

As has been discussed in Section 2, to take care of the dependence we need to string
the parameters through the functions g and h. In fact, for this reason we had ignored
the occasional non-Weibull best-fit distributions and assumed the Weibull distribution
uniformly for all cycles both over the two events and the two strata.

Assume that X (k)j ∼W (θ(k)1 j ,θ(k)2 j ) and Y (k)j ∼W (η(k)1 j ,η(k)2 j ) for j = 1,2,3,4 and k =
1,2. Here θk

1 j and ηk
1 j are the scale parameters and θk

2 j and ηk
2 j are the shape parameters

of the respective distributions.
Next we plot ( j ,θ(k)l j ) and ( j ,η(k)l j ) for each l = 1,2 and k = 1,2. Unfortunately,

since we have only 4 cycles, only a rough idea of the functional forms can be derived
from these. The plots indicate that the logarithm of the distributional parameters are
linear in the order of the cycle. Moreover, the distributional parameters are all non
negative. Hence we assume the following relationships: for the batsmen, the parameters
are related as

θ(1)1 j = eα
(1)
11+α

(1)
12 j and θ(1)2 j = eα

(1)
21+α

(1)
22 j ;

η(1)1 j = eβ
(1)
11+β

(1)
12 j and η(1)2 j = eβ

(1)
21+β

(1)
22 j ; j = 1, · · · , 4,

while for the bowlers the relationships are

θ(2)1 j = eα
(2)
11+α

(2)
12 j and θ(2)2 j = eα

(2)
21+α

(2)
22 j ;

η(2)1 j = eβ
(2)
11+β

(2)
12 j and η(2)2 j = eβ

(2)
21+β

(2)
22 j ; j = 1, · · · , 4.

Having decided on the marginal distributions and the functional relationships be-
tween the parameters, we formulate the joint distribution of (X (k)j ,Y (k)j ) through a cop-
ula. For this we use the Clayton copula which is widely accepted as the most suited for
bivariate Weibull distributions. The dependence parameter ξ j (k) involved in the cop-

ula is estimated for each j by using it’s relation with Kendall’s τ. The ξ (k)j values for the

two strata come out to be approximately constant, with ξ (1)j ≈ −0.3 for Stratum 1 and

ξ (2)j ≈ −0.05 for Stratum 2. Hence it is not required to determine the functional form
for stringing the dependence parameter.

The likelihood function (7) is then built on the basis of the survival and hazard func-
tions (2) - (6) and the parameters (αk

l r , βk
l r ) for k , l , r = 1,2 and ξ k

j for j = 1,2,3,4
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and k = 1,2 are estimated using the Newton-Raphson method. The estimated θk
l j and

ηk
l j , k = 1,2; l = 1,2; j = 1,2,3,4 are then obtained by using the respective relationships.

These are shown in Table 3. The hazard curves for the batsmen and bowlers for both
inclusion and exclusion are shown in Figures 4 and 5, respectively.

4. RESULTS AND DISCUSSION

4.1. Batsmen

Table 3 shows that the estimated shape parameters θ̂(1)2 j and η̂(1)2 j are all less than one.
This implies that the failure rates are all decreasing with the number of matches played.
Figure 4 indicates that, for the batsmen, the hazard of being dropped is greater in the
initial cycles than in the later cycles. This clearly suggests that at the beginning of their
career, a batsman is quickly dropped if he does not perform. However, once a batsman
has been in the team for a long period and has played a large number of matches, his
chances of playing are much greater as compared to a newcomer. This is similar to the
concept of work hardening in reliability theory. Moreover, the hazard rates fall off very
rapidly, which implies that a batsman, once selected, is not easily dropped. On the other
hand, as the right panel shows, the hazard for selection has an insignificant difference
over the cycles. Interestingly, these hazard curves intersect. They are flatter for latter
cycles than for early cycles. This means that although when a batsman is dropped from
the team his experience gives him only a slight advantage in terms of a recall, the chances
of recall for a senior player remains relatively constant with the number of matches sat
out, while the chances of recall for a newcomer falls off more rapidly with the number
of matches he misses.

TABLE 3
Showing the estimated θ(k)l j and η(k)l j , k = 1,2; l = 1,2; j = 1,2,3,4.

Inclusion periods Exclusion periods
Batsman Bowler Batsman Bowler

θ(1)11 = 0.183 θ(1)21 = 0.852 θ(2)11 = 0.285 θ(2)21 = 0.98 η(1)11 = 0.132 η(1)21 = 0.805 η(2)11 = 0.169 η(2)21 = 0.783
(0.003) (0.029) (0.003) (0.008) (0.011) (0.007) (0.0002) (0.005)

θ(1)12 = 0.17 θ(1)22 = 0.855 θ(2)12 = 0.259 θ(2)22 = 0.964 η(1)12 = 0.115 η(1)22 = 0.845 η(2)12 = 0.14 η(2)22 = 0.829
(0.015) (0.079) (0.09) (0.009) (0.08) (0.013) (0.008) (0.008)

θ(1)13 = 0.158 θ(1)23 = 0.856 θ(2)13 = 0.236 θ(2)23 = 0.948 η(1)13 = 0.100 η(1)23 = 0.886 η(2)13 = 0.115 η(2)23 = 0.878
(0.06) (0.13) (0.11) (0.01) (0.14) (0.097) (0.053) (0.014)

θ(1)14 = 0.147 θ(1)24 = 0.858 θ(2)14 = 0.215 θ(2)24 = 0.932 η(1)14 = 0.088 η(1)24 = 0.929 η(2)14 = 0.095 η(2)24 = 0.929
(0.116) (0.192) (0.208) (0.082) (0.503) (0.19) (0.13) (0.25)
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Figure 4 – Batsmans’ hazard curves for the events dropped (left panel) and selected (right panel).
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Figure 5 – Bowlers’ hazard curves for the events dropped (left panel) and selected (right panel).
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4.2. Bowlers

The pattern for bowlers is somewhat different. As Table 3 shows, the estimated shape
parameters θ̂(2)2 j and η̂(2)2 j are again all less than unity, and hence the failure rates are all
decreasing with the number of matches played. However, Figure 5 shows that in this
case, the difference between the hazard curves of the four cycles are much less. This im-
plies that very little distinction is made between continuity and change in terms of both
selection and exclusion. Further, the hazard curves are flatter, implying that the chances
of being dropped or selected does not change too rapidly with the number of matches
played or sat out. These are unlike what we observe for the batsmen and may perhaps
be because bowlers are primarily selected on the basis of the pitch-conditions and hence
have less secure places in the team, irrespective of their length of inclusion. Because of
the more physical nature of their job, fatigue or injury too may be important factors.
However, here too the hazard rates are low implying that once selected or dropped, the
chances of a reversal is low.

5. CONCLUDING REMARKS

In general, our study shows that the position of a batsman is more stable in a team, par-
ticularly once he has established himself after the first few cycles. But once dropped,
it is more difficult for him to make a comeback. For the bowlers, the more physical
nature of their job, makes for greater rotation of their places in the team, so that they
are more likely to be quickly dropped and also quickly selected than batsmen. In fact,
since bowlers can be vastly different in their trade, their selection depends on a host of
other factors like the pitch condition, weather condition or even the proclivity of the
opposition batsmen. Hence their survival patterns are distinctly different.

The selection of players, particularly bowlers, depend, besides their abilities, on a
host of other factors. Having established that there are distinct patterns in their selec-
tion, in future studies we hope to find more specific reasons behind these patterns using
appropriate covariates as in Chatterjee and Sen Roy (2018b). However, many of these
factors, like pitch condition, type of opposition, etc., are somewhat subjective in nature
and hence data on these are difficult to find and even more difficult to quantify. Once the
relevant covariates are identified and the measurement issues resolved, regression-type
survival models can be used to identify the factors behind the inclusion and exclusion
patterns of players.
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SUMMARY

In this paper, we study the pattern of inclusion and exclusion of players from a team in any
team sport. Usually these inclusions and exclusions are related to the player’s performance in
the matches previously played. Also the inclusion and exclusion at any particular cycle depends
on the player’s history as observed through the number of times he has been included or excluded
previously. The focus of this paper is to study this pattern for cricketers who have represented
their respective countries in One Day Internationals (ODIs). As observed in the study, there is a
distinct difference in the inclusion and exclusion patterns of bowlers and batsmen, and hence the
two groups have been studied separately. Respective survival functions over the cycles of inclu-
sion and exclusion have been constructed for both groups. These reveal several interesting features
regarding the chances of an ODI cricketer being retained or dropped from the team.

Keywords: Cricket; Inclusion and exclusion; Copula.


