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A Sub-Picosecond Resolution 0.5–1.5 GHz
Digital-to-Phase Converter
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Abstract—A digital-to-phase converter (DPC) is an essential
building block in applications such as source-synchronous inter-
faces and digital phase modulators. The resolution of DPCs using
analog phase interpolators is severely affected by the operating
frequency and rise times of the interpolator inputs. In this paper,
we present a new DPC architecture that achieves high resolution
independent of both the operating frequency and the rise time.
The 8 phases generated by a phase-locked loop are dithered using
a delta-sigma modulator to shape the truncation error to high
frequency and is subsequently filtered using a delay-locked loop
phase filter. The test chip, fabricated in a 0.13 m CMOS process,
operates from 0.5–1.5 GHz and achieves a differential nonlinearity
of less than 0.1 ps and an integral nonlinearity of 12 ps. The
total power consumption while operating at 1 GHz is 15 mW.

Index Terms—Digital-to-phase converter, phase interpolation,
noise shaping, delta-sigma modulation, delay-locked loop (DLL),
phase-locked loop (PLL), phase filter, glitch-free phase switching.

I. INTRODUCTION

S
OURCE-SYNCHRONOUS interfaces are a class of

point-to-point links that are widely used in micropro-

cessor-memory interfaces and communication switches. A

simplified block diagram of a typical source-synchronous

interface is shown in Fig. 1. In this system, a clock is trans-

mitted along with the data on a separate dedicated channel

to the receiver. The clock channel is typically shared among

multiple data channels and clock edges are synchronized with

the data transitions at the transmitter. If the data and clock

transmission lines are perfectly matched, the time of flight of

the data and the clock are equal, and as a result, clock and

data remain synchronized at the receiver as well. However, as

data rates increase to the multi-gigabit-per-second range, it is

uneconomical to match the time of flight of clock and data

paths to picosecond accuracy. This mismatch results in a skew

between the clock and data at the receiver causing sub-optimal

sampling of the incoming data. One can improve the timing

margin by reducing the skew between the received clock and

data by using a method to introduce a controlled phase shift

on the clock. The focus of this paper is the implementation of
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Fig. 1. Typical source-synchronous interface.

circuits that provide a means to introduce such a programmable

phase shift. A digital-to-phase converter (DPC) is a circuit

block that is often used to introduce a phase shift whose amount

is controlled by an input digital word . It is important to

note that the resolution of the DPC is of paramount importance

as this determines the residual skew between the clock and data,

which in turn directly affects the bit error rate (BER) of the

link. This paper presents the design and experimental results of

a DPC that utilizes delta-sigma modulation and phase filtering

to achieve resolution much higher than what is achievable with

traditional digital phase interpolators. Even though the design

of the DPC is presented in the context of source-synchronous

interfaces, it is worth mentioning that there are several other

applications for DPCs in measurement instrumentation and

the techniques developed here can directly be used in those

applications.

Before we present the proposed DPC architecture, it is in-

structive to review the disadvantages of existing architectures.

One of the earliest implementations of the DPC is shown in

Fig. 2 [1]. It consists of a multi-phase clock generator, which

provides clock phases separated by a delay of . These mul-

tiple phases ( to ) are typically generated through a chain

of inverters whose delay is precisely adjusted to by a feed-

back loop. An -to-1 multiplexer (MUX) is used to select one

of the phases based on the input digital word , thereby

introducing a phase shift in steps of on the output. With

a 16-phase multi-phase generator, this architecture achieves a

phase resolution of 22.5 . There are several drawbacks with this

approach. First, the resolution, , is limited by the minimum

delay of the inverter in a given process. Second, since is
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Fig. 2. DPC using phase selection.

Fig. 3. DPC using phase selection and interpolation.

Fig. 4. Phase interpolator. (a) Operation. (b) Model.

equal to a fraction of the clock period, , the resolu-

tion scales directly with frequency, thereby degrading resolu-

tion at lower operating frequencies. Finally, the phase selection

process introduces unwanted discrete phase jumps in the output

phase. Despite its simplicity, these performance limiting factors

hamper the use of this DPC in multi-gigabit-per-second inter-

faces.

A more commonly used DPC architecture that overcomes

some of these drawbacks is depicted by Fig. 3 [2]–[4]. This

architecture combines the phase selecting multiplexer with a

phase interpolator. The most significant bits (MSBs) of the input

digital word are used to select two adjacent clock phases, and

, from the phases using an :2 MUX. The interpolator,

controlled by the least significant bits (LSBs), mixes these two

phases to generate an intermediate phase . As a result of

phase interpolation, the resolution of this DPC is not limited

to a minimum inverter delay. However, the effectiveness of the

interpolation depends largely on the input rise time, phase sep-

aration , and the interpolator output time constant. Consider

the conceptual phase interpolator block diagram and its model

shown in Fig. 4. Ideally, the interpolator delay should depend

only on interpolation weight, , but in practice, the output phase

also depends on the interpolator output time constant ( ), rise

time of the inputs , and the time difference between the in-

puts. This dependence is illustrated in Fig. 5, in which the inter-

polator transfer function ( -to-output phase) is plotted for mul-

tiple values of and . All the time parameters, , , and

output phase, are normalized to the output time constant.

The output phase is referenced to the delay when the interpola-

tion weight is zero as expressed by

(1)

where and are the interpolator delays when

the interpolation weights are equal to and 0, respectively.

When the rise time is very small compared to the phase spacing

(Fig. 5(a)), the transfer function becomes grossly nonlinear as

becomes larger than the output time constant. This non-

linearity can be reduced by increasing the input rise time to 3

times the phase separation, as shown by Fig. 5(b). However,

the slow rise times needed to achieve good linearity degrade the

jitter immunity of the output clock [5]. Moreover, the resolution

of this architecture also depends on operating frequency. The

nonlinearity of the interpolator increases with increasing phase

separation , thereby degrading the output phase resolution

at lower operating frequencies. Finally, the output jitter of this

architecture is severely affected by the discrete phase jumps in-

troduced during the input phase switching of the interpolator.

These drawbacks limit the phase resolution of this architecture

to about 4 . A new DPC architecture is proposed to overcome

these drawbacks and achieve better than 0.1 phase resolution.

II. PROPOSED ARCHITECTURE

The block diagram of the proposed DPC is shown in Fig. 6.

Similar to the earlier implementations, the most significant bits

(MSBs) of the input digital word are used to select three

adjacent phases, , , and out of the phases gen-

erated by a multi-phase clock generator. However, as opposed

to the previous implementations, the remaining least signifi-

cant bits (LSBs) are quantized to 3 levels, 1, 0, and 1, by a

second-order delta-sigma modulator (DSM). This 3-level DSM

output is then used to select one of the three phases out of the

-to-3 MUX. As a result of the delta-sigma truncation of the

LSBs, the resulting quantization error is shaped to high frequen-

cies. By virtue of phase selection using the DSM output, this

quantization error appears as shaped phase noise at the output

of the 3-to-1 MUX, and filtering this high-frequency phase noise

enables precise phase adjustment. Ideally, the phase resolution

achieved by this architecture is equal to UI , where is

the number of bits in the input digital word. At 1 GHz operation

with a 14-bit input, this architecture ideally achieves about 60 fs

of phase resolution.

Operational details of the proposed DPC are presented with

respect to design parameters used in the prototype chip. In this

implementation, the multi-phase generator provides 8 coarse

phases to . The 3 MSBs of a 14-bit input digital word

are used to select 3 out of 8 phases according to the map-

ping shown in Table I. For example, to generate an output phase

between 67.5 and 112.5 , indicated by the shaded region in the

phasor diagram of Fig. 7, phases , , and are selected.

It is important to note that this mapping prevents overloading in



416 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 43, NO. 2, FEBRUARY 2008

Fig. 5. Analysis of phase interpolator linearity. (a) Rise time much smaller than the phase spacing . (b) Rise time equal to three times the phase spacing.
The solid line represents the transfer function with and dashed lines with , 1.5, 2.

Fig. 6. Proposed DPC architecture.

the DSM because it guarantees that the input is only half of the

full-scale of the DSM. In the prototype chip, the 3 levels of the

DSM output 1 and 0 correspond to 45 and 0 , respectively.

The input to the DSM is then limited to an output phase corre-

sponding to 22.5 . The selected coarse phases are dithered by

the DSM according to the 11 LSBs of the input digital word. The

power spectral density of the phase noise at the output of the 3:1

MUX, when a second-order DSM is used is given by [6]

(2)

where is the sampling frequency of the DSM. The low-pass

response of a subsequent phase filter suppresses the shaped

high-frequency noise. However, due to incomplete filtering, the

shaped noise can leak to the output, resulting in residual phase

noise at the output of the phase filter given by

(3)

where is the transfer function of the phase filter.

Fig. 8 depicts the shaped phase noise at the output of the 3:1

MUX along with the residual noise denoted by the shaded re-

gion. For illustration purposes, a brick wall response is assumed

for the phase filter. As expected, the figure shows the band-

width of the phase filter should be low enough to not degrade

TABLE I
MAPPING BETWEEN OUTPUT PHASE

AND COARSE PHASES , ,

Fig. 7. Phasor diagram to illustrate DPC operation.

the output phase noise. A more practical phase-filter response

will be used in the next section to demonstrate the design con-

siderations quantitatively.

This architecture offers several advantages. First, by virtue of

noise shaping and phase filtering, this architecture is capable of

achieving sub-picosecond phase resolution [7]. Second, since

the digital-to-phase conversion is based on phase selection and

filtering, as opposed to interpolation, this technique does not

depend on the rise time of the clock phases. Consequently, the

output clock is less sensitive to noise that causes jitter. Third, the
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Fig. 8. Frequency domain view of the phase noise due to DSM noise shaping.

smoothing nature of the phase filter eliminates discrete phase

jumps often present in conventional implementations. Finally,

this technique relies mostly on digital circuitry and is, therefore,

easily portable to different processes compared to more analog-

centric implementations.

While the resolution of this architecture does depend on op-

erating frequency, because of increased phase spacing at

lower operating frequencies, this resolution dependence on op-

erating frequency can be suppressed by designing the DPC to

be limited by clock jitter. In other words, if the resolution of

the DPC is much higher than the inherent jitter of the dithered

phases, then the reduced resolution will be masked by the clock

jitter. The phase quantization error of the DPC can be designed

to be lower than the phase noise floor determined by intrinsic

noise sources such as thermal and flicker noise.

III. PHASE FILTER IMPLEMENTATION

One of the most important building blocks of the DPC is the

phase filter. A common implementation of a low-pass phase

filter is a phase-locked loop (PLL). However, as is well known,

the design of a high-performance PLL poses several challenges.

Notably, jitter accumulation of the voltage-controlled oscillator

(VCO) results in excessive output jitter and the suppression of

this jitter requires large power dissipation. Also, the large gain

of the VCO in deep submicron processes mandates a large loop

filter capacitor that occupies considerable area to stabilize the

loop. In addition to these drawbacks, PLLs suffer from an in-

herent noise–bandwidth tradeoff. The input phase noise is sup-

pressed by a low-pass transfer function, while the VCO noise is

shaped by a high-pass transfer function. In the context of using

a PLL as a phase filter in the DPC, the low bandwidth required

to suppress the delta-sigma noise exacerbates VCO noise. Be-

cause of these disadvantages, a PLL phase filter is not used in

the prototype. It is worth mentioning that injection-locked oscil-

lators can also serve as phase filters, but they require additional

control to bring the oscillating frequency to within their pull-in

range and also suffer from degraded noise performance due to

jitter accumulation.

As opposed to a PLL, a delay-locked loop (DLL) offers su-

perior jitter performance, is less sensitive to supply noise, occu-

pies smaller area, and typically consumes lower power. There-

fore, it is beneficial to consider using a DLL as the phase filter

in the DPC. Since the noise from the voltage-controlled delay

Fig. 9. Modified DLL with low-pass transfer function.

Fig. 10. Small-signal model of the modified DLL.

line (VCDL) is not much of a concern, there is no noise–band-

width tradeoff. However, the DLL suffers from a major dis-

advantage when considered for use in the DPC. The input-to-

output transfer function of the DLL is an all-

pass, making it incapable of suppressing the shaped input noise.

So instead, a modified DLL is used in the prototype and shown

in Fig. 9. It achieves the needed low-pass transfer function while

preserving all of the other advantages of a conventional DLL. In

this architecture, the input phase is fed only to the phase de-

tector and a separate reference phase is used as the input

to the delay line. Consequently, the transfer function from the

input is a low-pass while the transfer function from the ref-

erence is an all-pass. Using the small-signal model of the

DLL shown in Fig. 10, the input transfer function can be derived

as

(4)

(5)

(6)

where is the loop gain, is the charge pump current,

is the gain of the VCDL, is the loop filter capacitance,

and is the input frequency.

When using this modified DLL as the phase filter, there are

two important design parameters that determine the achievable

resolution in the proposed architecture. First, the sampling rate

of the DSM determines the effectiveness of noise shaping. For

example, in a second-order DSM with a 3-level internal quan-

tizer, the signal-to-quantization ratio improves by 15 dB with a

doubling of the sampling frequency [8]. Second, as mentioned

earlier, the bandwidth and the order of the phase filter determine

the residual quantization error. These two parameters, the sam-

pling frequency and the filter bandwidth , are combined

to define the effective over-sampling rate (OSR) as

OSR (7)

The effectiveness of a first-order DLL phase filter is illustrated

by plotting the residual jitter (quantization error leakage)
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Fig. 11. Residual jitter versus over-sampling ratio for a first-order DLL.

Fig. 12. Low-pass DLL with an active loop filter.

resulting from limited filtering versus OSR, shown in Fig. 11.

This plot is obtained from behavioral simulations of the DPC

using a DLL phase filter whose transfer function is given by

(6). It shows that there is a considerable amount of residual

jitter even at an OSR of 150. A high OSR translates to a larger

sampling frequency, resulting in larger power dissipation in the

DSM. The excessive residual jitter at lower OSR is mainly due

to the fact that the delta-sigma modulator is second order while

the DLL is only first order.

In addition to the ineffective filtering, this DLL also suffers

from noise folding due to a nonlinearity in the charge pump

that can result from current mismatch [9]. This mismatch is fur-

ther exacerbated by a varying control voltage, , needed to

achieve the required large output phase range. To overcome both

the charge pump nonlinearity and the incomplete filtering of the

first-order DLL, an improved DLL that employs an active loop

filter is used in the prototype. The block diagram of the modified

DLL is shown in Fig. 12. The use of an active loop filter offers

two main advantages. First, the feedback amplifier biases the

output of the charge pump at a fixed reference voltage, , ir-

respective of the delay setting of the VCDL. As a result, current

mismatch in the charge pump due to a varying control voltage is

suppressed. Second, the higher order poles of the amplifier fur-

ther suppress the shaped high-frequency noise, thus reducing

the jitter due to quantization error leakage. The bandwidth of

the amplifier is carefully optimized to achieve a second-order

DLL transfer function without compromising the stability of the

Fig. 13. Residual jitter versus over-sampling ratio for a second-order DLL.

Fig. 14. Complete DPC architecture.

overall DLL feedback loop. Additionally, the amplifier band-

width was chosen small enough so as to suppress the quantiza-

tion error adequately even in the presence of PVT variations. A

transfer function of the DLL that accounts for the limited am-

plifier bandwidth is given by

where (8)

The improvement in resolution of the DPC, due to the extra fil-

tering offered by the finite amplifier bandwidth, is illustrated in

Fig. 13. The resolution of the DPC is improved by more than

8X when compared to a first-order DLL at an OSR of 100 (see

Fig. 11). This improved filtering allows for a lower sampling

frequency in the DSM, which results in lower power. Inciden-

tally, the bandwidth of the DLL is input frequency dependent,

which makes the effective OSR of the DSM independent of the

input frequency.

We now provide details of generating the reference phase

used as the input to the VCDL in Fig. 12. In the DPC

test chip, the reference input to the DLL is tapped off from one

of the 8 phases out of a multi-phase clock generating PLL, as

shown by the complete architecture illustrated in Fig. 14. As

discussed in a later section, false locking in the DLL is avoided

by maintaining an appropriate phase relation between and

at start-up.
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Fig. 15. Four-stage ring oscillator and the delay cell.

IV. CIRCUIT DESIGN

A. Phase-Locked Loop Design

The multi-phase clock generator is implemented by using a

PLL. The PLL consists of a phase frequency detector (PFD), a

charge pump (CP), a loop filter consisting of a series net-

work, a 4-stage voltage-controlled ring oscillator (VCO), and

a divider in the feedback. The PFD is implemented as a 3-state

machine and generates a pair of digital pulses whose widths cor-

respond to the frequency and phase error between the reference

clock (REF) and the divided clock that is fed back [10]. The

CP then converts the digital pulses into an analog current that

is converted into a voltage via the passive loop filter. The re-

sulting control voltage, , drives the VCO toward phase lock.

The VCO generates eight equally spaced phases to , one

of which is buffered and fed back to the divider. Dummy in-

verters are used on the other unused phases to preserve equal

loading and delay spacing between the adjacent phases.

The schematic of the VCO along with the delay cell is shown

in Fig. 15. The delay cell is a simple pseudo-differential inverter

in which a pMOS latch is used to couple the two single-ended

current starved inverters to generate a differential output [11].

The output of the delay cell is buffered to nominally maintain

a 50% duty cycle under process, voltage, and temperature vari-

ations. Transistor level simulations indicate that the operating

range of the VCO is 0.3 GHz–2 GHz and the gain is 2 GHz/V.

The simulated VCO phase noise is approximately 110 dBc/Hz

at 3 MHz offset from the carrier frequency over the whole oper-

ating range. Using the design equations in [12], the charge pump

current, loop filter resistor and capacitor values are determined

to be 15 A, 8 k , and 28 pF, respectively. These parameters

result in a PLL bandwidth of about 5 MHz with a phase margin

of 65 . The divider is implemented by a cascade of three TSPC

divide-by-2 stages [13].

B. Delay-Locked Loop Design

A brief overview of the DLL with a low-pass transfer func-

tion was presented in Section III. The implementation details

of the DLL are presented in this section. The schematic of the

DLL used in the prototype is shown in Fig. 16. It consists of a

phase-only detector (PD), a differential charge pump (CP), an

active loop filter, and a VCDL. The phase-only detector gen-

erates digital pulses corresponding to the phase difference be-

tween the DLL input (IN) and delayed clock (DCK). The charge

Fig. 16. Implemented delay-locked loop with active loop filter.

Fig. 17. Timing diagram illustrating a stuck at minimum delay fault.

pump converts these digital pulses into an output current, which

is filtered by an active integrator. The integrator output drives

the VCDL in a way that forces the phase error to zero. In the

locked state, the delay of the VCDL is typically equal to the pe-

riod of the input.

Despite the use of a phase-only detector, the DLL, if not prop-

erly designed, suffers from start-up problems that can result in

a stuck at minimum delay fault or harmonic locking. Harmonic

locking is avoided by resetting the VCDL to its minimum delay

point on start-up [14]. This resetting of the VCDL does not,

however, avoid the DLL from trying to acquire lock to a delay

point that is below the minimum delay offered by the VCDL, re-

sulting in a stuck at minimum delay fault. This problem, arising

from two different start-up conditions, is illustrated in Fig. 17.

In the first case, the minimum delay of the VCDL ( )

is less than half of the clock period ( ). The PD generates

a down pulse (DN) indicating that the delay of the VCDL be

further reduced, which results in the DLL getting stuck to this

minimum delay point. Similarly, in the second case, if

is greater than half of the clock period, the DLL also gets stuck
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Fig. 18. DLL lock range.

to the minimum delay point. From these two cases, we can de-

rive the condition on the minimum delay that guarantees correct

locking given by

(9)

An example of locking when the above condition is satisfied is

shown in Fig. 18. The lock range of the DLL is determined by

the constraint on the minimum delay given in (9). Even though

this constraint guarantees correct locking, it is difficult to guar-

antee it in practice. The minimum delay of a VCDL designed

in modern deep submicron CMOS processes is on the order of

a few hundred picoseconds which severely restricts the oper-

ating range of the DLL. For example, a four-stage VCDL de-

signed in a 0.13 m CMOS process has a minimum delay of

about 200 ps, which limits the operating range to 1.25–2.5 GHz.

In order to circumvent the limited operating range, the comple-

mentary delay line output is fed back to satisfy the lock range

constraint in (9). In other words, a 180 phase shift added to the

VCDL output combined with the small minimum delay guar-

antee a wide operating range for the implemented DLL.

The phase-only detector (PD) [15] used in the DLL eliminates

the extra state in a traditional 3-state phase frequency detector

and as a result prevents loop start-up problems. This PD is de-

signed to produce narrow output pulses in the steady state to

avoid a dead zone. A single-ended-to-differential (S-to-D) con-

verter is used to generate differential outputs needed to drive

a differential charge pump. The matched delays of the inverter

and the transmission gate along with the cross-coupling through

weak inverters in the S-to-D guarantee fully differential PD out-

puts.

The four-stage VCDL employs a simple pseudo-differential

inverter-based delay cell [16]. The simulated delay range and the

gain of the VCDL operating at 1 GHz are 0.15–1 ns and 2 nS/V,

respectively. The charge pump current and integrator capacitor

values are determined to be 15 A and 4 pF, respectively, to

achieve a DLL bandwidth of about 1 MHz with a phase margin

of 85 .

C. Delta-Sigma Modulator Design

The delta-sigma modulator employs a 3-level, single-loop

second-order error feedback structure shown in Fig. 19 [8]. In

this architecture, the quantization error is fed back to the input

through a simple loop filter implemented by two delay elements.

Fig. 19. Error feedback delta-sigma modulator.

Fig. 20. 15-bit, 3-input adder to implement .

Fig. 21. Illustration of glitches during phase switching.

In this implementation, the noise transfer function

consisting of two zeros at DC is achieved by coefficients that are

multiples of 2, thereby obviating the need for a multiplier. The

input to the DSM is an 11-bit word and the internal operations

are performed using 15-bit arithmetic to prevent saturation. The

DSM is clocked at one quarter the operating frequency of the

DPC. The key circuit element of the DSM is the 3-input adder.

The architecture of the 15-bit 3-input, 2’s complement adder

that implements the operation is shown in Fig. 20.

It consists of a 3-to-2 compressor circuit that converts the three

inputs of the adder to two outputs, carry and sum

. The sum and the shifted carry outputs are then added by a

15-bit carry-look-ahead adder (CLA) to produce the final sum

output [14:0]. Note that the required subtraction is performed

by first inverting the input and adding 1 in the CLA.

D. Glitch-Free Phase Switching

The output of the delta-sigma modulator is used to select one

of three adjacent phases through a 3-to-1 MUX. The MUX can

be implemented using transmission gates, however, care should

be taken to avoid glitches due to improper timing. This problem

of glitches during phase switching is illustrated by the timing
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Fig. 22. Glitch-free switching scheme and the associated timing diagram.

diagram shown in Fig. 21. Consider the phase delay case where

phase is switched to phase . If this phase switching

occurs in the non-overlapping region indicated by the shaded

region, a glitch occurs on the output phase as shown at

the bottom of the figure. These glitches on the output phase

can drive the DLL out of lock, resulting in complete operation

failure of the overall DPC. Therefore, a method to prevent the

glitches is needed.

It is useful to note that no glitches occur if the switching takes

place during the overlap period in which both phases, and

, are high (or low). The glitch-free switching scheme em-

ployed in the test chip is based on this observation and presented

in Fig. 22. The control signal is synchronized to the latest

phase , so that phase switching occurs only in the glitch-free

zone indicated by the shaded region in Fig. 22. This is achieved

by synchronizing the MUX input control signal to the phase

. Dummy inverters are added on the other two phases,

and , to preserve equal spacing. It is important that the sum of

the delays of the inverter and clock-to-Q delay of the D-flip-flop

(DFF) be less than to ensure that a glitch-free zone exists.

Mathematically, the following inequality should be satisfied for

glitch-free switching:

(10)

V. EXPERIMENTAL RESULTS

A block diagram of the implemented prototype is shown in

Fig. 23. In order to obviate complex circuitry for measuring

sub-picosecond time differences, an exclusive OR (XOR) gate is

used to convert the phase difference into a voltage. The filtered

XOR output voltage is easily measured using a high-resolution

sampling oscilloscope. A fully differential XOR gate is imple-

mented with the symmetric architecture presented in [17] and its

simulated transfer function is shown in Fig. 24. The simulated

gain of this XOR gate is 2 mV/ps. In order to further simplify

testing, an accumulator is used to generate the 14-bit input dig-

ital word with a serial input . The complete DPC including

the test blocks was fabricated in a 0.13 m CMOS process and

Fig. 23. Block diagram of the DPC prototype test chip.

Fig. 24. Simulated XOR transfer function.

the chip micrograph is shown in Fig. 25. The DPC occupies

about 0.48 mm of active die area. The die was packaged in

a standard 48-pin LQFP plastic package. The packaged chip is

attached to the four-layer test board through a clamp screw that

is used to mechanically press down on the package and force its

leads to contact solder pads on a printed-circuit board (PCB).

The measured transfer function of the DPC operating at

1 GHz is presented in Fig. 26. About 6% of the input codes on

either end of the transfer curve are severely affected by the non-

linearity of the XOR phase detector and are hence discarded.



422 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 43, NO. 2, FEBRUARY 2008

Fig. 25. DPC chip micrograph.

Fig. 26. Measured transfer function of the DPC operating at 1 GHz.

Fig. 27. Measured DNL/INL of the DPC at 1 GHz operating frequency.

The linearity of the DPC is evaluated by plotting the differential

and integral nonlinearities shown in Fig. 27. The maximum

differential nonlinearity (DNL) is less than 0.1 ps while the

maximum integral nonlinearity (INL) is about 12 ps. The low

DNL validates the effectiveness of the proposed architecture,

which relies on noise shaping via the delta-sigma modulator

Fig. 28. Effect of the multi-phase clock generator INL on DPC linearity.

Fig. 29. PLL clock jitter at 1 GHz.

and subsequent filtering with a modified second-order DLL

phase filter. Measured results also verify that the DNL and INL

are less than 0.2 ps and 12 ps, respectively over the entire

operating range of 0.5–1.5 GHz. This reinforces the earlier

assertion that the resolution of the DPC is nearly independent

of operating frequency. The measured output phase range of

the DPC is greater than radians over the entire operating

range that was tested.

The symmetric nature of the INL reveals the cumulative ef-

fect of random phase mismatch and deterministic layout asym-

metries in the multi-phase clock generator. In other words, the

INL of the DPC is limited by the INL of the multi-phase clock

generator. This is confirmed through behavioral simulations and

the results are presented in Fig. 28. The output INL increases

almost linearly with the input INL while the DNL is much less

affected and remains nearly constant even for a large input INL.

The measured PLL clock jitter at 1 GHz [18] when the delta-

sigma modulator and the DLL are reset is shown in Fig. 29.

An rms jitter of 3.8 ps of the PLL sets the lower bound on the

noise floor of the overall DPC. Fig. 30 shows the DPC output

clock jitter when the input digital word is set to 100. The rms

jitter of the phase-shifted output is 4.1 ps and this jitter increase

translates to about 1.5 ps of jitter contribution from the delta-
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Fig. 30. DPC clock jitter at 1 GHz.

TABLE II
DPC PERFORMANCE SUMMARY

sigma modulator and the DLL, since it is uncorrelated to the

noise floor.

The total power consumption of the DPC operating at 1 GHz

with a supply voltage of 1.2 V is 15 mW of which 10 mW is

consumed by the PLL. The DLL and all of the digital circuitry

including the DSM and other test structures consume 3.5 mW

and 1.5 mW, respectively. The performance of the DPC test chip

is summarized in Table II.

VI. SUMMARY

A digital-to-phase converter architecture capable of achieving

sub-picosecond resolution is presented in this paper. The use of

a delta-sigma modulator to shape the phase noise to high fre-

quencies and then filter it out with a low-pass filter presents

an attractive alternative to the design of high-resolution dig-

ital-to-phase converters. The use of a DLL as a phase filter

avoids the noise–bandwidth tradeoff of PLLs and facilitates the

design of an area- and power-efficient low-pass filter. By relying

on noise shaping and phase filtering, this architecture achieves

high resolution that is independent of the operating frequency,

rise time, and phase spacing of the input clock phases.
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