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A Survey and Synthesis of User Behavior
Measurements in P2P Streaming Systems

Ihsan Ullah, Guillaume Doyen, Grégory Bonnet and Domieidgaiti

Abstract—In terms of scalability, cost and ease of deployment, to replicate the same stream over multiple links. However,
the Peer-to-Peer (P2P) approach has emerged as a promisingdue to several issues [1] such as requirement of changes at
solution for video streaming applications. Its architectue enables infrastructure level and scalability problems, it couldt e

end-hosts, called peers, to relay the video stream to eachhetr. deol d at the Int t le. onlv tel d Int
P2P systems are in fact networks of users who control peers. eployed at the Internet scale. Only telco-manage erne

Thus, user behavior is crucial to the performance of these syems ~ 1€levision (IPTV) systems, which operate in smaller dorsain

because it directly impacts the streaming flow. To understad use this mechanism. By contrast, P2P video streaming sgstem
user behavior, several measurement studies have been cat organize the end-hosts, called peers, into a virtual nétwor
out over different video streaming systems. Each measureme where they are not only consumers but also providers of

analyzes a particular system focusing on specific metrics an . . .
presents insights. However, a single study based on a partitar content. Peers in these networks transmit the video stream

system and specific metrics is not sufficient to provide a comgte 0 other peers after receiving it. The P2P paradigm reduces
model of user behavior considering all of its components anthe the load on the stream sources and also does not require any
impact of external factors on them. In this paper, we proposea  change in the current network infrastructure. Therefdrese
comparison and a synthesis of these measurements. First of,a systems are easy to deploy and inexpensive.

we review video §treaming architectyres, foIIoweq by a sumy Si th f vid t . . lot of
on the user behavior measurements in these architectureskign,  >!NCE € eémMergence ol video streaming Services, a 1ot o
we gather insights revealed in these measurements and compa INtensive measurements campaigns over all kinds of aghite
them for consensual and contrasting points. Finally, we exact tures have been performed for understanding user acsivitie
components of user behavior, their external impacting faars within these systems. In particular, architectures for oluhi
and relationships among them. We also point out those aspect hese results are the most interesting are P2P-based.dindee
of user behavior which require further investigations.
P2P systems can be termed as networks of users because peers
_Index Terms—measurements, user behavior, Peer-to-Peer, jn these networks are directly controlled by users. Sinagpe
video streaming depend upon each other to receive the video stream, under-
standing the user behavior is important for a proper design
. INTRODUCTION and implementation of these systems. Patterns of user lmehav

. . aspects such as connecting or disconnecting to the system,
Today, video streaming has become a popular Intern %p g g y

D ) : L . R réquesting a channel or video for watching, downloading or
application which ams at providing high quahty video uploading the content have an impact on the performance.
to users of both live and on-demand services. It can

. . : wards this, user behavior measurement studies provide so
enabled through three basic strategies: client/served)(TP . . ' i oo :
multicast and peer-to-peer (P2P). The classic C/S modeIInS'ghts but each study analyzes some metrics while iggorin

. . . . 8 ers. Moreover, each study is intended to address some
a centralized approach in which streaming servers provi

. . . . . rticular problem. Therefore, a review of measurements is
the video stream to clients through unicast links. Since ﬁ?‘ P

the broadcast load is centered on servers, an increase ini}%%essary to get a generalized view of the user behavior in
' iIdéo streaming systems.

gﬁ??ﬁé.fggzrs.:ﬁgLg;ezg?égcrri‘;i?nm ttr?': gumrg Z::ﬁf ufqesrger‘?his paper presents a survey and synthesis of measurements
: Wi pactties, Ing his app Barried out over live and VoD streaming systems. The cakbct

able. An improved form of C/S model is Content DeIiver¥n S T .
: measurements of user behavior in live streaming context
Networks (CDNSs). In these networks the centralized load is g

L : . consists of telco-managed IPTV, C/S and P2P systems, while
distributed through multiple networks deployed at strmiegfor VoD streaming thege measurements come f):om c/S and
geographic locations over the Internet. Users’ requests

redirected towards the nearest servers, thus reducin sdelgzp systems. The main contribution of this paper is the
o YL traction of commonly studied user behavior metrics aei th
Nonetheless, these systems have a high deployment cost an

A : . Al ionships with the environment and network perfornganc
they also face scalability issues with growing number ofsise

. . rameters. We represent all the elements involved in these
From a network perspective, IP multicast already attemptgg P

. . ; ationships through causal graphs for both live and VoD
to solve the bandwidth issue by enabling network rome&?reaming applications. These graphs present a global view

I. Ullah, G. Doyen and D. Gaiti are with ERA/JUMR 6279 ICD, yas  ©f th_e user b(_ahavior by bringing together the observatio_ns
University of Technology, 12 rue Marie Curie, 10010 Troyesd€x, France, provided by different measurements. Furthermore, we point

e-mail: (ihsan.ullah, doyen, gaiti@utt.fr) - out those aspects of user behavior that require furthestive
G. Bonnet is with MAD/UMR 6072 GREYC, University of Caen Lowe .
Normandy (GREYC) Boulevard du Marchal Juin BP 5186 - 14032rCa 9ations.

Cedex, France, email: gregory.bonnet@unicaen.fr The remainder of this paper is organized as follows. Sec-
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tion Il summarizes some of the surveys over P2P streami(t@ON) and P2P networks. All of these architectures have
protocols. In section Ill, we discuss video streaming aexhi been practically deployed and they have attracted a large
tures in general and P2P video streaming systems in paticuhumber of users to date. Based on their required infrasirect
Section IV gives an overview of user behavior measuremerfits video content dissemination, Liet al. [7] classify these
in video streaming systems through their classificatiormshoarchitectures as shown in Figure 1. We present a brief
ing measured system, measurement methodology and studieerview of them.
metrics. In section V, we carry out a synthesis and an arglysi
of measurements over live video streaming systems. First we
discuss the consensual and contradicting observatioren,Th
we extract user behavior metrics, their external impacting with Without
K X router support router support

factors and their own impact on the network performance
parameters. The impact of one element on another is depicted
in the form of an abstract causal graph, giving a generic view Without With

. . 1P end-systems support end-systems support
of user behavior. Section VI repeats the same process over
VoD systems. Finally, section VII draws conclusions andegiv
elements for future directions. Centralized €/S-based CDN-based P2P

Fig. 1: Video streaming architectures

Video streaming

Il. RELATED WORK

Several measurements have been carried out to understand
the user behavior in video streaming systems. To the best
of our knowledge, no survey exists that analyzes these méa- Streaming with router support
surements for getting a generalized view of user behavior.Video streaming is a group communication mechanism in
However, a number of surveys analyzes and compares Riflch one stream is sent to several receivers. However, the
streaming protocols. Here, we mention them. initial unicast-based Internet design only permits to sand
Birrer et al. [2] evaluate tree-based systems through simgentent from one sender to one receiver. Broadly, a group
lations and experimentations. They compare and contrast fommunication mechanism can be enabled on:
performance and cost of some representative protocolst Li , The network layer through router support
al. [3] perform a survey of the P2P research and develop-, The application layer with servers deployment and band-
ment. They analyze the overlay structures, content dgliver  jidth provisioning.
methods and scheduling strategies within P2P systemtVen 1, -hoose between the two mechanisms, the end-to-end
et al. [4] survey the deployed P2P streaming systems. They, ment [9], [1] can be used. It states thatftinctionality
analyze paper results of some chosen systems and evalugig|q e 1) pushed to higher layers if possible; unless
their quality. [5] present a survey of existing P2P streaminyy jmplementing it at the lower layer can achieve large

approaches. They perform experiments on SopCast Systgformance benefits that outweigh the cost of additional
and give guidelines for the large-scale deployment of P25 jexity at the lower layér Deering in his seminal work

streaming systems. [10] argued in favor of the second argument and proposed

Yang et al. [6] present a survey of media distributiony,q implementation of multicast at the IP layer, which has
systems. They classify them on the basis of overlay topology t, the P multicast model. IP multicast enables routers

design and_error control methods. They also illustrate SOME nake and forward copies of the multicast data only on
representative protocols. Lat al. present a survey of both P2Py, 1o |inks which contain interested receivers. IP mutids

live and on-demand streaming systems. They classify thege onen service model reflecting the basic design principles
systems according to their topology formation strateg®s fq¢ yhe nternet. Any user or host can create multicast groups

data delivery and illustrate main features of some reptesensanq data to a group and receive data from a group [11].
tive protocols. A taxonomy of P2P broadcast is given in [7]. The geployment of IP multicast over Internet remains lim-

They also highlight the challenges and open problems tavaighy que to a number of reasons ranging from technical to
the large-scale deployment of P2P video streaming SySterﬂélitical and economical:

Sentinelliet al. Hosseiniet al. [8] survey Application Layer
Multicast (ALM) protocols and present their classification
They also discuss their limits and open issues.

Our work is different from all of the above-mentioned works
since it is not focused on the system but rather on the user
behavior, which impacts deeply the system itself.

o IP is a stateless protocol, while IP multicast requires

routers to maintain per group state, which produces high

complexity and scaling constraints;

IP is a best effort service and has worked well with the

traditional separation of routing and transport for unicas

communication. However, the higher level features such

as congestion control, flow control and security becomes
Ill. VIDEO STREAMING ARCHITECTURES difficult to be provided in IP multicast as compared to

Video streaming architectures range from classical unicast;
client/server (C/S) to specialized telco-managed Interne « IP multicast requires changes at the infrastructural level
Protocol Television (IPTV), Content Delivery Networks Therefore, Internet Service Providers (ISPs) are reltctan
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towards the deployment of IP multicast because of the Group management and stream distribution strategies are
lack of incentives for installing multicast-capable raste the two important features of P2P streaming systems. Thus,

and carrying multicast traffic.

P2P streaming systems can be classified on the basis of these

Besides the hurdles in the way of the deployment of IO criteria.
multicast on the Internet scale, telecom operators haveecom Based on their group management, there are two types of
up with specialized networks within limited domains. Thesgystems, namely isolated-channel and cross-channehsyste

networks use IP multicast technology for pushing the video.
streams towards users. This type of service is called telco-
managed Internet Protocol Television (IPTV). In a telco-
managed IPTV system, all the TV channels are streamed
through IP multicast towards the DSLAMsUsually pro-
vided services are television, IP phone and Internet access
A DSLAM deals with user requests for different TV channels
and delivers only the requested channels. The last mileceapa
ity is shared by television, telephone and best effort heer
services, which are controlled by the ISP [12]. Limitations «
of telco-managed IPTV service are the cost of dedicated
infrastructure and its restriction to certain domains.

B. Streaming without router support

Mechanisms of group communication without changing the
network layer have further two types: without end-systems
support and with end-systems support.

1) Without end-systems supporStreaming mechanism
without end-systems support focuses on the server sideewher
the end-hosts function as clients, only receiving the aunte

Isolated-channel systems: Isolated-channel systems
build a separate overlay for each channel [15], [16],
[17], [18], [19]. Within these systems, the switching of
a user from one channel to another is realized as a
departure because the switched peer does not continue
forwarding content to its previous downstream peers. It
makes the overlay highly dynamic, which impacts the
streaming quality. Moreover, in less popular channels the
performance degrades due to the small number of users.
Cross-channel systems:Cross-channel systems [20],
[21], [22], [23], [24], [25], also called View-Upload
Decoupling (VuD) [26], allow peers watching different
channels to exist in the same overlay. Peers in cross-
channel systems also forward the streams they do not
actually watch. These systems reduce the impact of peers’
dynamics and low population in less popular channels.
However, management of such a system become more
complex since the size of the overlay grows rapidly and
more buffers are required for the channels a peer is
forwarding. Currently, most of the deployed systems are
isolated-channel.

This approach includes C/S and Content Delivery NetworksOn the basis of their content distribution strategies, P2P
(CDNSs). C/S model is the classic centralized approach, &hetreaming systems can be further classified into push-based
one or multiple servers serve clients requests directhe fou [1], [27], [28], pull-based [15], [16], [17] and hybrid [18]

the limited processing and upload capacities of a streamifi®], [29] approaches.

server, it cannot scale to the growing number of users as it,
is normally the case over the Internet. In CDN models [13],
multiple servers are installed at strategic geographiatlons,

where the content is pushed from the source to these servers.

Users’ requests are redirected to nearest CDN serversghrou
anycasting [14] or Domain Name System (DRSjom where
they download the content. This approach reduces the load on
the core network and users experience lower delays. Akamai
uses the CDN architecture for data delivery. Nevertheless,
CDNs face the same problem as C/S model. Here again an
increase in the number of users requires the deployment of
more servers. Also, more bandwidth provisioning is redlire
at all servers. Both of these constraints lead to high cat th
make CDNSs very expensive.

2) With end-systems supportVideo streaming systems
with end-systems support enable end-hosts to relay thecbnt
to each other. This approach is called P2P where end-hests ar
termed as peers. P2P solution is considered as cost-effecti
scalable and easily deployable because it does not require
any major change in the current network infrastructure and
the content distribution load is shared by end-hosts. Ib als
provides an opportunity to end-users for broadcastingr thei
own content.

1Digital Subscriber Line Access Multiplexers
2http://technet.microsoft.com/en-us/network/bb62944Px
Shttp://www.akamai.com

Push-based approach:Push-based protocols organize
nodes into tree structures, also referred as tree-based sys
tems. Nodes have well-defined parent/child relationships
with each other. Each node in a tree pushes a copy of the
content it receives, to each of its child nodes. Pure push-
based systems are of two types: single tree and multi-tree.
Single tree approach is the simplest form of push-based
protocols since it builds a single tree for each group of
users [1], [30], [31], [32]. The root node first sends the
stream to its children and the process continues up to
the leaf nodes. Therefore content is always disseminated
over the same structure. These systems do not require so-
phisticated video coding mechanisms, because the whole
stream is received from one parent. Moreover, due to
their push-based strategy, single tree systems are efficien
in terms of the timely delivery of the video content.
Nonetheless they face the following challenges:

— Their structure must be optimized for performance
because content is disseminated over the same struc-
ture. A low capacity peer, if placed higher in the tree,
will impact the Quality-of-Experience (QoE) for the
downstream users;

— Loops must be avoided during the tree construction;

— The independent arrival and departure of peers
greatly impacts the performance of single tree sys-
tems: an abrupt departure or failure of a node disrupts
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the stream availability to all its offspring peers;

— A large number of leaf nodes cannot share their
upload bandwidth, because they have no child peers
[33].

In response to the above-mentioned limitations of single
tree approaches, multi-tree approaches have been pro-
posed [27], [28], [34], [35]. These systems form several
trees to disseminate a video stream. The source node
splits the video stream into sub-streams and diffuses
each of them onto a separate tree. A video coding
mechanism such as Multiple Description Coding (MDC)
[36] is required to encode the stream at the source node
and decode it on the receiving one. MDC allows to
encode a video stream into several sub-streams called
descriptions. Each description is independently decod-
able, thus the receiver can reproduce the stream when
any of the description is received. The stream quality
is proportional to the number of descriptions received.
For instance, CoopNet [28] uses this technique to encode
the stream for sending over different trees and decode
it on receiving. In multi-tree systems, one node can
join all the trees to receive a full quality video or less
number of trees according to its capacity. In this way,
a leaf node in one tree becomes the forwarding node in
another tree. As a result, problems of under-utilization
of upload bandwidth and disruption of the whole stream
to the offspring nodes of a peer are addressed: a node
which is not a leaf node in at least one tree can share
its upload bandwidth. Also, a low capacity node can
contribute up to its potential. Similarly, the failure or
abrupt departure of a node only disrupts the availability
of the substream it was forwarding to its descendants.
Although the impact of peers’ dynamics is reduced in
multi-tree systems as compared to single tree ones, the
disruption of a substream still impacts the streaming
quality. Moreover, both the building/maintaining mulgpl
trees and the requirement of coding schemes incur an
overhead [37].

Pull-based approach: Pull-based protocols [15], [16],
[17] emerged to address the problem of peers’ dynam-
ics in push-based protocols. These protocols incorporate
data-driven strategies which do not require an explicit
structure for content distribution. Rather, it is the avail
ability of content that decides its flow. Unlike push-
based protocols, pull-based systems allow a node to
receive the content from multiple neighbors. Therefore,

a set of partners. Each node periodically exchanges its
data availability information with its partners. Based on
the data availability information, each node decides to
download the content from one or more partners through
an explicit request. Consequently, pull-based approaches
adopt a switching content delivery in which a node can
download/upload from/to multiple other nodes on the
same time.

Like P2P file sharing systems, traditional pull-based sys-
tems divide the media stream into blocks or segments.
Peers keep information of available segments in buffer
maps and share this information with their neighbors.
This allows peers to share segments according to their
available upload bandwidth. A segment can only be
downloaded from one peer. Scheduling segments for
download is similar to the coupon collector problem [39].
In this problem, all distinct coupons must be collected.
This process is fast at start but slows down towards the
end. In a streaming context, there is also a playback
deadline before which a segment must arrive in the buffer.
Therefore, missing segments can either increase delays in
the form of pauses or can force skips. Network coding
[40], [41] can overcome this problem since it divides a
segment into blocks and at the receiver peers, a segment
is recovered from a subset of received blocks [42].
Moreover, better availability can be ensured since a peer
can download blocks of the same segment from multiple
peers [43]. Nevertheless, the computational complexity
of network coding appears as a major drawback for its
application in concrete operational systems [44].
Pull-based protocols provide more resilience against
peers’ dynamics because one peer receives the content
from multiple other peers at the same time. Moreover,
each peer gets more chance to utilize its upload band-
width through forwarding the content to other peers.
However, the advertisement of data availability informa-
tion, explicit request from the receivers for data and pack-
ets delivery involves three rounds of communication for a
group of packets to be delivered. It clearly incurs delays
and increases the communication overhead. Moreover,
before advertising the availability of packets, a peer svait
until a number of packets are buffered, which causes
further delays [29].

Hybrid approach: In response to the above-mentioned
limits, hybrid push/pull [18], [19], [29], [47], [48], [49]
protocols attempt to combine the resilience of pull-based
and efficiency of push-based protocols. In these systems,

these systems are also called mesh-based systems. The each peer operates in both pull and push mode. Typically,

task of spreading the data availability information among
peers can be achieved through a gossip algorithm [38].
Typically a gossip algorithm enables to send a newly

generated message to a set of randomly selected nodes.
These nodes do the same and send the message to other

in push mode the receiver subscribes to a particular peer
for receiving the stream. On the other hand, pull mode
is used in the start after joining and for receiving the
missed packets during push operation. The push mode in

nodes. This process is repeated until the message reach&stp://www.ppstream.com/

all nodes. Using gossip algorithms directly for a video
stream delivery will cause redundancy, which is not

Shitp://www. pplive.com/
http://www.sopcast.com/
http://www.uusee.com/

suitable to video streaming due to bandwidth constraintssngp:/jtvants.allp2ptv.org/
Therefore, each node in a pull-based system maintains$http://zattoo.com/
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[ Group management [ Stream distribution strategy | Systems |

Push-based or Tree-based Narada [1], Nice [31], ZIGZAG [45], Scribe [30], PeerCast2]3
Isolated-channel SplitStream [27], CoopNet [28], PALS [35], ChunkySpread][3
Pull-based DONet [15], Prime [16], Chainsaw [17], PULSE [46]
Hybrid mTreebone [18], MultiPeerCast [19], GridMedia [29]
Cross-channel Hybrid VUD [26], [22], [20]
Pull-based 23
Push-based or Tree-based 25
Unknown (proprietary)| Unknown (proprietary) PPStrearh, PPLive®, SopCast, UUSeé€, TVAnts®, ZATTOO?

TABLE |: Examples of P2P streaming systems classified adogrid their group management and stream distributionesisat

these systems attempts to ensure the timely delivery of tinereal time and does not require any V&Roperation such
content while the pull mode provides resilience againas forward, rewind and pause [54]. In this context, endrid-e
peers’ dynamics. The challenge here is the choice of thelay is more important in live streaming than VoD because
node from whom to receive the packets through pusorter the end-to-end delay is, the more lively the stremam i
mode. A stable node contributing more upload bandwidfierceived by the users. Similarly, when a user joins a live
will be a good choice for an improved performance. event, he/she is more interested to continue from the curren
To sum up the discussion on P2P streaming systems, R@sition, which is not the case in VoD streaming where the
present an overview of some of the proposed systems Video must be delivered from the start [55].
Table I. Here, one can notice that most of the systems areVoD service poses particular challenges due to its user
isolated-channel. A common issue in isolated-channeésyst driven nature. For instance due to time varying requests of
is the low number of users in less popular channels. Ped&gers, the stream should be transmitted to each user selparat
within these systems, face difficulty in finding partners fowhich requires a lot of upload bandwidth resources. Peciodi
content delivery and therefore face longer delays. A numbfoadcasting forces users to wait for some time period after
of industrial systems have also been deployed which dfeir request and the video is broadcasted to all of themn afte
proprietary and hence their operational features are cetelgl Specified period of time [56], [57]. This mechanism can reduc
or partially unknown. Cross-channel approach is rel@tivethe load on servers but it makes the users wait before they are
new, and that is why we have a few representative systefye to watch a video.
in this category. All of these types have emerged because oPigital Video Recorder (DVR) enables users to record spe-
the performance problems in P2P video streaming systeri§ic programs and watch them during their preferred timings
Whatever the architecture of a P2P system is, its dependefgyto share them with other users [58]. DVR-like services
on the end-hosts relates the performance with the user B&8n impact the behavior of live streaming users since they
havior. Therefore, user behavior in these systems reqaire§yansform live service into a VoD like service. However, up

particular attention. to now, this kind of service is not provided through P2P
streaming thus, we separate a user behavior in live strgamin
IV. USER BEHAVIOR AND ITS MEASUREMENT from VoD.

In this section, we present an overview of the user behaviorTO understand the user behavior in video streaming sys-

measurements in video streaming systems. From the user gpls, massive mea§urement campaigns spanning world wide
systems and long time periods have been performed. These

spective, there are two types of video streaming, namegy liv . ) )

: . : asurements include both live streaming and VoD systems.
streaming an(_j Vldeo-or_w-Demand (.VOD)' C_hallenges Imposaﬁreover systems with all kinds of architegtures such IaZ;-{e
by these services are different particularly in P2P archite. d’IPTV C/S. CDN-based and P2P h b wudied
The user behavior also varies accordingly. First, we higtili manage ' ' -based an ave been studied.

the differences between these two services in P2P approg(%n.rpor} I|rtn|tat|onsh c_>f ea?h sttgdyl consist tl)nhthgw systte.m
and then we discuss the user behavior measurements. ~ SPccllic Teatures, choice ot particufar user behavior [metri

P2P live video streaming is a source-driven service, Whe?Qd purpose of the study and measurement methodology.

the source controls the content feeding rate. Hence, th;erelq this context one measurement study is not enough to

always a limit on a peer’s downloading rate [50]. The playba unﬂer;tandl tfseduser behawori Therefcl)lrtla(,. v(\j/e c;allec;itaii tuse
is intended to be synchronized on different peers. On therot| ehavior refaled measurements over all kinds ot archiestu

rand, P2P VD i a ecenerdnien senice i whih @ usff % COSSATAVS We separate measuenents o e
can view any video, at any time, in any interactive mod&. 9sy y

Peers themselves control their rates and no synchrorti1zat?|dﬁeremnature of the_two SEIVICES. we pres_ent an overoiew
from the source is required [51], [52], [33]. Secondly me{;neasurements over live streaming systems in Table Il and ove
use a very limited size memor;/ for’buffering in P2,P live oD systems in Table Ill. These tables show the measurement

streaming while in P2P VoD systems a large memory Cacheeference, th_e type .Of the studied system, the name of the
tem, the time period of a measurement, study methodology

as well as hard disk cache is used for storing the conteft . ; :
[53]. Hence, a peer in a VoD system can share all of tﬁ%‘d studied metrics of the user behavior.
stored content without any limitation [50]. Finally, in aédi 10\ideo Cassette Recorder

streaming system, user is interested in receiving the abnte thttp:/iwww.cctv.com/
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; Metrics
Reference Type System Period Method ODTSDT CPT AD T DU
[59] Feb. to Nov. 2008 v v v
60 Apr. to Dec. 2006 Crawler v v
61 PPLive Nov. 2006 (about 28 hours) v v
62], [63] 2006-07 Passive/ v v v v

Crawler

[64] pop Jun. 2006 Passive v v
65 PPStream Unknown Crawler v v v
66 Zattoo Mar. 2008 (2 weaks) v v
67 Mar. 2005 (4 days) v v v
68 Cool- (1 day) v v
69 Streaming Oct. 2006 (1 day) v v v
70], [71] Sep. 2006 (1 day) v v v v
72 Unknown 2006 (11 hours) v v
73 GridMedia Jan. 2006 (4.5 hours) Logs v
74 UUSee May to Jun. 2008 (5 days) v v v
75 CcCTVHL Feb. 2005/Jan. 2006 (2 pop. evenis) v
75 Oct. to Jan2004 — 05 v
76 CIs Akamai Oct. to Jan. 2003-04 v v Vv
[52] Unknown 2002 (90 days) v v v
[77] Telco- Apr. 2008 (6 days) v v v v
78 IPTV Managed Jun. 2008 (1 month) v
79 May to Oct. 2007 v v v

OD: Online Duration; SD: Session Duration; CP: Channel Rajty; A/D: Arrivals/Departures; D/U: Download/Uploadaffic

TABLE II: Overview of measurement studies of live streamsygtems

We can notice from these tables that most of measurements

were performed over traces collected sira@®5 onward. It

was the time when P2P video streaming was launched on
the Internet and hence the target of most of the studies is
P2P architecture. Measurement methodologies are mosgtly lo
based. Log-based studies can be performed only if an access i
given to the logs collected by the service provider. Thersfo

for studying proprietary P2P systems, indirect measurésnen
based on active crawlers and passive monitoring are usece
A crawler initially requests a peer membership management

server for a list of online peers. Then iteratively sendsjmest
to each peer present in the list for its partners. After r@ngi

the partners of a peer, it adds those peers to the list tha wer

not previously present. This process is periodically panfed

The latter is called instantaneous popularity and in the
following, we use this term to designate it.

Session duration: In a live streaming system, session
duration is defined as a user’'s sojourn time on a single
channel which is the time between subscribing to a
channel and quitting, stopping or switching to another
one. In a VoD system, session duration is the time elapsed
on watching a single video.

Online duration: Online duration in both live streaming
and VoD systems is the time period from user’s logging
into the system and logging out or closing the application.
User arrival/departure: If session and online durations
are related to the static aspect of a system, user arrival
and departure operations, also called churn, deal with the

throughout the measurement process from which the presence dynamic one. From the literature, we can distinguish two

of peers in the system is determined. In passive monitoring,

types of arrival/departure. The first type is system-relate

P2P nodes are launched on some machines and traffic on those considering arrival into the system and departure from it.

machines is monitored. From the traffic exchange with the
partners, characteristics of the system and user behargor a

analyzed.

The commonly measured metrics of user behavior are

channel/video popularity, session duration, online donat

user arrival/departure and downloaded/uploaded traffie. W e

define them one by one.

« Channellvideo popularity: Popularity of a channel or

video can be measured from the number of users’ requests
or from users’ viewing durations of a particular chan-
nel/video during some time period. Measuring popularity
with any of these two methods produces similar results

The second type is channel-related, considering arrival
into a channel and departure from that channel, which
can also be a departure from the system or a switch to
another channel. We refer the former as a system churn
and the latter as a channel churn.

Download/upload traffic: The ratio of download and
upload traffic represents the contribution of a peer to the
community. Under the fairness principle each peer should
have an upload rate equal to its download rate. Anyhow,
in a real environment some peers contribute more than
what they receive while some others contribute less or
do not contribute at all.

[78]. Some studies also measure the popularity froRemark: Session duration and online duration are equal in
the number of simultaneously online users [74], [62]gp|ated-channel P2P systems. Similarly, channel chuch an
system churn are equal in these systems.

L2http:/fits.vanderbilt.edu/
Bhttp://www.Ine.es/
Lhttp://www.youtube.com/

It is obvious from Table Il that online duration is mostly
ignored in current studies. The main reason behind this is
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) Metrics
Reference Type | System Period Method oD SOT VPT A/D T DU
[50] PPS. VoD PFSVoD Oct. 26, 2007 (90 minutes) Crawler V4
80 P2P PPLive Dec. 2007 v v |V v
81 GridCast 2006 @ months) v
82 LNE TV Jan. to Jun. 2007 v |V
83] MSN videos 2006 (9 months) vVIiv]Vv v
[84] Sports events Jun. to Jul. 2006 v |V
85 Bulgarian Cable Op. (6 months) Logs vV v
86 c/s CCTV 100 days v
87 POWERINFO May to Dec. 2004 ViV ]V
[88] Vanderbilt university? 2006 (8 months) v vV [V
[89] LNE TV (4 years) VvV
[90] Unknown Aug. 1997 to Mar. 1998 v Vv
[91] YouTubé? & Daum 2006-07 v
92 Jan. to Apr. 2007 (85 days) | Crawler v
93 YouTube 2007-08 (6 months) Ve v B

OD: Online Duration; SD: Session Duration; VP: Video PopityaA/D: Arrivals/Departures; D/U: Download/Upload tfaf

TABLE IlI: Overview of measurement studies of VoD systems

Studied system

Popularity distribution

the isolated-channel architecture of currently deploy@® P

79], Telco-Managed

Zipf-like

systems. Moreover, download/upload traffic is analyzed i

78], Telco-Managed

Zipf-like with oo = 0.5

most of the P2P systems but since in C/S and telco-manade

7], Telco-Managed

Head Zipf-like, tail exponential

Zipf for popular streams withh = 1.01 &
Zipf-like for less popular channels witla
much larger tharnl

IPTV systems clients do not share their upload bandwidh, it [/6l: €/S
measurement does not make sense.
As shown in Table Il most of the user behavior measure- . o
ments in VoD systems are performed over C/S systems Whﬂ'éB:BLE_ IV: Frequency distribution of user requests in live
to our knowledge, a few user-oriented measurement studi&€aming systems
over P2P systems are also performed. Similar to live stnegmi
measurements, online duration in VoD systems is also ighor -
in most of the studies. Moreover, download/upload measul 10°
ments are only possible in P2P systems therefore, it is r
analyzed in C/S systems. However, [83] measure demands .
upload resources of users.

1. (Zipf, a=.5)

—<— 2. (Zipf,0=1.01)
3. (Zipf+ Exponential)

V. SYNTHESIS OFMEASUREMENTS OVERLIVE
STREAMING SYSTEMS

To get a generalized view of the user behavior in live vide
streaming systems, we perform a synthesis of user behan
measurements shown in Table II. We extract from these stud
the user behavior metrics, their relationships and impgcti 1071 -
factors. We discuss the user behavior metrics analyzed 10 Rank (rom Higher to lower) 10
measurements and propose a generic causal graph repngsenti
the relationships among elements of user behavior, facteig. 2: Frequency distribution of user requests in liveatnang
that impact them and their own impact on other networftog-log scale): (1=[78], 2=[76], 3=[77])
parameters.

Frequency distribution of users’ requests

2

A. Comparative analysis of metrics For a better comparison of the observed models, we plot
Measurement studies analyze popularity, session duratiohserved distribution functions of user requests fregigsnc
online duration, and arrival/departure patterns of uses. against popularity ranks of the channels in Figure 2. Here,
discuss them one by one. we can notice that all the three curves are similar. Since

1) Popularity: Most of the popularity-related measurementsiost of the requests come for the top ranked channels, that
analyze user requests frequencies and agree on a Zipf-iilte modeled well by Zipf distribution, therefore Zipf is a
distribution [63], [76], [78], [79], [12]. They observe mmr consensual choice among the measurements.
requests for popular channels and less for unpopular ckanne To get a comparison of observed popularity dynamics in dif-
A list of the observed distributions is shown in Table IV. Eer ferent measurements, we approximate the relative popaulati
Qiu et al. [77] model the head with Zipf distribution and theat specific points during a week and a day period. Figure 3
tail with exponential distribution. The reason is that tleath of depicts the relative online number of users during a week
the user requests frequencies distribution matches beitier period while Figure 4 shows the same during a day period.
the Zipf model than the tail. We can natice that all studies agree on the diurnal patterns o
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latter use passive monitoring for the analysis of sessiéss.

100 T <
) . . . . .
o 4 i H 1 ’g 1 a conclusion, lognormal distribution can be used for magli
soF 1 i I i B i the session durations of users on a channel.
g 1 ! Iy 1 1t '
g o ' A b 1 i ,E i ] . - —
3 oeof | 4 ,',‘il', P i Y o - Studied system Session durations distribution
g 1 -
Sal ke & AU O R :17-'1‘. ?'«’ [61], PPLive Pareto
£ vt R A :\:g‘, VT RV [60], PPLive Geometric witha = 0.6378, b = —0.05944
AT AL B A Pyl ey | e L) ] [75], C/S (News) Log-normal withy, = 4.421, o = 1.672
g aop Y] g Y R Y | A L ¢ ) 8 [75], CIS Log-normal withy = 4.037, o = 1.464
S 4 b 5 .}_; i [75], CIS Log-normal withy = 4.161, o = 1.438
o ¥ H ] b " ‘ﬁ wl-+ -L [52], CIS Log-normal withy = 5.19, o =144
4 4 % 4 5 4 4| «-3 [76], CIS (alv) Log-normal (head), Pareto (tail)
Son Toe Wed T = o Sun [79], Telco-managed| Pareto (after initia4 seconds)
[77], Telco-managed| Mixture-exponential
[64], PPLive Weibull with A = 12.3,k = 0.2
; . ; ; ; . (1— _ [64], PPStream Weibull with A = 322.1,k =04
Fl_g. 3: Popularity dynamics during a week: (1=[79], 2=[63], [64] SopCast Weibull with A — 993.8. k — 0.4
3=[52]) [64], TVAnts Weibull with A\ = 1572.8, k = 0.6
[59], PPLive Exponential
[67], CoolStreaming | Exponential (for general events)

TABLE V: Session durations distributions in live streaming
systems

Relative online number of users (in %)

. . .
10 15 20 25
Time (one day from 00 to 24 hours)

CDF of session durations

Fig. 4: Popularity dynamics during a day: (1=[74], 2=[60
3=[63], 4=[52])

. .
10° 10 10
Session durations in minutes

instantaneous popularity. These patterns clearly indithe . , . .
working schedule of majority of users, who have free timdg9: 5: CDFS of users’ session durations:(1= [64], 2=[60],
during noon and early night. 3=[75], 4= [52])

2) Session duration'Sessions’ lengths and their distribu-
tions are widely studied in almost all measurements. While 3) Online duration: Qiu et al. [78] analyze and model
some studies analyze sessions’ length [63], [71], [73]],[74online durations of a telco-managed IPTV users. They ob-
several other measurements [59], [60], [61], [64], [67B][7 serve a heavy-tailed distribution for online durations séns.
[76], [52], [77], [79] also model their distributions. OneFurthermore, they find mixture exponential model as a best
common observation that we find in these measurements is finéor online durations. According to their analysis ab&dt
existence of a large proportion of short sessions. Anyhoeirt of online durations are more than a day. It means that there
percentage varies among different studies. Modeled ldistri are some users who leave their Set-Top-Boxes (STBs) on
tions of session durations also differ by type and/or patarse even when they are not watching the TV. This behavior if
We show these distributions in Table V. For a better compafiresent in P2P systems can be helpful for the formation of a
son we visualize Cumulative Distribution Functions (CDF) ostable topology and improving the service quality. Esgdcia
some completely specified distributions in Figure 5. We show cross-channel P2P systems such peers would be very useful
one example for a group of same distributions observed &or relaying content to other peers. Therefore, an analysis
one study. Here, we can notice that the results with similanline durations in P2P IPTV systems is important. A user’s
measurement methodologies and system architecture pgrodnterest in a particular channel can be better studied if mak
similar results, such as the curves generated with parasnetas total online duration and the time passed on watching a
found by Tanget al. [75] and Veloscet al. [52]. Both of these particular channel.
studies perform log-based analysis. On the other handktVu 4) Arrival/departure: Arrivals of users to a channel or
al. [60] use a crawler. The head of the curve from their moddkpartures from a channel are mostly studied in the context
is similar to the log-based curves but the tail even does maft variations with respect to the content type and time [65],
converge. The major difference comes from the curve plottga], [79], [76]. Concerning the distributions of arrivalSha
with the parameters specified by Silverstateal. [64]. The et al.[79], observe that they are exponentially distributed over
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short timescales (less thanmillisecond) while Veloscet al. vice versa. In case of an equal arrival and departure rdtes, t

[52] find a piece-wise-stationary Poisson process. Altfougopularity will remain the same. Guat al. [97] use the same

the arrival process is not extensively studied, mostly $wis concept for a torrent popularity. They define the populavity

distribution is used for its modeling. a torrent at a time in BitTorrent system as the peer arrival ra
at that time.

3) Delay: Playback delay is impacted by instantaneous

popularity and arrival/departure rates. It is increaseth wi

User behavior metrics cannot be studied in isolation, Singg jncrease in instantaneous popularity [65]. Similarighh
they have impacting relationships with the external emAro 4rrjyq| and departure rates increase delay. In case of régh d

ment and network performance parameters. Therefore, Mgt re rates, peers lose their upstream nodes more friégguen
surements also analyze these relationships. In this $eo#® 5¢ |eads to playback delays. Moreover, during high afriva
present an analysis of these relationships and discuss t'}%@és, a peer may join those upstream peers which recently

one by one. As a framework, we depict a causal graph of glineq the system and have not enough content in the buffer
of them in Figure 6. The variables shown in this graph cag, relaying to the new comers.

be classified into user behavior metrics, their environm@ent

) : 4) Session duration'Session duration is impacted by the
impacting factors and network performance parametersrtApzé\Ia sed time in a session. streaming auality. bopulasibe t
from user behavior metrics, which have been explained gboy P ' g9 Y, populane

: . : : abowe channel, time-of-day, day-of-week and arrival rate.dgts
their environmental impacting factors are those variabl

. : 5], [96], [79] report a positive correlation between the
which are not components of user behavior but come fro . A . :
elapsed time and remaining time of a session.dtial. [74],

Epr?eeni\r/]?un drgerétaar_lgf:a\algkarli;Tepﬁit dc;n L;snedr Eﬁgi\:;;gﬁ:gﬁﬁ] find a strong correlation between the initial streaming
y » day ' y uality and session duration of a peer. It states that a user

type. Network performance parameters are part of the nktw.?eceiving a good buffer level at the beginning of watching

and they have impacting relationships with user behaV|orChannel is willing to stay longer. Popularity of a channel

metrics. These parameters determine the performance of f&ha . 7 .
. L also impacts the session duration. Users stay longer while
system and hence are useful for carrying out decisions. Th

&Y hi
. . h : . watching popular programs as compared to unpopular ones
Lr;(t:éude delay, partners discovery, streaming quality a@iidre [74], [63], [94]. Similarly, the time spent on each channel

' changes with the type of the content. Cha et al. [79] observe

A directed edge in this graph shows the impact of an elg; . : .
: ; . Shorter session durations for news and music channels than
ment on another. Each edge is also labeled with the litexat

u . . .
source that initially established this relationship. Wecdiss documentaries and kids channels. Finally, etal. [74] reveal

. d tq t session duration has a strong correlation with timdayf
the impacted metrics/peformance parameters one by one Bt no correlation with day-of-week. Nonetheless, Veleso

thel|r ';\”p_acf'r}g eler?ents..u vals/d ¢ . al. [52] present a contrasting finding that time-of-day does
) Arrivals epartures. LISers arrivalsidepartures are imx, impact the session duration, while day-of-week has an
pacted by the time-of-day and channel type.

The ioini leavi ¢ i . impact on it. This contradiction may appear due to the daffer
€ Joining or leaving processes ot USers are ime varyigyy o of the two provided services. The former measurement

St'[uttjr]iesb[GSJ, [.63]' [1‘79], [76] agree %n hg uighear arri;/al rat‘gmalyzes a system that broadcasts regular TV channels while
at the beginning of a program and higher departure i latter was a special broadcast for a reality show. Magov
at the end of the program. Users are more stable in t

: ) . latter also included an audio broadcast. We include atspa
middle of a program but they switch channels during brea%:i; both time-of-day and day-of-week in our graph. éii al.

(advertlseirﬁentt:) thj\tmczeasestthebchannel;:hhurn.A{Jatmsf 1%68}11 observe a strong correlation between arrival rate and
are smootner than departure rates because the NUMbErst Uskf, e, of short sessions. It is obvious from this finding that

nhormdally Increases gilradually at Lhe shtart of a pérogr:am,exévh e performance of P2P streaming systems degrade under flash
the departures usually occur in batches towards the end of gy, 4 leading into an increase in early departures of users.

program [79]. However, the phenomenon of batch departures5 Other el S her el lated b
is not only dependent on time but it is also impacted by the ) Other elementsSome other elements, related to user be-

type of a channel. Hegt al. [63] observe batch departures i avior, are less analyzed than the above-mentioned elesment
a movie channel but they do not find this behavior in anothEP"OWIng is a brief description of them.
(unspecified) popular type of channel. Similarly, Agarneal « Surfing probability: Chaet al. [79] observe that channel

al. [72] find that the number of users in the system increases popularity and type of content impact surfing probability.
suddenly when a specific content becomes popular such as an It increases for less popular channels and specific genre

B. Metrics relationships

interesting stage of a sports event. This phenomenon isccall  like news and music. Studies [79], [77] observe diurnal
flash crowd. patterns in surfing mode that occur during breaks and

2) Channel popularity:Channel popularity is impacted by end of specific TV programs. We can deduce this as an
time-of-day and arrival/departure. Studies [79], [78]./]i7 impact of time-of-day over surfing behavior.

[74], [60] observe diurnal patterns in instantaneous paxityl « Failure rate: Users arrivals/departures impact failute.ra
that means the popularity is time-dependent and variesigluri Failure rate is the departure of a user before the player
a day. Similarly, it is obvious that higher arrival rate than  becomes ready [71]. It has been found to be strongly
the departure rate increases the instantaneous popudaudty correlated with join rate and departure rate [69], [70].
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[75], T, [96]

C=D (ED

Fig. 6: Causal graph of user behavior metrics in live stregnsystems

DoW: Day-of-week; ToD: Time-of-Day; CT: Channel type; A/Brrival/departure;S P: Surfing probability; CP: Channel popularity; SD: Sessiamation; SQ: Streaming quality;
ET: Elapsed Time; BCR: Bandwidth Contribution Ratio; PDrtRers Discovery; FR: Failure Rate

« Streaming quality: Streaming quality is impacted by  [60].
arrival/departure rates. Departures certainly impact the
streaming flow to the dependent peers, but higher arriVélI

rates also have the same impact because peers choos ) ) .
randomly their provider peers, which may have joined The analysis of live streaming measurements let us conclude
recently and have not received sufficient video chuniat user behavior in these systems is highly dynamic arki eac
to provide to other nodes. This is also affirmed by [74]€tric is impacted by other elements therefore, static fsode

that reveals that streaming quality degrades under fla&f individual metrics in isolation from other elements are
crowds in peak times. not appropriate. Although, a number of measurements observ
« Bandwidth contribution ratio: Initial streaming qualitythe same distribution for one metric, such as lognormal for

and instantaneous popularity impacts a user’s bandwidiSsion duration, but parameters of these distributionsiva
contribution ratios. A user contributes to more uploa@ach measurement. Moreover, different distributions e

bandwidth if he receives a good streaming quality inRbserved for the same system such as session duration distri
tially. Liu et al.[74] measure the initial streaming qua"tybutions in PPLive. The reason behind these observatiohatis t
of a peer in terms of its initial buffer level. lét al. [70] each user has specific preferences under given circumstance

observe a strong correlation between the average bafi@! instance, a user may stay longer while watching a sports
width contribution ratios and the instantaneous popuylaritontent while another user may behave differently. Theesfo
It is not surprising because peers in a larger communifje conjecture that the relationships of user behavior weetri

get more chance to contribute as compared to a smaiféth each other and with other elements should be taken into
one. account to model the behavior of each user.

« Partners discovery: An increase in popularity makes the Towards this end, we collected the more split information
partners finding job easier because of the availability §Pncerning these impacting relationships from measuremen
more peers in the system. Peers face difficulty in findirgjudies. In order to produce a generic view of these re-

partner peers while watching less popular channels [61§tionships and make them easily understandable, we have
epicted them in the form of an abstract causal graph. Apart

Synthesi
Synthesis
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from most of these impact relations, we remark that the 2) Session durationiLike the observations given in live
only contradiction appears between the impact of timeayf-d streaming measurements, studies over VoD systems agtee tha
and day-of-week on session durations. Thus, although theskarge proportion of session durations are very short, sstgg
impacting relationship results are less consolidatedutino ing a high probability of stopping or switching to anothede®
lots of independent measurements, they remain consistentin the initial moments of viewing [87], [90], [84]. Acharyet
al. [90] find that about5% of the total requested videos are
played for their entire durations but Gareiaal. [82] observe
VI. SYNTHESIS OFMEASUREMENTS OVERVOD SYSTEMS  {hat 90% of the requests follow a session duration of more

User behavior measurements over VoD systems analy?8n 50% of the video's total length. The former provides
popularity of videos, users viewing behavior and their a|,<_ecturejs and movies yvhlle the later provides mixed videos.
rivallrequest rates same as measurements over live strganj€ kind of the provided content can be a reason for the

systems do. We discuss the observations related to these rfiifference among the watched durations in the two systems.
rics found within different studies and present their spst

g The observed distribution of session durations withineatéht
in the following. studies are shown in Table VII and their probability density
Likewise live streaming, we extract user behavior metri

Jgnctions are depicted in Figure 8. i al. [87] do not specify
and their relationships with environment and network perfoany distribution. We retrieve the trace collected by therd an
mance parameters from measurements over VoD streamg- that the lognormal distribution fits the trace well. Garet
systems.

al’[82] and Vilaset al.[89] argue that session durations can be
better modeled with the composition of two distributionkeT
former propose the composition of exponential and normal
distribution for short videos and the composition of two
exponential distributions for the long videos. Similartiie

Like live streaming measurements, those carried over VQRter find the composition of two exponential distributioas
systems too analyze popularity, session duration, online-d the pest fit in their observations. The curves in Figure 8 show
tion and arrival/departure patterns. We discuss them one iyt the type of video has a role in the distribution of sassio
one. durations. Jordanovat al. [85] find less short sessions than

1) Popularity: The study of user access patterns versigher studies because they measure sessions of moviesvideo
popularity of videos reveals that user requests are moee8iawhere users stay longer. On the other hand, Bramptoal.
towards popular videos. Most of the studies agree on a Zip84] study sports videos, where the proportion of shortisess
like distribution for user requests towards videos sortetnf s high. Similarly, Yuet al.[87] study mix videos, and they find
higher to lower rank of popularity. We show the observed proportion of short sessions between the two other studies
distributions in Table VII. We also plot the distributionsTherefore, during session modeling the content type should
specified with their parameters in Figure 7. These distidimst 3]so be considered.
observed by [89] and [82] are Zipf and Zipf-Mandelbrot
respectively. Like patterns of live channels access frages,
although patterns of videos access exhibit similar shapegy, 0ol
also have a long tail that is not accurately modeled. On the 08l
other hand, one can notice that the distribution given by 84
not consistent with the concept of popularity: using a ndrma
law means that less popular videos get more requests, wich i
contradictory to the general principle that most populdegis
get more requests. Anyhow, Zipf is considered the best fit to 02} ¥
model the popularity. O1p -7, an

A. Comparative analysis of metrics

0.7r
0.6

CDF of session durations

10 10° 10
Session durations in minutes

Fig. 8: Cumulative distribution functions of session dioas:
(1=[87], 2=[84], 3=[85])

3) Online duration: VoD measurements mostly ignore the

il TR S,
~ -+
107 i

study of online duration, just like live streaming measueets

do. To our knowledge, only two studies analyze the online
w5 - . durations in VoD systems. Firstly, Huamg al. [80] find that
Rk rom tigher o lower) online durations of over0% of peers is more thatb minutes.

Frequency distribution of users’ requests

It shows that a large number of users stay in the system for
a reasonable time. Such peers can form a stable overlay in
P2P environment. Secondly, Chagigal. [88] find exponential
distribution as the best fit for online durations of users.

Fig. 7: Videos popularity distributions (log-log scalelt=(
[89], 2=[82]
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Study & type Popularity distribution

90], Lectures/movies Zipf-like but more biased to popular videos

89], Mixed Zipf-like with 6 = 0.667

82], Mixed Zipf-Mandelbrot discrete distribution with = 1.3 & k = 20.85
91], UGC content Power-law with truncated tails

84], Sports videos Normal with x = 33.2 ando = 17.1

TABLE VI: Distributions of videos popularity

Study & type Session duration distribution

[87], Mixed videos Log-normal withy = 2.2, 0 = 1.5

[84], Sports videos Log-normal withp, = 4.835 ando = 1.704

[85], Movies Exponential withA = 0.031

[89], Mixed Composition of two exponential distu{ = 0.2, u2 = 0.27)

[82], Mixed Composition of two exponential distu{ = 2.8418, uo = 40.0882)

TABLE VII: User sessions distributions in VoD systems

4) Arrivals/departures: Yu et al. [87] study the arrival the live streaming measurements, all VoD studies show aimil
process of users into system and observe that a modified fguatterns with two peaks, one at noon and another at the
of Poisson distribution best fits the users arrival proc€hang early night time [87], [89], [90], [53]. It clearly shows an
et al. [88] report a similar phenomenon through observingnpact of time-of-day on instantaneous popularity. Regeayd
an exponential distribution for the inter-arrival timesudfers. the week-scale, one study shows an increase in the number of
Regarding number of users arriving in certain time periodgsers on Sundays [87] while another [90] shows a decrease
each study reveals different statistics. It is understhledaon weekends and Christmas vacations. This impact of day-
because the arrival rate also depends on the size of tharsystef-week on the instantaneous popularity is due to the fact

Because very few studies investigate arrivals/departurésat users prefer doing other activities during vacatidrant
there are not sufficient observations for a valuable corspari watching videos. Apart from time, the instantaneous pafiyla
Although the arrival/departure processes do not presentofaa video is also impacted by arrival and departure rates.
strong impact on a C/S-based infrastructure, their measemeé Obviously, with a high arrival and low departure rates the
is mostly ignored within these systems. However, they bexorpopularity increases while it decreases during high depart
a major issue in case of P2P systems. Hence, further measared low arrival rates. Another potentially impacting facto
ments of arrival/departure processes in P2P VoD systems aa@ be the length of videos. Normally, user-generated obnte
required in order to evaluate the impact of higher arrivedsa consists of shorter videos as compared to the videos prdvide
or batch departures on the performance of the system suctbgsa VoD service. Cheet al. [91] analyze the popularity
the streaming quality, delay and failure rate. of YouTube videos and find that requests are more skewed
towards popular videos as compared to long videos. They
refer this high skewness to the lack of better recommenudatio
engines that lead users to watch the same videos watched by

We extract the information related to user behavior medthers. However, they observe a Zipf distribution for video
rics, their impacting factors and relationships from theDVo popularity which is consistent with other studies.
measurements and depict them in the form of a causal graph
in Figure 9. In this graph, a directed edge shows the impact . o . . .
of a factor or metric on another metric. In the following, we 2) Session duration:Concerning the impact on session

discuss each impacted element and its relationships V\ﬁllérotdurathn’ Yuet al. [87] find that users stay shorter w_hHe
elements. watching a popular video as compared to unpopular videos.

. - . . . The reason they give for this behavior is that there is more
1) Video popularity: Concerning the impacting factors of ;
X : chance a user has already watched a popular video, and on
popularity, we get two types of observations. One type 15~ .°~ . "~ . .
. viewing its initial part, he decides to stop watching. It siso
related to the long term popularity and the other type camer

the instantaneous popularity. Long term popularity is lygha typical user behavior consisting in selecting a video &wi
: . X fter having watched some parts of it. Moreover, from thgdar
bursty and changes rapidly along time [88] with respec .
4 . number of early departures, we can deduce that elapsed time
to the types of videos. For example, it occurs slower for . . : .
S . . in a session helps determining the overall session durason
music videos than news videos [86]. We find two types O . o .
. . . . established in live streaming systems.
observations which are helpful for understanding the msta

taneous popularity. The first one [53] reveals the pattefns o

simultaneously online users watching the same video while3) User experienceChenget al. [81] analyze user experi-
the second one [87] observes these patterns for all usersirce through the measurement of startup latency, seelcjaten
the system watching different videos. Interestingly, both and jitter. They find that with an increase in the size of the
them show diurnal patterns during different times of a dayeighborhood and population, the startup latency, seekdst
and day of a week. Concerning the day-scale, analogousattd jitter reduce toward acceptable levels.

B. Metrics relationships
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[87], [89], [90], [53
ToD

(81]

Fig. 9: Causal graph of user behavior metrics in VoD systems

DoW: Day-of-week; ET: Elapsed Time; A/D: Arrival/DeparéirToD: Time-of-Day; VP: Video popularity; SD: Session diva; UE: User experience

C. Synthesis context.

The similar points we found in studies over user behavior
in live streaming and VoD are the Zipf distribution for popu- ~ VII. CONCLUSIONS AND FUTURE PERSPECTIVES
larity and lognormal and exponential distributions forsses Over the past few years Internet video streaming has become
durations. Moreover, arrivals can be modeled with Poiss@opular due to the availability of large bandwidth and com-
distribution. However, the parameters of these distrimgi puting resources. Nonetheless, video streaming is a baltialwi
vary over these studies. The analysis of these observd#iads consuming service and it still faces problems of scalahbilit
us to the same conclusion as for live streaming user behavimrd users’ quality of experience. On one hand, CDN-based
that static global models are not appropriate for user hehavsolutions have been deployed but are expensive and do not
metrics. Again, relationships of metrics with each othed arscale under large population of users. On the other hand, P2P
other elements become important to get a generalized modgproaches provide potential scalability but they are lgigh
of user behavior. dependent on user behavior.

Nonetheless, concluding about the dependency relatipeshi To understand user behavior in video streaming systems,
among different elements is not straight forward, becansennumerous studies have been carried out over all system ar-
VoD streaming systems, they are not as widely studied asdhitectures. Assuming an independence of the user behavior
live streaming systems. For instance, we showed that elapé®m the underlying system, these studies present insights
time and popularity have an impact on the session durationto user behavior that cannot only be useful in P2P video
However, some other factors also exist that can potentialifreaming systems but also in other architectures. Thexefo
impact it such as time-of-day, day-of-week, streaming i(pial we performed a survey of these measurements to present a
and type/length of video and that have not been establistgldbal view of the user behavior. Our work has two main
yet. Similarly, the impact of popularity on users’ QoE hasnplications. Firstly, on the basis of available infornuatj we
been studied by only one measurement [81]. The main reagpive a generic view of user activities and their relatiopshi
for the lack of such an in depth analysis is that most efith external environment and network performance parame-
the studies are carried out over C/S VoD systems. In sutghs. Secondly, we highlight those aspects that requithédur
systems, user behavior does not impact the performanceirafestigations.
the system in the same way as it does in P2P contexts, apaifhe information we get from these measurements consists
from the load it induces, considered in scalability issues. of two parts. The first one is related to the measurement
fill this gap, further studies dedicated to P2P VoD systemaf individual elements while the second one analyzes the
analyzing the impacting factors of a user behavior coulglationships among different elements. In the first pas, w
provide a better understanding of such systems and evgntuédund measurements agree on common models of user re-
be applied to P2P ones. Likewise, session durations andeoniguests frequencies for ranked content. Similarly, theamst
durations should be studied separately in order to hightlglh  taneous popularity presents diurnal patterns on day ané wee
relationship among consecutive appearances of a user in ¢bale. Observations about session durations are cortsisthn
system in terms of his/her online and session durations. Asespect to the ratio of short session durations to long ones.
conclusion, if current studies over C/S architectures ji@v Concerning the proposed models for the session duratien, th
a sufficient understanding of the user behavior, they showde several, dominated by lognormal and exponential distri
extended to provide insights that are relevant in a dedédta tions. Apart from the observed distributions, their systhed
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parameters also vary over different studies. Other me#iies [2] S. Birrer and F. E. Bustamante, “A comparison of restliewerlay mul-
less studied and it is not possible to draw strong conclgsion  ticast approaches|EEE Journal on Selected Areas in Communicatjons

.. . , . vol. 25, no. 9, pp. 1695-1705, 2007.
This is typlcally the case of users arnvals/departurdmnas [3] J.Li, “On peer-to-peer (P2P) content deliveri?Ber-to-Peer Networking

and online durations that have not been deeply measured in and Applicationsvol. 1, pp. 45-63, 2008.
both live and VoD streaming systems. In the same way, duél S.Vénotand L. Yan, “Peer-to-peer media streaming iappbn survey,”

. . . . [y in UBICOMM, 2007, pp. 139-148.
to technical and privacy Issues, behavior patterns of iddad 5] A. Sentinelli, G. Marfia, M. Gerla, L. Kleinrock, and S. Wari, “Will

users have nF)t been studied in all these_measurement_ Cam- |pTV ride the Peer-to-Peer streamEEE Communications Magazine
paigns while in P2P systems, understanding the behavior of vol. 45, no. 6, pp. 86-92, 2007.

individual users is an important element to provide a bettdf] H- Yang, R. Hu, J. Chen, and X. Chen, "A review of resiliemproaches
to Peer-to-Peer overlay multicast for media streamingtfh Interna-
performance.

) tional Conference on Wireless Communications, Networkimd) Mobile
In the second part of observations, where each measurement Computing (WiCOM) 2008, pp. 1-4.

inspects relationships among certain elements, infoomati [7] J. Liu, S. G. Rao, B. Li, and H. Zhang, “Opportunities anballenges

. ‘ . . f Peer-to-Peer Internet Video Broadcasefoceedings of the IEEE
is more split over different studies. Here, both the system Jo"c™ " P TS Soog, o ngs oL .

architecture and the provided service can explain therdiffee  [g] M. Hosseini, D. T. Ahmed, S. Shirmohammadi, and N. D. Geoas,
of impacting relationships. Moreover, since the considere A Survey of Application-Layer Multicast Protocols|EEE Communi-

studies have been performed in different contexts and serys jathon;j;z’reys iT;f:?S;%%ng' %lgri. ?;Zi‘-‘t’o-zgr?gﬁmgnts i

Qiﬁere_nt aimS,. they do not IfOCUS on identical impa_lct rela- = system design,ACM Trans. Comput. Systol. 2, no. 4, pp. 277-288,
tionships making the gathering and analysis of their result 1984

more difficult. There are even a few contradictory resulthsu(10] S: E. Deering and D. R. Cheriton, “Multicast routing irategram
y internetworks and extended LANSXCM Trans. Comput. Systol. 8,

as the impact of time-of-day and day-of-week on the session 5 'y 85-110, 1990.
duration in live streaming systems. Nonetheless, in order[t1] C. Diot, B. N. Levine, B. Lyles, H. Kassem, and D. Balesfen,
get a generalized view of these relationships, we colledt an “Deployment issues for the IP multicast service and archite,” IEEE

. Network vol. 14, no. 1, pp. 78-88, 2000.
show them in the form of abstract causal graphs for bo ] M. Cha, P. Rodriguez, S. Moon, and J. Crowcroft, “On rgateration

live and VoD streaming. These graphs open two directions.  telco-managed P2P TV architectures.” T International Workshop
On one hand, they identify the elements of a user behavior on Peer-to-Peer Systems (IPTP3p08.

; ; ; ; ; ; 23] I. Lazar and W. Terrill, “Exploring Content Delivery Neorking,” IT
and their relationships for its modeling which can be ea3|[§73 Professional vol. 3, no. 4. pp. 47-49, 2001,

e?(tenQed to user beh.aVior moqels- On the other hand, they QM] C. Metz, “IP Anycast: Point-to-(any) point communicat’ IEEE
directions for further investigations. For instance thapdr for Internet Computingvol. 6, no. 2, pp. 94-98, 2002.

VoD systems clearly shows a need of further measurement$g X. Zhang, J. Liu, B. Li, and T.-S. P. Yum, “CoolStreamiD@Net: A
derstand the relationships amond elements of user lhavi data-driven overlay network for Peer-to-Peer live mediaashing,” in
unders p g toer IEEE INFOCOM 2005, pp. 2102-2111.

A model based on these graphs can have a number[mf N. Magharei and R. Rejaie, “PRIME: Peer-to-Peer Reavedriven
applications. For example, from a user perspective, belilgg a ~ MEsh-based streaming,” iEEE INFOCOM 2007, pp. 1415-1423.

; ; V. Pai, K. Kumar, K. Tamilmani, V. Sambamurthy, A. E. Mptand
to design systems aware of presence of user dynamics cdauld E. E. Mohr, “Chainsaw: Eliminating trees from overlay st in

help to prevent service disruption, and hence, improve the 4tt nternational Workshop on Peer-to-Peer Systems (IPTR)5.
quallty of experience. From a service operator perspectivés] F. Wang, Y. Xiong, and J. Liu, “mTreebone: A collabovatitree-mesh

; ; ; ; overlay network for multicast video streamindBEE Transactions on
being able to estimate the population of users watching a Parallel and Distributed Systemsol. 21, pp. 379-392, 2010.

particular program and binding this information to temporgyg) 7. Ly, v. Li, J. Wu, S. Zhang, and Y. Zhong, “MultiPeerGas tree-

aspects could help in decision making for the purpose of mesh-hybrid P2P live streaming scheme design and impleximt
. . " o h : :

control and plannlng. |:|na||y, for a network operator, the based on PeerCast, in0** IEEE International Conference on High

. . . . . Performance Computing and CommunicatioB808, pp. 714-719.
same considerations could help in shaping, controlling 0] D. Wu, Y. Liu, and K. W. Ross, “Queuing network models fmulti-

filtering its traffic, enabling it to lower the cost related t0 ~ channel P2P live streaming systems,”IBEE INFOCOM 2009, pp.
such massive application traffic. Following these ideas, we 73-8L.

i : PR ] M. Wang, L. Xu, and B. Ramamurthy, “Linear programmingaels
have developed a Semi-Markovian model for individual usel& for multi-channel P2P streaming systems."IEEE INFOCOM, 2010

in P2P streaming networks [98], which generates individual 2010, pp. 1-5.

user behaviors that are compatible to the global ones obder{22] D. Wu, C. Liang, Y. Liu, and K. W. Ross, “Redesigning nihannel
in the measurement studies. Moreover, we have proposed a Scﬁfgzep‘gfjggoigg’f; "ZV(')th‘f'ew upload decouplingSmput. Netw.
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in decision making towards optimization of P2P live streagni ing,” in Multimedia Computing and Networkin@007.

systems [99]. Currently, we are working on a decision makirgt D. Wu, Y. Liu, and K. Ross, “Modeling and analysis of nictiannel P2P
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