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Abstract: The world is moving toward a new connected world in which millions of intelligent
processing devices communicate with each other to provide services in transportation, telecommu-
nication, and power grids in the future’s smart cities. Distributed computing is considered one of
the efficient platforms for processing and management of massive amounts of data collected by
smart devices. This can be implemented by utilizing multi-agent systems (MASs) with multiple
autonomous computational entities by memory and computation capabilities and the possibility
of message-passing between them. These systems provide a dynamic and self-adaptive platform
for managing distributed large-scale systems, such as the Internet-of-Things (IoTs). Despite, the
potential applicability of MASs in smart cities, very few practical systems have been deployed using
agent-oriented systems. This research surveys the existing techniques presented in the literature
that can be utilized for implementing adaptive multi-agent networks in smart cities. The related
literature is categorized based on the steps of designing and controlling these adaptive systems.
These steps cover the techniques required to define, monitor, plan, and evaluate the performance of
an autonomous MAS. At the end, the challenges and barriers for the utilization of these systems in
current smart cities, and insights and directions for future research in this domain, are presented.

Keywords: MAS; adaptive systems; network systems; smart city; systems of systems

1. Introduction

The smart city is a new notion that has rapidly gained ground in the agendas of city
authorities all over the world. An increasing population concentration in urban areas and
subsequent arising challenges have highlighted the need for intelligent ways to facilitate
citizen’s lives, deliver services, and mitigate against disasters [1]. One of the solutions was to
introduce new urban areas equipped with a city with an advanced metering infrastructure
and smart objects with ubiquitous sensing and embedded intelligence [2]. Each one of the
smart objects collects the data from their environment, communicates with other objects,
process information, and in some cases, autonomously react to dynamic internal and
external changes [3]. Wireless sensor networks (WSN), radio frequency identification
(RFID), near-field communications (NFC) tags, unique/universal/ubiquitous identifiers
(UID), actuators, smartphones, and smart appliances are examples of these smart devices.
The devices are connected through a platform called the Internet-of-Things (IoTs) that
allows technologies to access and interchange data through wireless and sired internet
networks [4].

Although adopting the IoTs opens new possibilities and opportunities to change
our society to a connected world, at the same time, it brings its own problems and risks.
Integrating a diverse range of devices with different functionalities, computation capa-
bilities, and data streams is extremely challenging [5]. Scalability is another major issue
for controlling IoTs systems, considering the highly dynamic and distributed nature of
these networked systems [6]. Each of the sensing devices and other end users may join or
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leave the system or change their locations at any time, and that makes the topology of the
system uncertain and subject to unexpected changes. The control mechanisms with fixed
configurations are not efficient for the heterogeneous and dynamic nature of IoTs systems.
The distributed nature of the IoTs also makes it more vulnerable to possible cyber-attacks
and failures. Failures in part of the system, especially in a central leader, may cascade to
other connected nodes and eventually result in the collapse of the whole system. These
systems need to be designed and controlled in a more robust and resilient way, promoting
the efficiency of the system in delivering services and achieving its predefined targets
and goals.

The distributed processing and control of multi-agent systems (MAS) or agent-oriented
programming (AOP) are some of the main technological paradigms for the efficient deploy-
ment of smart devices and services in the smart city [7]. These techniques are considered
the best abstraction approaches for modeling the operations and functionalities of IoTs
systems in all three layers of perception, network, and application [8]. They also proved
their effectiveness in supporting autonomous networks of the objects in the IoTs with
self-adaptive and self-organizing properties [9]. There is a large number of instantaneous
communications between devices in the IoT. In MAS, each device is mapped to an agent
with a predefined range of features and capabilities. This mapping provides a suitable high-
performance infrastructure for testing and implementing large-scale data acquisition and
offers a scalable platform for the distributed computing of the received data [10]. Moreover,
simulating objects as smart-reactive agents enables the real-time tuning of control parame-
ters in complex interconnected networks, such as the IoT. The autonomous agents in the
MAS can be programmed and function without human intervention. They are also able to
interact with other agents and reflect modular functionalities and coordination. The agents
in the MAS also reflect goal-oriented behavior, which is one of the main requirements for
managing connected devices in smart cities [11]. These advantages make them suitable
platforms for implementing different domains of a smart city, including mobility, envi-
ronment, governance, energy, economy, health, technology, and education [12]. Figure 1
summarizes some of the related literature for the application of multi-agent systems in
different applications in a smart city.
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Figure 1. Multi-agent systems in smart city applications.

Self-adaptiveness is one of the main requirements in designing pervasive interconnected
systems, such as the IoTs and smart cities [13]. The cooperative nature of MAS-based systems
and their learning capabilities enable the designing of robust solutions that can adapt their
configuration and operations when facing unexpected variations and disruptions [14].
To achieve these abilities, it is necessary to learn from previous events, such as abrupt
environmental changes and internal misfunctions, and adapt the controlling parameters
and strategies continuously. The overview of a self-adaptive system is presented in Figure 2.
A self-adaptive MAS constantly receives feedback from internal units and the external
environment. The received data is monitored and analyzed, and perceptions are fed into
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the planning module to decide the next action and response of the system. Control com-
mands are defined considering system’s main goal and the units’ roles and responsibilities
in achieving the desired level. Then, actions are sent back to the actuating units and
outcomes are collected for updating the next actions and eventually system evaluation
and modifications.

Existing survey articles in the literature cover relatively narrow topics of multi-agent
systems and fail to provide a broad understanding of these systems and their utilization
in IoTs platforms. Some researchers only focused on particular applications of these sys-
tems [8,15–18] , while others reviewed variations of a certain control technique [19–21].
Successful applications of MASs in real-world smart cities require a more comprehensive
systematic perspective, integrating different steps of system definition, monitoring, plan-
ning, and evaluation. This paper enhances the previously published papers related to MAS
systems with a systematic survey of the steps required to realize future IoTs platforms
and smart cities. Specifically, we focus on the techniques that enable MAS to perceive
system status and environment dynamics and react autonomously to overcome unexpected
changes and disruptions. The rest of the paper is organized as follows: In Section 2, all
factors required for defining MAS frameworks are reviewed. Correspondingly, Section 3
investigates the state of the art of the models that can be applied for data monitoring,
and the status measurement of these systems. The concepts and techniques for planning
and controlling MASs are listed in Section 4. The common platforms for validating and
evaluating these systems are presented in Section 5. The last section provides insights to
existing gaps and open issues that can be addressed by this research community to achieve
fully operative autonomous IoTs in future smart cities.

Define

Monitor

Plan  

Parameters

Perceptions

Events

Actions

Evaluate  

Modifications

Outcomes

Updates

Features

Goals

Figure 2. Overview of a self-adaptive MAS.

2. Definition Frameworks

The first step for designing an adaptive multi-agent network is to define the key
features and requirements of the system. These systems can be identified based on the
characteristics of their entities, operations and actions, information flow, and the external
environment that they operate in [8]. Summary of the influencing factors in defining MASs
is presented in Figure 3.
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Figure 3. Contributing factors in defining adaptive MASs.

2.1. Entities

A MAS system is a network of multiple entities that may or may not interact with each
other. In most of the MAS literature, these systems are mapped into a graph G(v, ε) with a
non-empty set of nodes or agents v = {v1, ..., vN} and edges ε connecting these agents [22].
Entity defines the type of these agents and their communication links that can be same
or different in a MAS platform. Nodes in adaptive multi-agent networks varied in their
assigned devices, roles, features, and dynamics. They can be defined as agents reflecting
either software or hardware devices. In the IoTs platforms, a node can be a sensor to collect
the data, an actuator to perform commands, or a combination of both [23]. Nodes are also
defined based on the role/roles that they play in the network. For example, the agents
may play leader or follower roles in MASs. The leader is the main decision maker in these
systems, and has access to the target settings [24]. Other agents called “followers” just
mimic and minimize their distances from the leader. Some agents are listeners that can only
observe their relative position and environment, while other speaker agents are able to
produce a communication output with other nodes and agents [25]. In the literature, there
are more complex roles, such as meta-agents, that can perform high-level responsibilities,
such as reasoning for other special-purpose agents [26]. Nodes may also play the role
of external observer or resource, either collecting status data or feeding other operating
agents [27].

In real-world heterogeneous MASs, agents/nodes also differ based on their features
and settings, including accessibility, energy usage, authority level, and learning and in-
formation processing capabilities [28]. Sometimes agents are identified based on their
reliability and performance quality in the system. Reliability is the degree of reliance that a
system can place on the agent and its information and services. For example, in swarm op-
timization, agents are categorized and distinguished based on the quality of their solutions
in the previous iteration [29]. In the IoTs systems, some agents and elements may be self-
interested, with a lack of a global perspective of the system [30], and the potential to inject
unreliable and misleading information into the system, which needs extra considerations
during modeling and evaluation states [31].

The agents also differ based on their dynamics and mathematical descriptions, ex-
plaining the movement and evolution of the agents over time [32]. These changes are
the result of injecting a control input in the agent. These dynamics can be expressed as
linear or nonlinear models [33]. In linear models, we may be faced with a first-order single
integrator that all agents converge to constant values, or double-integrator differential
equations, which agents may converge to multiple final states [34]. These models are
special forms of general linear models, where the agents are influenced with state and input
matrix parameters. Nonlinear agent models also include Lagrangian systems, unicycle
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models, and the attitude dynamics of rigid bodies [32]. In the majority of nonlinear models,
it is assumed that agents’ nonlinear functions are either unknown or contain unknown
parameters [35], and this uncertainty needs to be addressed by either limiting conditions or
approximation techniques, such as fuzzy logic systems [36] and neural networks [37]. Each
one of these models use different sets of equations to explain the dynamics of individual
agents. Depending on the number of agreement metrics, agents’ dynamics can be also
categorized as first-, second-, and higher-order models [8].

Other than individual nodes, edges and joint connections between the agents play an
important role in the controllability of MASs [38,39]. These interactions enable cooperation
between agents and reflect communication paths, such as wires, plans, and routes in
the network. They are defined to investigate the physical entity flow or information
sharing between agents [40]. Agents in MAS platforms exchange their local states and
control commands with other neighboring nodes or influencing nodes. The communication
platform is shown as an undirected graph in cases that both agents can communication
with each other. In the cases that there is a one-way information flow between agents,
directed graphs are used to reflect these interactions [41]. The links and their weights can
be also applied to show the similarities and closeness of agent pairs in the system.

2.2. Actions

Multi-agent systems can be also investigated from an action standpoint and distin-
guished based on their support level, requirements, adaptation sources, timing, and con-
straints that they may face during their operations. Actions or decisions can be defined
in terms of policies that determine a set of actions or probabilities for selecting actions in
each state of the system [42]. These policies are either deterministic or stochastic policies.
In deterministic policies, the optimal fixed decisions are determined for each state of the
agent, while in stochastic policies, the probability distribution of the actions is defined.
In nonstationary systems, the decisions vary with time as well [43].

Support level refers to the agents’ supports and reactions versus other agents’ actions
and decisions. For example, they may follow the same or different goals. Minimizing
operation errors, maintaining a certain status, or maximizing system performance over
time are examples of these objectives [44]. There are also cases in which agents follow
more than one goal, which require more complex reward structures [43]. In systems that
agents have common goals, depending on on their awareness, they may fall into one of
the collective or cooperative MASs [45]. In collective MASs such as robot formations,
the agents have the same goal, but agents independently perform their own tasks and
explore their possible contributions to accomplish the system’s main goal [46]. Swarm
intelligence is also an example of the collective systems in which agents optimize the
main objective function, and agents’ actions are guided by the partial information sharing
of successful agents with other exploring agents [47]. In cooperative MASs, agents are
aware of other agents and share their local information to help them achieve their common
goals. Consensus and rescue agents are two well-known examples of such systems [21].
In systems with nonidentical goals, we may experience negative or positive interactions
between agents. Negative interactions refer to the agents competing for shared resources
or agents with conflicting individual goals [48]. In systems with positive interactions
such as path planning, the agents only focus on their own operations while minimizing
interference with other agents [40]. In collaborative MASs such as machine learning
techniques, although agents have different goals, they help other agents by sharing their
experience and knowledge from their environment and rewarding system. There are also
examples of multi-agent systems with combined positive cooperative intra-group and
negative competitive inter-group interactions [49].

It should be noted that not all goals in real-world problems are functional and some
are defined to meet certain requirements, such as reliability and the system’s tracking
error [50]. It was shown that the individual contribution of the agents on the global solution
can be quantified and specified by a control mechanism [51]. Requirement constraints
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usually reflect the desired output defined by the decision maker. Synchronization, tracking,
and estimation errors are examples of such constraints in the system [24,52]. Deadlines
for accomplishing tasks can be also considered another form of the constraints for the
MAS [53].

Actions are also categorized based on the source of their adaptations. Adaptation
techniques are defined in three main groups of parameters, structure, and context [13].
Similarly in MASs, adaptations are achieved by changing a system’s decisions and be-
haviors through parameters and network structures. These parameters can be defined at
macro-level as system parameters or at micro-level in terms of agents’ actions and decisions.
The environment or context can be also altered using the decisions of the actuator agents in
the system. In some MASs such as formation and tracking controls, the agents only focus
on their locating decisions [19]. In other applications such as distributed computing, their
parameter decisions may represent their beliefs and estimations for certain variables and
system settings [54]. Settings for the level of resource or service that agents provide for
other agents or borrow from other agents are other examples of parameter settings [55].
Adaptation can be also achieved by changing the structure and topology of the system.
Underlying topology can be fixed or switched over time because of unreliable transmis-
sion or limitations in the communication and sensing range of the agents. At the same
time, new agents may join the system and start to create new connections and change the
neighborhood map of the previous agents. Sometimes communications may fail due to
link failures between two agents [56].

Actions are also distinguished based on their timing and sequences [57]. The dynamics
of the MAS can be shown for both continuous-time [58] and discrete-time systems [38].
Other than time-based control techniques, we may define event-triggered mechanisms
that reduce network congestion. These techniques initiate and release control commands
only after detecting triggering conditions defined based on certain error thresholds [59].
Any sampling [60], transmission [61], estimation [62], or control [63] can be modified to an
event-triggered mechanism.

The actions of MASs are subject to the constraints in their settings, resources, and re-
quirements [64,65]. In an IoTs system in which agents represent devices in the system,
the constraints can reflect settings, technical limitations, or working range of the devices
in the network [21]. For example, it is necessary to consider the sensing limitations of the
wireless sensor agents or computation capabilities of the agents in distributed processing.
In practical applications, it is also necessary to model boundaries for the operations and
inputs of actuator agents. These limitations can be modeled as input saturation constraints
during the MAS modeling phase [66]. Communication constraints are caused by physical
obstacles or artificial settings [67]. They can influence both agents’ actions and system con-
texts by limiting network congestion in the system [67]. For example, physical barriers may
limit the movements and actions of the multi-robot systems and need to be modeled as state
constraints of the agents [68]. Most of the real-world multi-agent systems are also subject
to constraints in resources, such as data sampling, computation, memory, and processing
resource availability. The energy constraint of the individual agents is another constraint
affecting the design and control of the distributed MASs [69]. Bandwidth capacity is a
constraint that affects the agents’ communications with each other and controller units [70].

2.3. Environment

Agents interact and influence the environment during their operation period. The en-
vironment can be defined based on its boundary, uncertainty, and observability levels.
There is no exact definition for the boundaries of the environment in MASs, but in most of
the literature, any external surrounding condition of the agents is defined as an environ-
ment [71]. Environment boundaries mainly depend on MAS application and in general,
they include a shared physical, communication, and social structure and space of the agents,
and resources and services defining the constraints, interaction rules, and relations between
them [72]. In fact, this abstraction is considered an external world that provides a median
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for coordination, maintaining the independence of the processes from the actions of the
operating agents. The environment boundaries are also defined based on their interaction
mediation and resource and context management mechanisms [73]. Other external entities
interacting with agents or monitored by them are also considered part of the environment.
For example, targets in tracking problems or reference models are part of the external envi-
ronment in these problems [74]. In multi-agent programming, the environment is models
based on aspects such as the action model, agents’ perception model, a computational
model for internal and external functionalities, the data exchange model between agents
and the environment, and agents’ distribution model [71].

In most of the real-world MASs, especially in the IoTs domain, agents operate in
an uncertain environment. Therefore, it is necessary to investigate the environment’s
level of uncertainty and underlying hidden dynamics. The systems may perform in a
deterministic environment [75] or be subject to a variety of uncertainties that affect the
controllability of the MAS [76]. Uncertainty can be caused because of an unknown value
function or constraint of the system [44,77]. For example, the location of other agents
in path planning [78] and agents’ behaviors and parameter settings in a heterogeneous
control [79] can be considered as a source of uncertainties in the environment of the agent.
Uncertainty in communications is another source that becomes critical in MAS networks,
such as multi-robot systems [80]. Unknown disturbances can be one of the uncertainty
sources in the MASs environment [81]. Sometimes uncertainty is a result of unmodeled
dynamics between agents and the environment [82]. The environment can be uncertain
in such a way that targets appear at random times [83]. Uncertainty may also originate
in one of the environment parameters [84]. Uncertainty in the environment can be also
reflected by injected noises in the system that affect the state of the agents [85]. The main
source of the uncertainty arises from the operations of the other agents that make the
environment unpredictable. These dynamics make the environment nonstationary due to
the simultaneous learning of the agents for the best policies that change the overall state
of the environment constantly [86]. Uncertainty in the environment is usually modeled
by stochasticity in process equations, output/measurement equations, or communication
channels between the agents [20].

In theory, the environment can be modeled on one of the categories of the fully
observable, partially observable, or not observable categories [87]. In fully observable
systems, agents are able to perceive complete information about the state of the environment
and its elements, such as resources and other agents’ states [74]. Agents in a partially
observable environment, such as a partially observable MDP (POMDP), are only able to
learn partial information about the states and their probability distributions instead of
absolute values [88]. In these systems, the relations between actions and rewards are not
clear and need to be estimated [89]. In a more extreme case, the agents may not be able to
perceive anything about the environment and blindly act on their tasks and responsibilities.
Visibility plays an important role in the controllability and efficiency of the MASs [90]. Most
of the developed techniques are based on an unrealistic assumption for the observability
of the environment and agents are always under constraints, forcing them to learn the
abstractions of the environment instead of the details. One of the main assumptions for the
observability of the environment for agents’ actions and their rewards and penalties is that
of the Markovian environment [91]. In this environment, the future state of the agents is
determined by their current states. In non-Markovian environments, state dynamics are
more complex and there may be strong dependencies on initial states or changes that are
episodic over time [92]. Observability can be also limited by agents’ information received
from other agents. For example, they may not have access to the communication network
all the time and get disconnected for a period of time [90]. The agents may also have noisy
observations affecting their perceptions from the environment and other agents [93].
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2.4. Information Flow

To design an effective MAS control mechanism, it is necessary to pay attention to
the information flow between agents that can be defined in the forms of its message
passing platform, information sharing level, and communication failures over time [94].
Information flow in an adaptive multi-agent network is implemented either for collecting
agent status and outcomes and sending them to controllers or for delivering commands
from controllers to interacting agents.

The message passing platform reflects the access level of the agents to high-level
information about system status, goals, and constraints. Three main platforms for infor-
mation flow between agents and controllers include centralized, layers or decentralized,
and distributed frameworks (Figure 4). In a centralized approach, one agent has access
to agent information and decides for the whole system [95,96]. Scalability, vulnerability
to the controller agent failure, and a need for high communication resources for agents
are common problems for this approach. To overcome this issue, some researchers used
assumptions such as the parametric similarity of the agents to approximate all policies in
only one unique policy [97]. After receiving a common policy in this framework, agents
can locally explore their policies to minimize their own losses. The common policy is
updated interactively using the feedback received from the trajectories of all agents. These
techniques are considered as hybrid forms with some levels of decentralized information
updates and flow between agents. In decentralized or layered approaches, the system is
controlled by more than one controller in each layer or community [98]. This technique is
considered more reliable than the previous technique, but it requires a precise definition
of the communication and cooperation rules between the controllers. The distributed
form is considered the most common technique in controlling MASs, where each agent is
responsible for deciding and coordinating with other agents to achieve the main goal of the
system [99]. In this technique agents have full autonomy to select their own actions [100].
This technique is more robust and scalable. However, it is more challenging in terms of
finding the best decision of the agents given their limitations in exploration and information
access. None of these platforms are considered a best option, and depending on the system
goals and resources, one specific platform is chosen.

Centralized Decentralized Distributed

Sensor

Actuator

Controller

State Data

Commands

Figure 4. MAS information flow platforms.

It is also necessary to consider the knowledge and information sharing levels between
agents [101]. It was shown that the degree of information sharing directly affects the learn-
ing process of the agents and system efficiency [102]. Some of the agents have minimum
information-sharing regarding expected rewards, agent configuration, or adaptation tac-
tics [28]. Although in most of the existing literature it is assumed that agents are only able
to communicate with their neighboring agents, some studies targeted other types of peer-
to-peer communications between agents, such as broadcasting or communications through
middle agents [94]. The middleware can be a matchmaker that manages and matches the
right information to the right agent or a broker that filters or rewords the communicated
information and then distributes it to the related agents. The agents may also use a trace
manager that receives the data and sends it to the subscribed agents based on their interests
and registered requests. In the literature, more flexible information sharing was proposed,
whereby agents are able to compare and choose their own communication platforms [103].
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They can also have the authority to select their communication source from a list of multiple
signal sources [104]. On the other hand, targeted communications architecture helps agents
to choose the contents and receivers of their messages in cooperative, competitive, or mixed
environments [105].

These communication and information dynamics are subject to failures and challenges,
such as delays, data losses, quantization errors, noises, unknown dynamics, fading channels,
nodes-access competition, and sampling intervals [60]. In communication latencies, state
information of the neighboring agents is received by delays due to limitations on the
capacity of communication channels and network congestion [106]. In some cases, delays
are not fixed and vary due to differences in the observability of the state over time [107].
This is different from input delays that reflect the processing and connecting times of the
incoming data flow in the MASs [108]. The other influencing factor is to consider data
losses in defining MAS communications. The packet dropout rate in the network is usually
variable and stochastic due to fluctuations in the power supply and the traffic of the system,
and they are usually modeled by the Bernoulli process [109]. Information dynamics are also
designed based on missing information rates during communications and the usefulness of
the collected information for their decision-making process [110]. Noises in agents’ statuses
and measurements are another challenge influencing the quality of the information flow
in multi-agent networks [111]. Two major types of noises are additive and multiplicative
noises. The noises caused by external sources are modeled as additive-influencing nodes
measurements. The multiplicative noises are the results of missing information and a
failure in modeling the internal dynamics of the system, and influence agents’ states. They
are also modeled as random noise with known probabilities and unknown non-random
noise with bounded energy or bounded magnitude [62].

3. Monitoring Paradigms

To survive in dynamic environments, an adaptive multi-agent system requires the
constant monitoring of its internal and external states. The data collected by distributed
sensing agents are processed to explore the environment, evaluate system performance,
and define the next optimal actions. The data analysis can be implemented in a central
processor or in distributed local processors. The centralized single processing of the data
will be very challenging given the complex relations between agents and the high levels
of multicollinearity between variables [96]. Traditional data mining techniques for flat
vectorial data analysis are inefficient for handling large-scale data with inherent relational
dependencies, weights, edge directions, and heterogeneity between system elements [112].
The other challenge for processing the data collected through MASs is resource limitation
for transmission, processing, and storing high-dimensional data streams collected by the
agents over time. In the literature, a wide range of techniques were proposed for alleviating
the data collection burden, and event-triggered data sampling is one of the most acceptable
approaches [62]. Distributed processing, data abstraction, and subgraph selection are
other examples for reducing the computation times of data processing in MASs [65]. Some
researchers also focused on developing innovative techniques for analyzing distributed data
streams, which are mainly categorized as spatio-temporal data analyzing techniques [113].
In these techniques, deep learning algorithms such as graph neural networks (GNN),
graph convolutional networks (GCN), graph autoencoders (GAE), graph recurrent neural
networks (GRNN), or graph reinforcement learning were widely applied for processing the
data collected from interconnected system elements or agents [114]. These approaches were
applied for one of the data mining tasks, such as dimension reduction and prediction, and
pattern mining, clustering, and anomaly detection in large-scale networks, such as multi-
agent systems. The required analytics for these techniques can be implemented in agent
or system levels. In this survey, we focus on system-level techniques and omit reviewing
techniques in single-agent levels. This is mainly because most of the agent-level techniques
are implemented on traditional vectorial data and are not specified for MAS platforms.
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3.1. Dimension Reduction and Filtering

One of the main requirements for MASs is a way to abstract the overall data stream or
filter unnecessary information collected over time. This is very important in distributed
systems such as the IoTs and can considerably reduce the computation time of the main
system. These techniques are also effective for clustering and categorizing the system status
or their quick comparison with the target network.

Some initial techniques for abstracting MASs and their relations was the use of graph
theory and the eigenvectors of the network adjacency matrix [115]. These techniques are
not sufficient for complex systems with dynamic multi-dimensional agents. To solve this
problem, encoding techniques such as GAE were applied for encoding or decoding graphs
into vectors [114]. The encoding techniques are called network-embedding mechanisms
and may encode the topological features of the nodes and their first- and second-order
proximity information [116], agents’ attributes [117,118], MAS dynamics and evolution over
time [119], and information diffusion or dynamic role evolutions [120]. Generative network
automata techniques are also applied for the simultaneous representation of the state transi-
tions and topology transformations of the network based on graph rewriting concepts [121].
Other deep neural techniques that can be applied for MAS abstraction include long–short-
term memory (LSTM) recurrent neural networks and variational autoencoders [122]. Some
of these techniques can be also utilized for modeling opponent agents based on the local
information of the main agents [123]. Some knowledge distillation techniques such as
pruning and low-rank decomposition can be also applied for original multi-agent systems
to remove redundant information collected from distributed agents [124]. There are other
abstraction techniques in the literature that reduce the number of local states by collaps-
ing data values. These techniques are mostly applied for the verification and testing of
multi-agent systems [125]. Traditional dimension-reduction techniques such as principal
component analysis were also modified successfully and applied for multi-agent networks,
such as WSN [126]. The only drawback of these techniques is their high computation time
for large-scale systems and losing the neighborhood pattern of the agents. This can be
solved by relying more on the structural roles of nodes and increasing the flexibility of
learning node representations [127]. Learning over a common communication grounding
through autoencoding was another solution to reduce computation time and increase total
system performance [128].

3.2. Anomaly Detection

The remote access of different devices and the distributed nature of computing in
the IoTs makes it vulnerable to various attacks. Many different techniques were proposed
to identify anomalies in distributed platforms, such as MAS [129]. Anomalies are states
of the system that remarkably differ from normal system operations. These techniques
can be applied for malicious interactions or attacks that may delete or manipulate the
data related to the network structure and node or link statuses [130]. Anomalies can be
in three different levels, such as point, contextual, or collective anomalies [114]. In point
anomalies, irregularity happens in one agent that can be observed without any reason.
Context abnormalities include a higher range of agent anomalies over time. For example,
communication patterns may change in part of the MAS. In collective anomalies, agents
alone may seem completely normal, but a collection of the data collected from agents
shows unusual patterns. The survey for the anomaly detection in the node, edge, subgraph,
and graph levels is reviewed in reference [131]. These anomalies can emerge in structural,
attributed, or dynamic temporal graphs. In node-level anomaly detection, the agents
that are significantly different from other agents are identified. In the IoTs platform, that
can reflect abnormal users or a network intruder that injects fake information into the
system [132]. These nodes also can represent agents with performances considerably
deviating from the rest of the agents. In edge-level anomaly detection, unusual and
unexpected connections and relations between agents are identified [133]. Subgraph-level
anomaly detection focuses on multiple agents that collectively show anomalous behavior.
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Identifying this group of agents will be very challenging and usually bipartite graphs
are utilized to identify dense blocks in these networks [134]. Sometimes the anomalies
are identified at a graph level and in certain snapshots of the temporal system, using its
unusual evolving patterns and features. Deep neural networks such as LSTM were widely
applied for this purpose [135]. Multi-agent systems are introduced as an efficient platform
for anomaly detection techniques for IoTs systems [129]. Other techniques such as Kmean
clustering proved their effectiveness for identifying unusual patterns of collected data in
distributed networks [136].

3.3. Predictive Models

Predictive models can be applied at either system or entity levels for predicting
certain features and characteristics over time [137]. For example, knowing and predicting
future topological changes, such as removing and adding agents and new communications
patterns, can have a substantial effect on designing control protocols. Deep graph generative
models are widely used for this purpose to model a network structure without knowing its
structural information [138]. They may also utilize recurrent neural networks for predicting
future connections or edges in the graph based on node-ordering procedures [112]. There
are other techniques that utilize efficient sampling strategies to extract patterns in input
data and learn their dynamics to generate a predicted temporal network [139]. Other than
structural patterns of the system, estimating future states of other agents can help agents
to optimize their own actions more efficiently. It was proved that convolutional neural
networks successfully captured the spatio-temporal characteristics of the networked entities
and predicted their future features (nodes) and communications (edges) with neighboring
agents [140]. As an example, predicting the future trajectories of the agents is one of the
common problems in the literature, with a main application in robot planning, autonomous
driving, and traffic prediction [141]. These estimation techniques are useful in missing
data treatment of IoTs systems as well [142]. The other application of predictive models
is in the early detection of events in event-triggered techniques or identifying hotspots
with an unusual density of certain events [143]. Classification techniques for a network
of connected agents can be applied for the performance monitoring of the system and
initiating corrective actions if classified as an abnormal graph [144]. One of the common
platforms for this purpose is DeepSphere, which was applied to learn the evolving patterns
of a system over time and identify anomalous snapshots of the network over time [145].
The distributed estimation of certain features of the system or environment is another
example for system-level predictive models. These techniques can either run at the same
time or need consensus in their two sampling stages, and utilize a wide range of approaches,
including the adaptive observer, Kalman filter, Luenberger observer, Bayesian filter, belief
propagation inference, and the H∞ filter [146].

3.4. Clustering

Monitoring MAS dynamics can be also targeted for clustering agents based on their
performance or hidden interestsThis is mainly because grouping agents may help to iden-
tify non-cooperative agents or design more dedicated control frameworks for each group of
the agents [147]. Sometimes clustering is helpful when heterogeneous agents show different
dynamics in consensus, which requires more customized control protocols [148]. The simi-
larities between a group of agents or their trajectories can be measured by dynamic corre-
lations between agents [149] or using principal component analysis (PCA) projects [150].
Clustering agents can be investigated by applying traditional graph partitioning and com-
munity detection techniques, such as spectral clustering, hierarchical clustering, Markov
models, and modularity maximization methods [151,152]. Deep learning is also considered
an effective tool for community detection in high-dimensional multi-label graph-structured
data [153]. This problem was also investigated in dynamic time-varying graphs, with the
evolution of groups and their growth, contraction, merging, splitting, and birth and death
over time [154]. The results show that the emergence of these communities is independent
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of initial measurements and settings and mostly depends on node dynamics, underlying
interaction graphs, and coupling strengths between agents [155]. Cluster dynamics are also
investigated in controlling a swarm of agents in formation control and their aggregation,
and splitting patterns and other quantitative features, such as size and cluster distances
from each other [156]. Sometimes, clustering is a dynamic process in which agents with
similar behaviors find each other and join together in the state space [157]. This will be
similar to the dynamics of the group consensus techniques presented in the literature [158].
Other similar variations were proposed for defining monitoring agents to optimize the
process of automated clustering [159].

3.5. Pattern Recognition

To design more robust and resilient MASs, they should be able to learn the behavior of
other agents and environment dynamics to improve their performance over time. Pattern
mining is considered one of the main techniques for knowledge discovery and identifying
causal structures and associations [160]. For this purpose, graph pattern mining techniques
are recognized as suitable approaches for knowledge discovery in multi-agent network
systems. The pattern mining techniques can focus either on structural patterns such as
frequent subgraphs, paths, cliques, and motifs, or the label evolution patterns of dynamic
graphs with single or multiple attributes [161]. Knowledge discovery on graphs can be also
applied to find periodic patterns that repeatedly are observed in agents’ communications or
states [162]. Sometimes considering more than one label in agents and their communications
adds interesting findings for the dynamic changes of the attributed multi-agent graph.
As an example, mining-trend motifs help to identify a group of nodes or agents that show
similar increasing or decreasing trends over time [163]. More complex trends such as
recurrent trends are identified in a set of nodes over a sequence of time intervals using
algorithms, such as RPMiner [164]. The identified patterns in attributes and states may
entail changes in the network topological structures and agnets communication, which are
known as triggering patterns [165]. It was shown that in the pattern mining of multi-agent
networks, relying on occurrence frequency is sometimes misleading and new metrics such
as sequence virtual growth rate are necessary to identify highly correlated patterns with
a significant trend sequence in the graph [166]. Norm mining is another category that
investigates events triggering rewards and penalties and identifies the norms in a varying
environment setting [167]. This will help agents to survive and adapt to their environment
without the deprivation of their resources and services.

4. Development Approaches

Multi-agent systems are one of the main paradigms proposed for implementing the
IoTs. The first step for developing these systems is to determine their main platform and
define the features reviewed in Section 2. Then, appropriate learning mechanisms are
selected to empower their adaptiveness against a new environments and possible changes
in external and internal dynamics. At the end, a suitable control mechanism is designed to
guarantee achieving the main goals of the system.

4.1. Main Platform

Adaptive multi-agent networks are developed on the main platform, enabling informa-
tion flow, intelligent learning, and the real-time decision making of the included agents and
elements. This abstraction framework for modeling the structural, behavioral, and social
models of the agents can be defined using appropriate an AOP, which is a specialization of
object-oriented programming [168]. These platforms initially were inspired by adaptive
organizational models and later more structured techniques (e.g., JADE) were proposed
in the software engineering domain [169]. Rapid advances in computation capabilities
offered more customized models, such as O-MaSE, that utilized three concepts of the meta-
model, method fragments, and guidelines based on method engineering concepts [170].
These platforms varied case by case and targeted either a specific application domain, such
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as a microgrid [15], or flexible general-purpose platforms [171]. Some of the program-
ming languages applied for implementing agent-oriented platforms include Java, C/C++,
Python, AgentSpeak, NetLoGo, XML, and GAML [172]. The majority of these platforms
are designed by adding reasoning and cognitive models, such as the procedural reasoning
system (PRS) and/or belief–desire–intention (BDI) models [173]. PRSs help reasoning about
processes, enabling agents to interact with the dynamic environment and use procedures
for selecting intentions. These procedures are triggered when they can contribute to achieve
certain goals. In a BDI model, which is the most common approach, the behavior of the
agent is defined in terms of its beliefs, goals, and plans. In this model, the interpreter is re-
sponsible for updating these features based on the feedback received from the environment
and the managing agents’ intentions/or actions. These models showed great success in
integrating AI as a pluggable component [174] or in meta-level plans [175]. The multi-agent-
oriented programming (MAOP) platforms such as JaCaMo have a structured approach
based on three concepts of agent, environment, and organization dimensions [176]. They
also successfully integrated with the IoTs to offer self-adaptive applications in human-
centric environments [177]. Systems of systems is another efficient methodology to develop
meta-models to manage MASs with different subsystems [178]. During the last decades,
tens of these approaches and updates for old versions were proposed. To choose the best
option from the long list of the proposed AOP techniques and platforms, they can be com-
pared based on basic platform properties, usability and scalability, stability and operating
abilities, security management, and their applicability in practice [172]. They also need to
be investigated and evaluated based on their architectural debt and their long-term effects
on the health of a software system [179]. The evaluation frameworks for agent-oriented
methodologies are reviewed in reference [180]. Although various AOPs were proposed in
the literature, they still suffer strong reasoning and decision modules for modeling costs,
preferences, time, resources, and durative actions, etc., [181]. As a result, developers are
still reluctant to switch to these platforms and prefer to utilize the current programming
language with small modifications of the main code [181].

4.2. Learning Mechanism

One of the main frameworks in adaptive multi-agent networks is their learning mech-
anism. Most of the recent learning frameworks are online, helping the system to learn the
dynamics of their environment and the best responses to these changes. Various aspects
such as knowledge-access level and learning technique were investigated for grouping
the MAS learning literature [182]. Agents may have full autonomy to learn and share
their knowledge with other agents [100] or may be restricted to only communicate and
share their states with a central learner [183]. If learning is system-wise, one agent or the
main ruler learns the policies for all agents in the system. In this case, the learner has
full observability to discover the states of the involved agents without a detailed focus
on the individual agent’s actions. In this learning mechanism, information is collected
from distributed agents and fed to the central learner of the system. This helps to achieve
high-level information about system dynamics without getting trapped in the difficulties of
coordinating information flow between multiple learners. Centralized learning and train-
ing can be integrated with either a central decision maker or decentralized excitation [184].
In the second category, the centralized learner learns the value function using the criteria
for guiding distributed actors [185]. The centralized learning mechanisms suffer from
problems such as the complexity of the state process and learning process. They were also
developed based on some unrealistic assumptions, such as consistent and complete access
to all agents’ information. The other challenge of centralized learning is its vulnerability
against the failures of the learner, a need for the high computation and memory resources
in the central learner, and scalability for large-scale systems with thousands of distributed
agents [186]. As a result of this learning, it may entail homogeneous team learning with one
policy for all agents or heterogeneous learning with a unique behavior for each individual
agent [187]. Other variations of this platform to alleviate the listed challenges are QMIX
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with mixed global and local components [188]. Coordinated sampling by means of the
maximum-entropy RL technique and policy distillation were other proposed solutions for
improving centralized learning mechanisms [189]. There are also some hybrid techniques
that agents learn individually but then share in a centralized common knowledge memory
for sorting and storing their knowledge [190]. In distributed learning techniques, each
agent is responsible for their own learning [191]. In these learning frameworks, the agents
have limited observability and only explore their surrounding environments and they are
unable to learn the overall dynamics of the systems in real-time. Most of these learning
techniques are integrated with the decision-making process of the control mechanisms.
The role-based learning technique is another trend in the literature in which the complex
tasks are decomposed into different roles. The RODE technique is one of the examples
for such learning that utilize agents clustering to discover roles and the required learning
groups [90]. The learning and updating learned models can get initiated based on certain
events or on discrete or continuous-time updates over the system’s operation. Some of
the common learning techniques applied in the literature include reinforcement learning,
supervised learning, deep learning, game theory, probabilistic, swarm systems, applied
logic, evolutionary algorithms, or a combination of some of them [192]. Since most of these
techniques were applied for the simultaneous learning and control of the MASs, they are
reviewed in the next section. Some of the proposed techniques for learning are initiated
after receiving initial domain knowledge. In the literature, these techniques are identified
as transfer learning methods [182].

4.3. Control Solutions

Control solutions can be investigated from aspects such as applications and techniques.
There are some literature that surveyed existing control techniques for multi-agent sys-
tems [193]. They focused on interaction limitations and categorized them into sensing-based
control, event-based control, pinning-based control, resilient control, and collaborative
control. This sections reviews the applications and techniques of MASs control especially
those that can be applied in controlling and managing smart cities.

4.3.1. MASs Applications

The multi-agent systems control is applied for a variety of domains including consen-
sus and synchronization, leader-following coordination, formation control, containment
and surrounding control, coverage, and distributed optimization and estimation [32,194].
Consensus and synchronization are the most common domains for the MAS literature.
The main goal in this category is to reach an agreement in all agents and lead their states
to a common state or time-varying reference [21]. This is achieved by monitoring and
information exchanges between neighboring nodes. Therefore, consensus highly depends
on the communication graphs between agents and their information sharing levels [195].
One of the main features of a smart city is consensus between smart service systems that
interact and coordinate decisions in the system. For example, in a typical autonomous
transportation method, multiple agents such as client agents, car agents, parking agents,
route agents, and many other agents interact with each other while seeking the agreement
and balance of interests [196]. Other examples for the application of MAS consensus are
presented for smart parking that tests various negotiation strategies to reach agreement
between the involved agents [197]. Applications of consensus in other platforms of a smart
city such as in block chains [198] and smart grids [199], a smart factory [200], or other
services provided by multi-robot rendezvous [201] are investigated in the literature. Con-
sensus can be also applied for distributed computing where different processors need to
reach the same estimation after iterative computations [21]. Leader–follower consensus can
be considered as a special case of consensus in which the main goal is to minimize tracking
error and state difference between leader and follower agents [24]. Examples of leader–
follower control for smart city applications are presented for IoTs-based digital twins [202]
and irrigation management systems [203]. This can be used in pinning control, in which
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the leader reflects the desired trajectory of the system [41]. One of the best applications
of pinning control is to restore complex cyberphysical networks in the smart city to their
initial states after mixed attack strategies [204]. Group consensus is another variation in
which agents with different task distributions converge to multiple consensus values [205].
Applications of this consensus for capturing the supportability of applications on smart
city platforms and the IoTs [206], or recovery control with ideal structures [207], are also
presented in the literature.

Formation control is another domain for applying MASs [19]. In this category of
control framework, network evolution is guided to reach and maintain a desired geo-
metric form by monitoring and controlling their absolute or relative distance from other
agents [208]. In problems with monitoring agents’ positions, depending on their interac-
tions with other agents, they might follow displacement-based control [209] or distance-
based control mechanisms [210]. The relative position of neighboring agents is measured
with respect to a global coordinate system in displacement-based control, while the base
is changed to the agent’s local coordinate system in distance-based control systems [19].
Flocking is a special case of formation control in which the main goal is to keep all agents
at an equal distance from their neighbors [211]. Applications of formation control in smart
cities are presented in the literature for search and rescue, operations, intelligent highways,
and mobile sensor networks [212]. Flocking is another techniques that can be used to solve
robust problems in distributed environments [213]. In this technique, a large number of
agents organize into a coordinated motion using three simple rules of cohesion, separation,
and alignment [214]. One potential application for this technique can be forming a setting
in which each agent is equally distanced from its neighbors [32]. This idea is applied to
propose simple and scalable protocols for the migration of virtual machines (VMs) in IoTs
cloud platforms [215].

Containment control is similar to distributed average tracking with multiple leaders.
However, in this technique, the control protocol guides the followers and their state de-
cisions to the convex hull formed by the leaders instead of leaders’ state averages [216].
This can be helpful in smart cities when a failure or accident happens in certain areas.
Containment control guides multi-agents such as autonomous robots to secure and remove
undesirable outcomes while limiting their movements into other populated areas in the
city [217]. In the surrounding control problems, the main goal is to protect a set of sta-
tionary or moving agents from possible threats surrounding them using other controlled
agents [218]. One of the main applications for this technique is unmanned ground vehi-
cles or unmanned surface vessels [219]. There are very few applications for containment
and surrounding control in the literature and this area needs further investigation to find
suitable applications in future connected smart cities [220].

One of the common goals in utilizing MASs is distributed optimization [49]. These
techniques cover problems such as constrained, unconstrained, dynamic, and time-varying
models. The applications for this domain of MAS control in smart cities are promising [221].
Examples of such applications are presented in energy [222,223], transportation [148,224],
health care [225], and supply chains [226,227]. Task allocations in cloud computing plat-
forms are considered as one of the main applications of distributed multi-agent optimization
in smart cities [220]. Distributed estimation can be also reformulated as a distributed opti-
mization problem in which the main goal is to reduce computation time and estimation
error by splitting the task between multiple agents [228,229]. Some of the variations for this
domain include distributed parameter estimation and distributed data regression using an
average consensus algorithm, and a distributed Kalman filtering algorithm [32]. One of the
main applications of distributed estimation in smart cities is monitoring the environmental
state using deployed sensors in the system [142]. The state estimation of wireless power
transfer systems in IoTs applications [230], and crowd sensing [231], are other examples of
distributed estimation in smart cities. Simulating real-world systems can be also considered
one of the initial applications of multi-agent systems [232].
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4.3.2. Control Techniques

In the literature, various techniques were applied for controlling multi-agent systems,
namely graph theory, game theory, control theory, and machine learning, which are con-
sidered the most commonly used techniques for this purpose [29,45]. There are also other
algorithms such as optimization and bio-inspired algorithms, which were applied for the
collective behavior of these systems [233].

Graph theory was applied for defining the structural controllability of multi-agent
systems [234]. One of the most frequently used techniques in this domain is to use a graph
Laplacian matrix to investigate MAS dynamics and convergence rates [67]. In the literature,
consensus problems were also investigated using an edge Laplacian matrix by defining the
edge state as a relative state difference for the edges [235]. The graph Laplacian spectrum
has the second smallest and largest eigenvalues and their ratios play an important role
in MASs control [236]. In recent literature, graph theory was mostly used for an initial
analysis of the network dynamics, and other complementary approaches were applied
to reach consensus states [237]. Applications of graph theory are not limited to using an
Laplacian matrix and, in some cases, only adjacency and valency matrices were applied to
investigate the network dynamic and its synchronization [238].

Game theory is another popular technique for modeling the dynamics and decision
making of rationale collaborator agents in MASs [239]. In most of the distributed games,
the main goal is to reach the Nash equilibrium while optimizing its own performance
metric [240]. Markov games or stochastic games are examples of the initial applications
of sequential multi-agent games that can be solved using dynamic programming (DP),
Q-learning, or linear programming techniques [45]. Uncertainties in an agent’s payoff and
reward/utility can be also modeled using Bayesian–Stackelberg games [241]. Evolutionary
games are other variations of game theory techniques applied for modeling the collec-
tive behavior of the agents, with bounded rationality repeatedly looking for equilibrium
points [242]. The majority of the MAS problems were solved using control theory and
its variations, such as adaptive control. For example, distributed model predictive con-
trol is widely applied for modeling different types of dynamics, with goals of regulation,
tracking, or economic considerations in the system [64]. A survey for online learning
control mechanisms in multi-agent systems was presented [194]. Neuro-adaptive optimal
control is considered one of the most popular techniques in controlling complex MASs
by solving an associated matrix of equations, such as the coupled Riccati equations or
coupled Hamilton–Jacobi equations [243]. In the literature, other traditional optimization
techniques such as variational inequality [106], duality theory [244], and the alternating
direction method of multipliers (ADMM) [245] were applied for optimizing the operations
of multi-agent systems.

Reinforcement learning is one of the well-known semi-supervised learning techniques
applied in the simultaneous learning and control of adaptive MASs [246]. The multi-
agent reinforcement learning (MARL) technique is usually applied for perceiving the
environment based on partial information, such as rewards and penalties received as
feedback from the previous actions and decisions [86]. Other techniques developed based
on RL include Q-learning and policy gradient techniques that try to learn the optimal policy
of the agents. The MARL techniques with networked agents are a special case of the MARL
algorithms, in which agents can communicate with neighboring agents in a time-varying
communication topology [247]. These algorithms were developed for both cooperative
and non-cooperative settings. Using RL in MASs is very challenging because of the joint
action space and dynamics generated with multiple autonomous decision makers that
make the environment nonstationary and difficult to be perceived [248]. Using an ensemble
of the policies is another technique proposed for designing control frameworks robust
to environmental change and nonstationary dynamics [249]. Reference [188] proposed
QMIX, which exploits a linear decomposition of the joint value function across agents
while keeping the local and global maximum value functions monotonically over standard
Q-learning. The other challenge is the high computation time for processing continuous
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states and actions in MAS settings modeled by the Markov decision process, Markov
game, or extensive form games [250]. In these settings, due to increasing number of
state action pairs, it is very challenging to approximate value function or optimal policy.
One of the main solutions for this problem is to apply deep reinforcement learning(DRL)
that integrates deep neural networks in the learning process of RL iterations [251]. Two
well-known variations of these techniques include deep Q-learning [252] and the deep
deterministic policy gradient (DDPG), which are designed based on actor–critic networks
with a replay buffer [253]. Policy gradient techniques such as DDPG perform better in
MASs due to the independence of approximation from system dynamics. Other challenges
of using RL-based control mechanisms in MASs include credit assignment problems that
reflect a lack of tracing agents’ actions and their influences on system outcomes [187]. This
problem may result in the emergence of lazy inactive agents not willing to contribute to
learning system dynamics. One of the proposed platforms for addressing this challenge is
counterfactual multi-agent (COMA) policy gradients using a counterfactual baseline that
keeps other agents’ actions fixed while marginalizing the actions of the single agent [185].
An overview of the reviewed techniques is presented in Figure 5.
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Figure 5. MAS control overview.

5. Evaluation Metrics

The next step in implementing adaptive MASs is their evaluation and validation. We
focus on two main factors for this topic that include the main performance indicators
applied for evaluating these systems and also existing test platforms and datasets applied
for this purpose.

5.1. Performance Indicators

The performance of MASs is calculated based on various factors, such as convergence,
stability, optimality, robustness, security, and other practical indicators, such as the quality
of services, security, scalability, and bandwidth utilization [46]. The performance of MASs
can also be measured based on more practical statistical and quantitative factors for outputs
and resource utilization, such as throughput, response time, the number of concurrent
agents/tasks, computational time, and communications overheads [254].
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Convergence is applied in many MASs techniques and is considered one of the main
performance criteria of the algorithm. The Nash equilibrium is a point and setting that
all agents will prefer in which no agent can gain any more by changing only its own
decisions. This point highly relies on its underlying assumptions, such as the rationality
and reasoning capabilities of the agents [255]. Since convergence is not practical in real-
world problems, researchers presented finite time convergence rules for controlling MASs.
The main drawback of these rules is their dependency to initial states that makes them
infeasible for cases with unknown initial states. Therefore, a fixed time stability rule is
presented that works well with any arbitrary initial state of the agents. This type of analysis
was tested for both time-triggered, and event-triggered systems and worked efficiently for
both categories of the problems. These assumptions are violated in the bounded rationality
and limitations of the mutual modeling of the agents. Moreover, it was shown that many
of the value-based MARL algorithms do not converge to a stationary NE, and we may
need to define cyclic equilibrium instead of unique states. To overcome this problem, some
of the recent techniques used regret concepts instead of NE, which measure performance
compared to the best static strategy of the agents.

Stability is one of the main indicators in evaluating the control mechanism of MASs.
This measure shows whether the proposed scheme will deviate the convergence of the
agents when facing future changes of the state and output of the system and distribu-
tions [256]. Lyapunov-based stability is known as one of the primary methods for testing
the stability of MASs [257]. The Routh–Hurwitz stability criterion was also applied for
a stability analysis of high-order consensus problems [258]. A system is also considered
stable if after disturbance its solution and state are bounded in a certain region. It was
proved that stability analysis for the cooperative control of heterogeneous agents with
nonlinear dynamics is more challenging and needs error compensation controllers to elim-
inate error dynamics for the equilibrium point [259]. Barbalat’s Lemma is an extension
for Lyapunov analysis that overcomes the limitations of this technique in handling the
stability of autonomous and time-varying nonlinear systems [260]. One of the measures to
evaluate the proposed control mechanism is optimality, in which the solution is compared
with the optimal solution of the centralized technique [64]. It is also important to quantify
the optimality gap or bounds that the solution deviates from in its equivalent centralized
problem solution [261]. Most of the MAS problems involve a nonconvex objective function
with the local optimum point. To improve the efficiency of the search of the agents, some
researchers defined conditions for the optimality of the consensus protocols [262].

Robustness is defined to reflect the control system’s capability in handling future exter-
nal unknown perturbations [263]. Determining the robustness of MASs with a large number
of nodes is an NP-hard problem such that its calculations require more complex techniques,
such as machine learning and neural networks [264]. There are specific considerations
that can help to increase the robustness of these systems. For example, it was shown that
existing feedback controls and responsibility declarations of the agents are very impor-
tant in system robustness [265]. The robustness of the system can be investigated against
perturbations of the coupling strengths [266], communication delays [267], and agents’
dynamics [268] by introducing required formulations and protocols. These conditions for
large open systems with a heterogeneous group of agents and unpredictable dynamics
were investigated in reference [269]. Increasing the number of agents and decreasing the
contribution of each agent on overall dynamics was considered an influencing factor in the
robustness of the synchronization of heterogeneous MASs [270]. Communications strength
and the nominal magnitude of the edge weights were identified as other important factors
for the robustness of consensus networks [271]. The security of MASs and their control
protocols need to be investigated for evaluating and adopting a suitable platform. The
analysis of security against the physical faults and cyber-attacks of sensors and actuators,
and surveys for recent advances, were summarized in reference [272]. The surveyed tech-
niques investigated the security from the detection of the attack or fault and the techniques
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and protocols proposed for secure and fault-tolerant control mechanisms. Another survey
investigated the security from access control and trust models standpoints [273].

5.2. Test Datasets and Platforms

There are multiple test platforms and datasets, which are mainly used for compar-
ing the efficiency of the proposed MASs control mechanisms. In machine learning, one
of the common platforms for testing MARL and other MAS techniques is MiniGrid in
Openai-Gym [274]. The TRACILOGIS platform is utilized for dynamic resource alloca-
tion and scheduling [275]. There are also two- and multiple-player games such as the
MultiStep MNIST Game, FindGoal, RedBlueDoors, and StarCraft II that can be used for
testing and comparing MAS techniques [90,128,276]. Other MAS control problems such as
consensus and containment control are tested using simulation on small-scale numerical
experiments with predefined equations for system dynamics and state changes, and their
initial communication topologies or Laplacian matrices [24]. There are also datasets such as
GraphGT from various domains for graph generation and transformation problems [277].
The SNAP data set [278] and the co-authorship network Hepth, communication network
AS, and interaction user network Stov are other examples of graph data sets that can be
utilized for testing and evaluating multi-agent network monitoring platforms [119].

6. Conclusions

This research surveyed the techniques proposed for designing and controlling adap-
tive multi-agent networked systems. These systems provide distributed frameworks for
implementing IoTs systems comprising smart nodes and devices. Agents in these sys-
tems reflect the required levels of reactivity, autonomy, proactiveness, and social ability
enabling the main system to resist possible external disturbances and internal failures. This
is considered as one of the main requirements for smart cities. Future cities will no longer
be considered as a set of disconnected systems, and they will change to interconnected
networks with millions of smart agents. These agents and subsystems will constantly
sense, monitor, plan, and communicate with each other to provide more adaptive, dynamic,
efficient, and reliable services for future citizens. To achieve this goal, we require new
perspectives, integrating existing advancements and variations in defining, monitoring,
planning, and evaluating multi-agent systems. This research reviewed and summarized
the recent advances to meet these requirements for the successful implementation of future
smart cities.

Most of the proposed MAS techniques in the literature were developed as separate
modules of the system for either designing and planning or evaluating these systems. Few
researchers linked the proposed techniques to establish a solid integrated framework that is
able to simultaneously monitor, adapt, control, and evaluate its performance. For example,
big-data analytics techniques are not fully linked to control techniques and their potential
applicability in reducing the computation steps of these search platforms is not fully
investigated in the literature. Integrating more advanced state monitoring platforms such
as clustering and pattern mining on the collected agents’ data streams enables the designing
of more customized frameworks for the various communities of the agents. Investigating
the potential advantages of state monitoring techniques in designing noise- and fault-
tolerant control mechanisms are other suggestions for future research in the MAS domain.

One of the other existing challenges that need to be addressed before using MASs for
smart city platforms is heterogeneity of the involved agents in the network. A smart city
should be able to efficiently control and monitor a wide range of heterogeneous systems
with different entities, actions, and information flows. Most of the problems in the literature
are simplified by defining initial assumptions on system structure, autonomy, and entity
types and dynamics. More investigations and research are required for evaluating the
proposed control mechanisms for heterogeneous systems, in which the agents not only
have nonidentical definitions and duties but also differ in levels of uncertainty, disturbance,
and noise.
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The other missing aspect in the existing literature is considering the high level of
environment uncertainty for systems exploring new platforms. The majority of the pro-
posed techniques in this domain suffer from high computation times for iterative search
to estimate system dynamics and best policy. Moreover, the recently presented MASs
techniques in the machine learning domain neglected the power of information sharing
and communication between agents, and the techniques still rely on a central processor for
storing, processing, and decision making. The reviewed literature highlighted the need
for revising these approaches to make them suitable for future distributed multi-agent
systems that are able to establish wireless communications with other agents while explor-
ing solutions for emerging complex situations, such as internal failure or cyber-attacks.
The control mechanisms can be also improved by utilizing middle agents for the matching
and abstracting of the signal-sharing process to reduce the computation time and increase
their convergence rates. Most of the techniques were developed for static platforms and
did not include potential changes in agents’ locations, communications, qualifications,
and reliability. Developing more general frameworks which are robust against episodic
dynamics with predictable cycles and trends is another great idea for empowering adap-
tive multi-agent networks. For the successful implementation of these systems on the
internet of things, it is necessary to constantly evaluate the systems and its changes to
prevent potential security issues that infected agents may cause. The control mechanisms
need to be designed in a more dynamic platform that can immediately react to changes
in agents’ availabilities, and thereby trust change. Designing and defining unique and
general performance indicators and test frameworks can also provide a fair measurement
for comparing existing techniques and determining their strengths and weaknesses in
controlling multi-agent networks with predefined features and requirements.
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