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Abstract
Advanced knowledge engineering (KE), represented by knowledge graph (KG), drives the development of various fields and 
engineering technologies and provides various knowledge fusion and knowledge empowerment interfaces. At the same time, 
advanced system engineering (SE) takes model-based system engineering (MBSE) as the core to realize formal modeling and 
process analysis of the whole system. The two complement each other and are the key technologies for the transition from 
2.0 to 3.0 in the era of artificial intelligence and the transition from perceptual intelligence to cognitive intelligence. This 
survey summarizes an advanced information fusion system, from model-driven to knowledge-enabled. Firstly, the concept, 
representative methods, key technologies and application fields of model-driven system engineering are introduced. Then, it 
introduces the concept of knowledge-driven knowledge engineering, summarizes the architecture and construction methods 
of advanced knowledge engineering and summarizes the application fields. Finally, the combination of advanced information 
fusion systems, development opportunities and challenges are discussed.

Keywords  System engineering · Knowledge engineering · Knowledge graph · Model-based system engineering · 
Information system

1  Introduction

System engineering (SE), also known as optimization tech-
nology and simulation technology, builds a cross-domain-
oriented full life cycle development framework based on 

the model. Model-based system engineering (MBSE) [1] 
was first proposed by INCOSE in 2007. It solves the overall 
development problem through formal modeling throughout 
the life cycle. On the other hand, knowledge engineering 
(KE) takes knowledge as the core, expresses knowledge and 
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automatically solves problems by computer with the help of 
artificial intelligence. The knowledge graph (KG) was first 
proposed by Google in 2012 [2], trying to solve the problems 
of semantic expression, knowledge storage and knowledge 
reasoning through the graph structure.

This survey expounds the researches of SE and KE 
according to their research timelines and methodologies 
and summarizes the combination direction of the two from 
the perspective of double driving. The contributions of this 
survey are as follows:

•	 This survey introduces the concepts, development, meth-
odological techniques and applications of SE and KE, 
respectively.

•	 This survey analyzes the typical representative technolo-
gies of advanced SE and advanced KE (MBSE &KG). To 
the best of our knowledge, MBSE can solve cross-domain 
data islands and achieve physical and digital mapping. At 
the same time, KG extracts and uses knowledge by draw-
ing structure, which is the key enabling means of cogni-
tive intelligence. Therefore, this survey summarizes the 
methods and advantages of MBSE and KG to inspire the 
researchers.

•	 Finally, this survey summarizes the technical advan-
tages of SE and KE and analyzes the research direction, 
opportunities and challenges of the future development 
of advanced information fusion system from the perspec-
tive of dual-driver combination.

The rest of the survey is organized as follows: in 
Sect. 1, we systematically elaborate on the concept and 
development of model-driven SE, analyze the various 
model approaches of traditional and advanced SE deeply 
and summarize the key techniques and application 
areas of MBSE. In Sect. 2, we analyze the concept and 

development of knowledge-driven KE in the same form, 
summarize the difference of methods between traditional 
KE and advanced KE in various stages and summarize 
the knowledge graph system architecture, construction 
methods, application directions and application fields. In 
Sect. 3, We systematically summarized the development 
trend of MBSE and KG two-way drive of advanced 
information fusion system and presented the opportunities 
and challenges in the future research field.

2 � Model‑Driven System Engineering

This chapter introduces the concepts and development of 
system engineering and then introduces the methods, the 
key technologies and the application fields of SE.

2.1 � System Engineering Development

System engineering can be traced back as early as the 1940s 
in the field of military engineering technology. The specific 
development timeline is shown in Fig. 1.

(1)	 Application Exploration Period

In 1940, Bell Labs divided system development into five 
stages: planning, research, development, application and 
general engineering, which is the embryo of SE [3]. In 1942, 
the Manhattan Project used SE to coordinate the specifica-
tion of atomic bomb development [4]. In 1970, NASA uses 
SE to send humans to the moon in the Apollo 13 project. 
Since then, a new era of SE development has been opened. 

(2)	 Theoretical Formation Period

Fig. 1   System engineering development timeline
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In 1957, H.H. Gourde and R.E. Mc Hall published the first 
SE textbook System Engineering [5]. In 1978, Qian Xuesen 
published Technology of Organization Management - System 
Engineering [6], which proposed the complete idea of SE. 
In 2007, INCOSE first proposed the concept of MBSE in 
Vision of System Engineering 2020. Advanced SE theory 
has matured.

(3)	 Intelligent Development Period

In 2015, INCOSE released System and System Engineering 
Definitions [7, 8], which defined SE as a way and means to 
make systems interdisciplinary. Since then, countries such as 
the USA, Germany and the UK have introduced SE into the 
digital transformation. Meanwhile, research institutes such 
as China aviation industry implemented MBSE-based digital 
twin applications in aircraft design [9]. In 2021, BUAA Reli-
ability Engineering Institute established a model-based reli-
ability system engineering (MBRSE) platform, which com-
bines reliability design (RSE) to further develop SE theory.

2.2 � Classical Methods of System Engineering

There are many methods in SE development, including tra-
ditional SE methods and advanced SE methods.

2.2.1 � Document‑Based System Engineering

(1)	 Hall Model

An SE three-dimensional analysis model is based on time 
dimension, logical dimension and knowledge dimension. 
The main methods are intuitive empirical methods, such as 
brainstorming (BS) [10] and synectics method [11], etc.; 
forecasting, such as Delphi method [12], scenario analysis 
[13], time series forecasting method [14], etc.; structural 
model method, such as interpretative structural modeling 
method (ISM) [15], graph theory [16], etc. The Hall model 
establishes the theoretical framework of DBSE. However, 
there are some problems such as node knowledge limitation 
and low portability. 

(2)	 V-Model and V &V Model

An SE rapid development model that emphasizes model 
testing. Based on the waterfall model, the system design 
and integration process are related through model testing 
and developed into a V &V model [17], focusing on con-
currency and risk management. Common methods include 
Delphi method and analytical hierarchy process (AHP). For 
example, Wang [18] proposed the 1 + X education resource 

evaluation framework based on Delphi method. V model 
and V &V model can realize visual management in complex 
systems. However, there are some defects such as difficult 
backtracking, large rework amount and low flexibility. 

(3)	 Spiral Model

A risk-driven SE method, which carries out risk identifica-
tion, risk analysis and risk control for activities in each stage 
in advance. Applicable to interdisciplinary complex SE, 
such as B The OSCEs (objective structured clinical examina-
tions) proposed by kumaravel [19] et al., is used to evaluate 
the medical ability of students. Spiral model focuses on the 
development of prototype system, which has the advantages 
of flexible design and controllable interaction, but it relies 
heavily on risk identification.

In addition, DBSE includes feedback models, elliptical 
models and circular models. DBSE has been successfully 
applied in the space industry in the early years, but gradu-
ally unable to cope with the system complexity brought by 
the development of information and network. Therefore, 
MBSE came into being.

2.2.2 � Model‑Based System Engineering

(1)	 MBSE
	   A formal application of a modeling approach that 

supports activities such as demand, design, analysis, 
validation and validation through the life cycle. Com-
pared with DBSE, it has the following advantages: 1) 
integrated design, covering the full life cycle, guaran-
teeing consistency management, traceability manage-
ment and complexity management; 2) multidisciplinary 
collaborative validation, through simulation technol-
ogy to achieve system pre-validation and interdiscipli-
nary optimization; and 3) features are unambiguous, 
graphical models are used to accurately and uniformly 
describe system functions, standardize system design 
and transfer information without ambiguity. Currently, 
MBSE is the mainstream application and research 
method in large and complex systems in many fields.

(2)	 MBRSE
	   Model-based reliability system engineering 

(MBRSE) [20] was proposed by the School of Reli-
ability and System Engineering, Beihang University in 
2021. Based on product, fault and environment models, 
it cognizes and applies failure rules according to model 
evolution and achieves closed-loop optimization and 
control of failure. The deep combination of MBSE and 
reliability system engineering (RSE) is an important 
development direction of advanced system engineering 
in the future.
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(3)	 MBSE-Based Digital Twin

A data analysis framework [21] that combines MBSE with 
cyber-physical systems (CPSs). Based on high-precision 
digital system model (DSM), this framework constructs a 
mirror of physical entities in digital space, maps the entire 
life cycle process of corresponding entities and provides 
management, integration and analysis capabilities. It has 
the technical features of all element modeling definition, 
all data collection and all decision simulation. Essentially, 
it is to establish a digital mirror (DM) [22] of physical 
entities in SE.

In summary, SE can be divided into DBSE and MBSE 
as shown in Table 1.

2.3 � Key Technologies

2.3.1 � MBSE Modeling Language

Including DSL, UML, SysML, etc., [23] DSL refers to 
the setting language for a specific field, which has strong 
description ability for a specific range and solves the com-
munication and consistency problems of MBSE. It can be 
divided into internal DSLs such as Kotlin DSL and groovy 
DSL, and external DSLs such as regular expression, XML 
and Markdown. SysML is a general graphical modeling lan-
guage. It is reused and extended based on Unified Modeling 
Language (UML), which formally represents the system 
requirements, functions and processes in SE, and effectively 
solve the consistency problem of different model languages.

2.3.2 � MBSE Formal Methods

A method of normalizing formal structure in SE through 
logic science, combining mathematical analysis and com-
puter verification to improve reliability and robustness, is 
applied to highly integrated SE that pays attention to safety, 

including formal specification (FS) and formal verification 
(FV). FS uses DSL to induce the logical relationship of the 
system, including process algebra language CSP, CCS, etc., 
and sequential logic language PLTL, CTL, etc. FV verifies 
whether the formalized system meets the design require-
ments can be verified by automatic theorem proving tools 
such as CoQ [24] and lean [25], or distributed verification 
tools based on time sequence such as UPPAAL [26], TLA 
[27], Spin [28, 29].

2.4 � Advanced System Engineering Applications

System engineering has full life cycle data processing 
capabilities. International enterprises such as SIEMENS, 
DASSAULT, PTC, Ansys, AVEVA, Microsoft and Unity 
have continuously developed system engineering appli-
cations. Based on industry requirements, model-driven 
system engineering application systems, including GE 
Predix, SIEMENS COMOS, PTC ThingWorx and Jupiter 
Digital Twin Platform have been built [30–33]. Advanced 
SE has been studied and practiced in many fields and can 
be summarized as urban governance, industrial manufac-
turing and health care. 

(1)	 Urban governance
	   with the increasing scale of the city, MBSE builds 

a city image in the virtual space using urban facilities 
and human behavior learning to predict the changes 
of the city state [34]. Optimize the comprehensive 
management of traffic information [35]. In addition, 
by building an environmental assessment model based 
on MBSE to detect air pollution and greenhouse gas 
emissions [36], we can also reduce pollution emissions 
and protect urban ecology.

(2)	 In industrial manufacturing
	   in the modular production process, MBSE manages 

each life cycle stage of manufacturing in series [37] and 

Table 1   Comparison of system engineering methods

Traditional DBSE Advanced MBSE

Technical features Mechanization, electronics, automation and scale Networking, intelligence and digital transformation
Organizational model Specialization in specific industry areas Value chain integration in all fields
Theoretical basis Hall Model, Waterfall Model, V Model MBSE, MBRSE, Digital Twin
Drive data Natural language-based documents, etc. Model-based on standard language
Cons/Pros Semantic ambiguity, text static, low text relevance, pas-

sive delay of demand change, etc.
High consistency, traceability, dynamic correlation through-

out the life cycle and real-time global response to demand 
changes

System characteristics Electromechanical System [Number of parts + lines of 
source code]< 106

Cyber-Physical System [Number of parts + lines of source 
code]> 106–107

Authentication method Test + Simulation Modeling simulation + Cross-Domain Experiment + Cloud 
computing

Application scenarios Professional integration + data island Model-based cross-domain full life cycle management
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realizes the visual display of product manufacturing 
[38]. At the same time, MBSE supports cross-domain 
designer information interaction, including intelligent 
order scheduling, system decision support and other 
operations, integrates, analyzes and processes informa-
tion flow and realizes data exchange more efficiently.

(3)	 Health Care

With the help of medical Internet of Things equipment, 
MBSE has established a new medical simulation method 
to conduct real-time perception of the patient’s body data 
[39], track health care data such as diet, sleep and exercise, 
evaluate health status and give diagnosis results and treat-
ment plans. In addition, combined with VR, AR and other 
technologies, digital twin technology based on MBSE 
makes remote surgery possible [40].

3 � Knowledge‑Enabled Knowledge 
Engineering

This chapter first introduces the development of knowledge 
engineering and then introduces the architecture, methods 
and applications of advanced KE.

3.1 � Knowledge Engineering Development

Knowledge engineering can be traced back to the expert sys-
tem in the last century. The knowledge graph development 
timeline is shown in Fig. 2.

(1)	 Embryonic Period–Expert System in 1965, E. A. Fei-
genbaum presents expert systems (ESs) [41] for making 
decisions based on expert knowledge. In 1968, Quil-
lian proposed semantic network (SN), which consists of 
connected nodes (concepts or objects) and edges (rela-
tionships between nodes). Since then, knowledge base 

(KB) and knowledge representation (KR) have become 
hot spots.

(2)	 Development Period–Semantic Web in 1977, E. A. Fei-
genbaum proposed knowledge engineering (KE) [42], 
which uses artificial intelligence, takes knowledge as 
the object of processing and uses computers to solve 
problems. In 1980, McCarthy proposed ontology [43], 
which describes the world by building ontologies. In 
1989, Tim Berners-Lee invented the World Wide Web 
(WWW) [44], and in 1998 introduced the semantic 
web (SW) [45], which made network data machine-
readable. After the WWW was combined resource 
description framework (RDF), knowledge representa-
tion and reasoning were acquired. In 2006, Berners Lee 
proposed linked data [46], a semantic web ecosystem 
for data disclosure and data linking.

(3)	 Big Data Era–Knowledge Graph

In 2012, Google introduced the concept of knowledge graph 
to improve the return quality and query efficiency of search 
engines and provide structured information around topics. 
Since then, KG has become the key technology of advanced 
KE. In 2021, the Institute of Artificial Intelligence of Tsin-
ghua University and others released the Research Report 
of Cognitive Graph, which uses KG, cognitive reasoning 
and logical expressions to form a cognitive graph, enabling 
knowledge to be understood and used by machines, realizing 
intelligence from perception to a critical breakthrough in 
mental intelligence.

KE has mainly experienced three development stages, and 
the data comparison of each development stage of KE are 
shown in Table 2.

3.2 � Advanced Knowledge Engineering Architecture

The architecture of KE is shown in Fig. 3. It first obtains 
and processes raw data (unstructured, semi-structured and 
structured), then extracts information elements through 

Fig. 2   Knowledge engineering development timeline
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entity extraction, relation extraction, attribute extraction and 
other knowledge extraction methods and performs knowl-
edge fusion of entity links, entity resolution, entity align-
ment, etc., based on knowledge representation methods such 
as EDF, RDFs, OWL, etc., extracts knowledge facts from 
the original database and third-party databases, and builds 
knowledge base to realize knowledge computing of graph 
mining calculation, entity reference, rule-based reasoning, 
etc., and finally realizes knowledge application.

3.3 � Advanced Knowledge Engineering Methods

The main methods of KE can be divided into knowledge 
extraction, knowledge fusion and knowledge processing.

3.3.1 � Knowledge Extraction

Knowledge extraction (KE) focuses on extracting impor-
tant information elements from heterogeneous data, mainly 
divided into named entity recognition and relationship 
extraction. 

(1)	 Name entity recognition Name entity recognition 
(NER) identifies entity types with specific meanings 
from text. The main methods include rule-based 
NER identifies entities by matching rules between 
the marked data and the natural text according to the 
expert rule template; Statistical-learning-based NER 
focuses on the problem of sequence labeling through 

Table 2   Comparison of development stages of knowledge engineering

Expert system Semantic web Knowledge graph

Data scale  Experts build knowledge base data 
volume < 105

Build knowledge base and inference 
engine manually data volume: 104
–106

Automatic construction based 
on machine learning, natural 
language processing and other 
methods Data volume> 109

Knowledge representation Production rules, semantic networks, 
logical patterns scripts, etc.

Value chain integration in all fields RDF triples and attribute maps, etc

Application scenario Simulate expert thinking, carry out 
active reasoning and judgment and 
solve problems

Logical reasoning, (certainly & 
uncertainly reasoning)

Fact knowledge retrieval and rea-
soning task capability

Fig. 3   Architecture of knowledge engineering
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the semantic features of the text, and uses the model 
to identify after iteratively calculating the training set; 
deep learning-based NER is the mainstream method at 
present.

(2)	 Relation extraction
	   (RE), after NER, establishes semantic links between 

entities to form triple knowledge for discretized seman-
tic relationships. The main methods include rule-based 
RE, which constructs rules manually, has the advan-
tages of high accuracy and strong targeting, but relies 
heavily on manual operation and high cost; statistical-
learning-based RE divided into three categories. Super-
vised RE acquire features through sequence markers 
and context relationships. Semi-supervised RE requires 
only a small amount of manual label data. Unsuper-
vised RE do not require manual labeling and have a 

strong migration ability; deep learning-based RE auto-
matically extracts features and mines hidden informa-
tion through a large number of training, is the main RE 
method at present. The common knowledge extraction 
methods is shown in Table 3.

3.3.2 � Knowledge Fusion

Knowledge fusion (KF) transforms the obtained facts into 
a structured knowledge system. The main methods are as 
follows: 

(1)	 Entity Disambiguation Entity disambiguation (ED) 
solves the problem of polysemy, is divided into cluster 

Table 3   Common knowledge extraction methods

Method Model Characteristics Data sets F1/%

NER BILSTM-CRF [47] Capturing past and future features depends on feature engineering CoNLL2003 90.1%
NER GRN [48] Using GRN to capture long-term dependency context information CoNLL2003 92.0%

OntoNotes5 87.7%
NER LGN [49] Modeling text entity extraction problem as a graph node classification problem in 

graph networks
MSRA 93.4%

Weibo NER 95.3%
NER W2NER [50] Modeling adjacency relationships between entity words and next adjacent and tail 

word relationships
CoNLL2003 

ACE2005 
CADEC

93.0% 
86.7% 
73.2%

ER depLCNN [51] Using shortest dependent path and negative sampling to avoid interference of 
unrelated sequences

SemEval2010 84.0%

ER STGCN [52] Converting a dependency tree to a weighted graph connection node Semeval2010 86.0%
ER ChMEL [53] Extracting entity relationships across sentences or paragraphs from chapter level SemEval2010 85.9%
ER GDPNet [54] Using GGG to generate multi-view edges, the graph is refined by DTWPoo DialogRE 80.2%

Table 4   Common knowledge fusion methods

Method Model Characteristics Data sets F1/%

ED DNN-ED [55] Directly optimizing document and entity representations for a given similarity measure TACKBP2010 94.0%
ED MCE-ED [56] Encoding references, contexts and entities in continuous vector space to entity disambigu-

ate
TACKBP2009
TACKBP2010

82.3%
83.9%

ED LNA-ED [57] Entity embedding, neural attention mechanism on local context window and differentiable 
joint reasoning stage

AIDA MSNBC 92.22%
93.7%

ED ExtEnd [58] Define the task as a text extraction problem, which is solved by two transformer-based 
architectures

AIDA MSNBC 90.0%
94.5%

EA IPTransE [59] Encoding jointly various KGsin entities and relationships into unified low-dimensional 
semantic space.

DFB-1
DFB-2
DFB-3

86.5%
82.2%
47.4%

EA MuGNN [60] Learning alignment-oriented KG embedding through multichannel robust coding of two 
KG

DBP 89.7%

EA PREA [61] Abstracting the existing EA methods into unified framework Shape-BuilderAlignment DBP 92.9%
EA SelfKG [62] Reconsidering the use of supervision in EA to align entities with same meaning in different 

KGs
DBP 91.3%
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disambiguation and link disambiguation. Clustering 
disambiguation aggregates entities with high similar-
ity by comparing similarity. Link disambiguation is to 
disambiguate the corresponding target by referring to 
the linked entity.

(2)	 Entity Alignment Entity alignment (EA) uses the attrib-
ute information of entities to determine whether dif-
ferent entities can be aligned and calculates the entity 
similarity method by mapping entities and relationships 
to low-dimensional vectors. The common knowledge 
fusion methods are shown in Table 4.

3.3.3 � Knowledge Processing

Knowledge processing (KP) transforms the obtained facts 
into a structured knowledge system. The main methods are 
as follows: 

(1)	 Ontology Construction
	   Ontology construction obtains the ontological data-

base through the similarity calculation of entity rela-
tions, the extraction of superior and subordinate rela-
tions and the generation of ontologies, and provides the 
definition, principle and theory of specific fields.

(2)	 Knowledge Reasoning
	   Knowledge reasoning infers entity relationships and 

constructs new relationships based on entity relation-
ship data in the knowledge base, thus expanding and 
enriching the knowledge base network.

(3)	 Quality Evaluation

Quality evaluation screens knowledge, ABC quantifies 
the trustworthiness of knowledge and discards low-quality 
knowledge data to ensure the quality of knowledge base.

The common methods of knowledge reasoning are shown 
in Table 5:

3.4 � Knowledge Engineering Application

Structured KE has the ability of efficient data processing and 
knowledge reasoning, and has been applied in various fields. 

(1)	 Smart finance KE stores massive data such as financial 
information and investment data in the form of triples, 
mines relationships, carries out financial recommenda-
tion, investment inquiry, customer mining and so on. 
At the same time, KG can realize intelligent risk iden-
tification and independent early warning.

(2)	 Smart Medical

KE integrates medical data, assists doctors in decision-
making and provides personalized medication services. The 
intelligent question and answer system based on knowledge 
atlas can realize intelligent inquiry. At the same time, KE 
can build clinical decision support (CDS) composed of KG, 
reasoning engine and medical experts. 

(2)	 Smart City

KE extracts citizen attributes, excavates service site loads 
and proposes optimal policies to provide effective decision-
making and reference for city management. Implement traf-
fic analysis and modeling of urban services, urban traffic 
management and public data mining. Moreover, the City-KG 
can generate dynamic management information to dynami-
cally warn the city security and avoid potential risks.

4 � Advanced Information Fusion System

This section firstly introduces the information fusion system 
of KE and SE and summarizes the development ideas and 
emerging technologies of KG for MBSE and MBSE for KG.

4.1 � Information Fusion System of KE and SE

In the era of AI 3.0, perceptual intelligence is turning to 
cognitive intelligence. The fusion of KE and SE can effec-
tively help the realization of knowledge empowerment. 

Table 5   Common methods of knowledge reasoning

Reasoning classification Main idea Typical method

 Graph structure & statistical rules Using graph structure to mine the rules contained in 
KG for reasoning

SFE [63], HIRI [64], PRA [65], CPRA [66]

Representation learning Representation of entity relations by vectors, matrices 
and tensors

TransE [67], RESCAL [68], DistMul [69], ANAL-
OGY [70]

Neural network Vectorizing fact tuples, continuously training the out-
put scores of the neural network to select entities

InteractE [71], Convolutional 2D [72], NTN [73]

Hybrid reasoning Reasoning by mixing the advantages of each modes Rules & Distributed KR [74], HNN & Distributed 
KR [75]



93A Survey of Advanced Information Fusion System: from Model‑Driven to Knowledge‑Enabled﻿	

1 3

Recently, due to the increasing requirements of information 
systems on data, models and knowledge, the development 
of advanced KE and SE has made the information fusion 
systems important. On the basis of retaining the original 
system characteristics of advanced KE and SE methods, 
the advanced information fusion system has been upgraded 
from model-driven to knowledge-enabled through a variety 
of fusion forms of KG and MBSE.

Advanced information fusion system was mainly applied 
in the aerospace field in the early stage. For example, NASA 
integrated digital thread with knowledge architecture and 
realized the domain integration of knowledge management, 
information architecture and data science through digital 
twins [76, 77]. At present, informatization and digitaliza-
tion have promoted information fusion systems to many 
fields. Based on the original MBSE information system, 
SIEMENS, DASSAULT, Microsoft and other enterprises 
integrate KG technology, expand the range of associated 
data, map multisource production models and provide visu-
alization of complex networks [33, 78].

The combination of SE and KE brings a new vision for 
future development. KG enables MBSE, which intelligently 
implements structural design, reliability design, knowledge 
penetration and so on. Meanwhile, MBSE offers KG formal 
modeling, data chain governance, digital twinning, and more 
from a new perspective. This chapter summarizes the idea 
and technology of combining KE and SE in advanced infor-
mation fusion system.

4.2 � KG for MBSE

MBSE data processing is based on empirical methods and 
domain rules. The introduction of KG provides specific solu-
tions to the structural design, reliability and security prob-
lems of system engineering.

4.2.1 � Design Method of Span Structure

MBSE relies on traditional data storage methods and has 
optimization space for storage, query and reasoning. The 
introduction of KG brings the following advantages:

(1)	 Data Integration The existing MBSEs a have weak 
ability to integrate the same model, different sources 
and different forms. KG can use GOPPRRE, OWL 
and other methods to regularize the pre-processing of 
MBSE model, build a structured knowledge map for 
the whole life cycle and ensure the consistency and 
integrity of module data. For example, Zuheros [79, 
80] et al. proposed to use LSTM to encode the context 
information of the target entity without using external 
resources such as knowledge base.

(2)	 Graph Fusion MBSE has problems such as data mainte-
nance, redundant documents and understanding ambi-
guity. KG can provide RDF standard data model [81]. It 
can use visualization technology to describe the knowl-
edge and relationship of MBSE, such as DB2RDF [82] 
and SQLGraph [83]. It takes into account the physical 
structure of relational tables and the logical structure 
of graph models [84].

(3)	 Multimodal Embedding MBSE relies on expert experi-
ence to artificially represent data and query models, and 
traditional data query methods cannot meet large-scale 
dynamic query requirements. Deep learning-based KG 
can automatically learn hidden features and identify 
synonym models from MBSE when domain knowledge 
is scarce. For example, large-scale concept ontology 
for multimedia (LSCOM) [85–88], core ontology for 
multimedia (COMM) [89], etc.

4.2.2 � Implementation of Highly Reliable Model

MBRSE is an important research direction in SE. The intro-
duction of KG helps the combination of MBSE and RSE in 
the following ways: 

(1)	 Sensitive Data Supervision MBSE’s model data are 
stored and transmitted on a variety of device ports. 
Sensitive data leaking will lead to information loss and 
system security problems. Security knowledge map can 
protect MBSE’s network data, establish ontology-based 
security knowledge ontology framework and construct 
structured knowledge base of smart security domain 
by threat modeling, such as STUCCO [90], UCO, 
MALOnt [91], etc.

(2)	 Failure Behavior Analysis When MBSE conducts 
potential failure modes and consequence analysis (e.g., 
FMEA, FTA, FA, etc.), there is a problem of failure 
relationship split. With the help of NLP training model, 
failure induction KG can be constructed to achieve 
intelligent fault diagnosis and failure attribution analy-
sis and reduce the loss caused by failure.

(3)	 Attack Investigation

MBSE’s single-step attack warning cannot meet the require-
ments of network early warning. Security reasoning KG can 
determine attack source, attack medium and attack path. 
It is an important technology for MBSE from passive to 
active defense, such as CVE [92], CCE [93], CVSS [94] 
and CAPEC [95]. At the same time, associating security 
knowledge map with log semantics can analyze attack path 
by graph, such as extracting the semantics of attack behavior 
proposed by Zeng J [96], inferring node semantics, enumer-
ating all behaviors.
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4.3 � MBSE for KG

KG is conducting further research in several fields, and the 
intelligent integration with MBSE provides specific ideas for 
the development of cognitive intelligence.

4.3.1 � Data Chain Governance

Accurate extraction and rapid aggregation of KG knowledge 
relies on high-quality data, and MBSE offers the following 
data chain governance advantages: 

(1)	 Discovery of All Cycle Data KG automatically finds 
datasets from a data warehouse (DWH). Combined 
with MBSE, it provides data integration and descrip-
tion for each stage. At the same time, ML-based data 
discovery can further enhance the ability of data query 
[97–99]. For example, Aurum proposed by Fernandez 
et al., based on hyper-graphic data discovery system, 
provides queries for search datasets according to user 
needs.

(2)	 Cleanup of All System Data KG does not have a good 
way to handle dirty read. MBSE provides high-quality 
data by detecting and repairing periodic datasets in 
advance. For example, an active cleaning framework 
based on machine learning proposed by Wang [100] 
et al., selects records that maximize model performance 
and iteratively processes them.

(3)	 Annotation of All Domain Data

KG relies heavily on data quality in model training. MBSE 
can provide high-quality labeling services, which can tag a 
large amount of training data for KG using experts in various 
fields, industry knowledge base and enterprise crowdsourc-
ing, for example, platform [101] such as Mechanical Turk, 
Figure-eight, Crowd-Flower, Mighty AI, or domestic Baidu 
public test, Ali Crowdsourcing, etc.

4.3.2 � Digital Twin Management

KG lacks complete cross-domain engineering management 
capabilities. MBSE-based digital twins (DT) provides a grip 
for accelerating KG applications. 

(1)	 DT-based System Analysis Systems analysis of KG 
applications is incomplete, and the introduction of 
DT can improve interpretability. In the digital simula-
tion system, cluster method, factor analysis, co-word 
analysis is processed, and the feature vector of the 
knowledge map is centrally sampled to make the model 
explanatory. Finally, the model is further understood in 
the form of visualization.

(2)	 DT-based Security Perception

KG relies on traditional security detection methods and has 
insufficient processing power to determine hidden threats, 
dynamic threat assessment, threat event mining and so on. 
MBSE-based DT can effectively analyze data and monitor-
ing systems and build a knowledge base of KG’s heterogene-
ous cyber security information (HCSI) intelligent security 
domain to achieve visual security awareness and detection.

5 � Conclusion

Advanced SE takes MBSE as its core and can process 
large data throughout its life cycle. Meanwhile, advanced 
KE takes KG as its representative and is the key enabling 
tool for cognitive intelligence. Both SE and KE are looking 
for new interdisciplinary possibilities. This survey reviews 
the research and application of SE and KE and introduces 
their concepts, development, methods and applications, 
respectively. In addition, we analyze and discuss the devel-
opment form of advanced information fusion system from 
model-driven to knowledge-enabled. Hoping this review can 
provide theoretical references and innovative ideas for the 
research and development of advanced information fusion 
system.
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