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1 Introduction

Mobile wireless networks can be classified in two major catieg: cellular net-
works(also known ainfrastructured networksandad hoc networkswWhile cellu-
lar networks are characterized by having fixed and wiredwmte pase stations
which are responsible for routing the messages, ad hoc rietvave no fixed in-
frastructure and all nodes are capable of movement, whiehrdaes the network
connectivity. Ad hoc nodes can communicate directly onlyhvihe nodes that
are immediately within their transmission range. To comitate with the other
nodes, an intermediate node is used to forward the packattiie source toward
the destination. Therefore, in ad hoc networks, nodes reeddperate in order
to maintain connectivity and each node may act as a routéhelsequel, we will
focus on ad hoc networks.

1.1 The Characteristics of Mobile Ad Hoc Systems

The main characteristics of ad hoc systems are that theyetdrerganizing, fully
decentralized and highly dynamic. If these charactegdiiunit the applicability
of models and systems built for the wired networks, on thewtiand they pro-
vide opportunities for a range of new and interesting apgibnis: conferences,
meetings, wireless communication between vehicles in tfic, disaster relief,
rescue missions, and battlefield operations. Such scengpaally lack a central
administration or wired infrastructure and, hence, ad hyatesns are particularly
appealing for them. In the following paragraphs, we dis¢hesmajor challenges
in designing systems based on mobile ad hoc systems [1].

Networking. Wireless communication is much more difficult to achieventha
wired communication because the surrounding environnméetadcts with the sig-
nal, blocking signal paths and introducing noise and ech&ssa result, wireless
connections are of lower quality than wired connections:

1. Lower bandwidths
2. Higher error rates;
3. More frequent spurious disconnections.

These factors can in turn increase communication lateneytauetransmis-
sion, retransmission timeout delays, error control protgrocessing, and short
disconnections. Moreover, mobile hosts can move indeplydigom each other,

Cutting-edge products for portable wireless communicatiachieve from 9.6 Kbps to 4 Mbps
(IrDA) for infrared communication, from 1 to 11 Mbps (8021)1and from 6 to 54 Mbps (802.11a)
for radio communication , and 9-14 Kbps for cellular telephavhile Ethernet provides 10 Mbps,
Fast Ethernet and FDDI 100 Mbps, ATM 155 Mbps, and Myrinet d&HMoreover, for the broad-
cast nature of wireless communication, the bandwidth aléity per user is dependent on the num-
ber of users communicating in that area.



which adds unpredictability to the network topological mpes. Indeed, connec-
tivity among devices is determined by their relative disaand, so, by their move-
ment.

Most of today’s systems have been designed to be operatedavired envi-
ronment where network unavailability (or large bandwiddgihdation) represent
more exceptional situations than a peculiarity of the nétwitself. As a result,
their protocols cannot be used in the mobile environment.

A relevant example is given by TCP which, while being one @f iost pop-
ular and widely used end-to-end protocols for the Intempetforms poorly in the
wireless environment. This is because the assumptions wideh TCP was de-
signed do not hold for wireless networks. In particular, T€&mRsiders network
congestion to be the primary cause of packet loss and retiemeasuring the
round-trip time (RTT) and packet loss to conclude if conigeshas occurred in
the network. In addition, TCP assumes that nodes in the aretstatic and only
performs flow control and congestion avoidance at the soamdethe destination
nodes. However, mobility of nodes in a connection can resytacket loss and
long RTT (while the route to the destination is repaired).PTi@isinterprets these
as due to network congestion and, so, reduces its transmigsndow size and ini-
tiates the slow start phase, where the sending data ratereased slowly, which
significantly reduces unnecessarily communication thinpug) performance [2].

Several proposals have been made to extend TCP for supgpdtintnad hoc
environment. TCP-F allows the source to be informed of agrdigconnection as
a result of node mobility. Upon receiving such a notificativrenters a SNOOZE
state, in which it suspends data transmission, freezamigsg, congestion window
size, and values of other state variables until a route repassage is received.
At that time, data transmission is resumed and all timerssaatt variables are
restored as they were before the disconnection [3]. Anaipproach is given by
TCP-BuUS, which is described in [4].

The concept of a client initiating service requests to aeyefar execution
and awaiting results to be returned may not be reasonabld¢odlimitations in
bandwidth and power. Indeed, networking paradigms needowertoward asyn-
chronous operations, e.g., preferring prefetching ang vadte-back schemes to
RPC. In disconnected operation (i.e., a mobile host mayniitteally decide to
disconnect itself from the network and work only locally)ettraditional notion of
strong consistency may have to be modified to become lesitigst Consistency
may have different levels and, in particular, there may niedxst tolerance of some
bounded inconsistency.

Perhaps the concept of remote programming as used in magldsais more
applicable since it may reduce the interactions exchangéaden the client and
server over the wireless media. For instance, while in a@ational routing proto-
col the control information exchanged can be large andresliimited scalability
of the algorithm, agent-based routing protocols limit theoant of network mes-
sages only to that necessary for agents’ migration. Theiglemhave agents to
perform local computation on some network nodes and themateighe agents
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so as to spread the results of their computations (e.g.,hadistovery) over the
network. This contrasts with conventional routing prolecshere each node per-
forms a local computation on the control information disseted through the
network.

Unlike single wireless link failures, partitioning of addoetworks may be due
to a large-scale topological change, attributed to theetated movements of one
or more groups of nodes. By capturing the essential chaistide that represent
such correlated mobility patterns, one can derive infoimmagbout the changing
network topology and, therefore, be able to predict futusemvork partitioning
events for the purpose of building more stable end-to-emsections (seg 2).

Mobile Device Limitations. The implications of portability for mobile devices
are small size and weight, and dependence on battery poweait] Sze and weight
means restricted memory size, small storage capacity, imdted user interface
(both data entry and data display). Various techniques eamskbd to cope with
the problems of limited memory such as compressing file systeompressing
virtual memory pages, accessing remote storage over theretusing interpreted
script languages instead of compiled object codes, sinogpibed object codes
can occupy more space. General Magic’s Telescript and ApdwvtonScript are
examples of such languages.

Batteries are among the largest sources of weight in a mabitke. While
reducing battery weight is important, too small a batteny aadermine portabil-
ity, requiring users to have to recharge frequently, capare batteries, or use the
mobile host less. Power consumption is proportional'ié? f, whereC is the ca-
pacitance of the devices and inter-device connectibhis, the voltage swing, and
f is the clock frequency. Power can be saved by (1) increabimy/L Sl integra-
tion level so as to reduc€, (2) redesigning chips to operate at lower voltage
and (3) reducing clock frequency dynamically in order ta&aff computational
speed for power saving.

Power can be conserved by efficient operation as well. Povegragement
software can power down individual components when theeeidie. Appli-
cations can conserve power by reducing the computatiordilcammunication
needs. Wireless transmission, reception, retransmisaimhbeaconing operations
all consume power. Many existing routing protocols usedqatci transmission of
route update messages to maintain the accuracy of routitgstaln wireless net-
works, beaconing can also be used to sense the presencglabmeing nodes and
then indicate the spatial, temporal, connection, and sigadility of these nodes.
Hence, the power consumed as a result of beaconing and itcirop existing
applications need to be limited.

System Properties. The principal properties [5] to maintain when designing a
robust mobile systems can be summarized as follows:

o Availability. Availability represents the survivability of the netwas&rvices
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despite failures even in presence of security attacks, @egial of service
attack). The solutions to provide availability in tradil distributed sys-
tems have to face, in ad hoc networks, additional comptioatdue to node
mobility. On the other hand, denial of service attacks avedeed by the
intrinsic broadcast nature of communication in a mobilevoek.

e Confidentiality Confidentiality measures the absence of unauthorized dis-
closure of information. One solution can be a public keyasfructure,
which can offer integrity and nonrepudiation. In a publig/ kefrastruc-
ture, each node has a public-private key pair. Also a trustied party, i.e.,

a Certification Authority for key management is needed or the keys have
to be delivered in advance. Pre-delivered keys may be pitgbecause in
ad-hoc networks the usage of a single service point is nbtevid he service
may be replicated, but this is not an easy task in partitimabvironment
such as ad hoc networks. Moreover, use of asymmetric emgnyptay be
limited by the computational capacity of the mobile host.

e Integrity. Integrity is the absence of improper system state aleratiach
as a corrupted message being transmitted. A message couloriopted
because of benign failures, or because of a malicious attatke network.

e Security Security is the concurrent existence of availability fatteorized
users only, confidentiality and integrity with "improper’eaning "unautho-
rized”. There is a number of threats to security in ad hocesyst as there
is a number of safeguards and countermeasures; the readéeried to [6]
for these issues.

Context Awareness. In wired networks, the classical approach to communica-
tion is to hide the underlying communication layer, to whitloest of the error
handling would be left (recall that for wired networks, liakd host failures are
considered to be mostly rare events).

In mobile networks, the role of the network in an applicatiofrastructure
is predominant and network events like partitioning andt masbility cannot be
handled in a transparent manner (in the operating systemtbeimiddleware, for
example) without limiting the scope of the potential apgiions. Therefore, an
opposite tendency has emerged, i.e., to expose the moltil@nkeevents to the
application, which must be responsible for dealing withnhe

Pushing this idea further, the applications become awatbeosurrounding
environment in which they run and be capable of adapting. t€iintext-aware
computing is a mobile computing paradigm in which applmasi can discover
and take advantage of contextual information such as haedvesources, user
location, nearby people and devices, and user activity [7].



1.2 Sensor Networks

Sensor networksonstitute a particular kind of ad hoc network. Sensing @i-en
ronmental data is achieved by the collaborative effort afrgé number of sensor
nodes, which consist of sensing, data processing, and caioating components.
Sensor nodes are typically low-cost, low-power, and smaalti can communicate
over short distances. They can be densely deployed eitbigleithe phenomenon
one aims to sense or very close to it. They can be randomlypgeglin inacces-
sible terrains, e.qg., for disaster relief operations, kenetwork protocols and al-
gorithms must possess self-organizing capabilities. Berotharacteristic of such
sensor nodes is that they are capable of performing a linhiteal computation,
which can be used for data fusion in order to limit the comroation require-
ments. Sensor networks differ from ordinary ad hoc netwoikshe following
points:

1. The number of sensor nodes in a sensor network can be lsevdeas of
magnitude higher.

2. Sensor nodes are densely deployed.

3. Sensor nodes are intended to be very small and, henceeréimited in
power, computation capacities, and memory.

4. Sensor nodes are prone to failures (hardware must be enebihe sensor
life is typically confined to the battery duration).

5. Sensor nodes may not have global identification. As a cpesee, location-
based routing (a message is routed to a specified geograghicas, in gen-
eral, attribute-based routing (a message is routed acaptdithe message
contents, as described by attributes included in the medtsejf) are pre-
ferred.

6. Sensor mobility may be limited.

7. Sensor networks are queried from an external user, whighbma interested
only in some of the data they can provide (e.g., data corretipg to a given
geographical location). On the contrary, each node in amarg ad hoc
network may represent an individual user and, hence, thegiction among
nodes tends to be more peer-to-peer.

While traditional networks aim to achieve high quality of\dee (QoS) pro-
visions, sensor network protocols must focus primarily ower conservation. In
fact, sensor power sources are, generally, irreplaceaide sensor nodes, once
deployed, are usually inaccessible. Moreover, power s alscarce resource due
to the sensor node’s size limitations. As a consequencepseetwork protocols

2By ordinary ad hoc network, we mean current ubiquitous cdinguad hoc networks.



must have trade-off mechanisms that give the end user thenopt prolonging
network lifetime at the cost of lower throughput or high@msmission delay. The
reader is referred to [8] and [9] for further discussion onsee networks, and to
[10] for biomedical sensor networks.

1.3 Roadmap to this Survey

This survey presents an overview of the work on dependgliiithe context of
mobile ad hoc networks. The attention is on availability agléhbility issues. The
rest of this article is organized as follows.

Possibly arbitrary node movement makes the network togolegy dynamic
as well as stochastic; moreover, it can result in frequetwork partitioning. This
is not the scenario for which most of the network layers foredinetworks are
build and is also where many of the difficulties for ad hoc reeking come. If one
could predict the future link availability, then the netkdayer could exploit such
information to take action in advance. For this purpose (atdnly for it) several
mobility prediction models have been proposed. These rsaatel discussed in
§ 2.

In recent years, a variety of routing protocols targetingcdjcally the ad hoc
environment have been developed. These protocols canmatrisidered depend-
able as they do not provide consistency guarantees in céaitiogs or node move-
ment (e.g., atomicity, total order). Yet they constitute bHasic primitives on which
most of the other higher-level protocols are built and, sedscussed i§ 3.

Mobile computing is not, strictly speaking, a new computpayadigm (the
literature on unicast routing in ad hoc networks is fairlywninous, for instance);
nevertheless, dependable mobile computing probably catobsidered as such
since, since many issues in system modeling, problem definiind algorithmic
solutions are still open. This issues and the proposedisntuaire discussed 4.

Finally, in§ 5 the survey concludes by revisiting the open problems ofiéthed
of dependable ad hoc networks and by suggesting new dinsctio

2 Mobility Models

Researchers have proposed many mobility prediction sch&mredict the future
availability of wireless links [11], [12], [13]. These mddehave been used (1) to
describe how mobile hosts move so as to evaluate the penfiosva the proposed
routing protocols in a realistic representation of the acienin which the protocol
would be actually used, and (2) to predict the network cotivigcduring a routing
protocol execution for the purpose of building more stallg-t-end connections.
Historically, the first mobility models used for ad hoc netis were varia-
tions of therandom walkmodel, which defines individual node movements and is
based on random directions and speeds. These models haaditmidd success
in describing realistic situations. Indeed, in reality,bite users often exhibit cor-



related mobility patterns in their movements. Such coteelanobility patterns are
also referred to agroup mobility In a museum, visitors move at different paces
and along different routes depending on their varied isterebut their mobility
patterns tends to be focussed on common points of intesegtl,as a painting. In
collaborativecomputing environments , the mobile users do not behaveoralyd
but are involved in team activities in which they perform c¢oon tasks (a group
of firefighters on a disaster scene) or have similar destingtfvisitors heading for
similar objects of interest).

The grouping behavior of the mobile users has been obsemastual field tri-
als of local area wireless networks [14]. In [15], severplesentative group-based
user mobility patterns existing in different ad hoc netwscknarios are identified.

One can further observe that the group-based node movecerds the net-
work to partition. Consider an ad-hoc network consistingnany movement
groups whose nodes are initially dispersed and intermiiael distinct mobility
patterns of each group cause the groups to split, and theorle®ventually par-
titions. For a fully-connected network to partition intonapletely disconnected
components, such large-scale and structured topologygelsazan only be caused
by correlated movements of a group of nodes, whereas indepemovement of
individual nodes can only cause random and sporadic lindkarge. This insight
agrees with the simulation results from [15] and [16], whidlve shown that the
group mobility behavior of maobile users causes frequenvait partitioning, and
the resulting partitions are the separate mobility groups.

One of these group mobility models is callR&ference Point Group Mobility
(RPGM)model [15]. In this model, the nodes in the network are orgzahinto mo-
bility groups. Each mobility group has a logical group centiee reference point
which defines the movement of the entire group. The RPGM mabesdribes the
group membership of a mobile node by its physical displaceritem the group’s
reference pointFor example, at time, the location of the nodgin the groupj is
given by the following location vectors:

1. Reference locatiolY ;(t);
2. Local displacemeri ;(t);
3. Node locationX j;(t) = Y;(t) + Zji(t).

The RPGM model generates the physical locations of the ihpbibdes, but
it may not be used to accurately identify mobility groupsr Example, consider a
network topology generated by the RPGM model where therseueral mobility
groups with common reference points and with overlappingrame areas. Since
in this scenario the member nodes are all intermixed, it gossible to recognize
the mobility groups based only on the node physical locati8ince the nodes
exhibit grouping behavior in their movements, a more digtishing characteristic
of nodes within the same mobility group is thede velocity In other words, the
mobility patterns are correlated based on the velocity oieso



Wang and Li [17] extend the RPGM model and propodeeference Velocity
Group Mobility (RVGMmodel. In this model, each mobile node is represented by
its velocity vector; each mobility group has a characteristean group velocity
which each member node’s velocity slightly deviates fronhe Tnembership of
nodes in the groupy is described by the addition of two velocity vectors:

1. Mean group velocit§W ;(t);
2. Local velocity deviatiorlU ;(t);
3. Node velocityV ;i (t) = W,(t) + Uj;(t).

The node velocity in each mobility group is modeled in [17]dysaussian dis-
tribution parametrized by the mean group velocity and aavené representing the
amount of variation in the member node velocities.

Camp et al. [18] provide a survey on mobility models for ad hetworks.
They simulate the Dynamic Source Routing (DSR) protoco] [i€ing different
models. In particular, their results show that the perfaroesof an ad hoc network
protocol can vary significantly (1) with different mobilitpodels and (2) with the
same mobility model used with different parameters.

3 Ad Hoc Routing Protocols

Due to the limited transmission range of wireless netwoté&rfaces, multiple net-
work hops may be needed for one node to exchange data witheanmaide across
the network. In recent years, a variety of new routing prol®targeting specifi-
cally the ad hoc environment have been developed. As thesecpits constitute
the basic primitives on which most of the other higher-lguatocols are built, in
the next sections we discuss them in some detail.

3.1 Unicasting
Unicasting protocols for ad-hoc routing may generally biegerized as:

1. Topology-basedouting protocols. These protocols use the informatioruabo
links in the networks to perform packet forwarding and carfuséher di-
vided into:

(a) Proactiveprotocols (e.g., DSDV, CGSR presentediB.1.1), in which
nodes periodically refresh the routing information so thgry node
always has consistent, up-to-date routing informatiomfeach node
to every other node in the network.

(b) Reactiveprotocols (e.g., DSR, AODV, TORA, ABR, SSR presented in
§ 3.1.2), where the routing information is propagated to aenodly
when it is necessary, i.e., when the node requests it.
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(c) Hybrid protocols (e.g., ZRP presented§ir8.1.3), which make use of
both reactive and proactive approaches so as to incorpihratmerits
of both of them.

The reader is referred to [20], [21] and [22] for a survey armbmparison
of the topology-based approaches.

2. Position-basedouting protocols (e.g., LAR, Terminodes presente$i3il.4).
These protocols aim to surpass some of the limitations dflogy-based
protocols by using additional information, i.e., the plogsiocation of nodes.

Current ad hoc routing approaches have also introduced aexdigms, such
as power awareness, routing in disconnected ad hoc netandagent-based rout-
ing. These will discussed in the following sections as well.

3.1.1 Proactive Protocols

In proactive protocols, each node maintains one or moresatal store routing
information. This information is kept up-to-date by mearigeriodic message
exchanges. The areas in which these protocols differ areuthder of necessary
routing-related tables and the methods by which changestimank structure are
broadcast. The main drawback of these protocols is that tiatemance of un-
used paths is an unnecessary waste of resources. If therketpology changes
frequently, then a significant part of the bandwidth may beup@d.

The Destination-Sequenced Distance-Vector (DSEting protocol [23] is
based on the Bellman-Ford routing mechanism [24], whichbegs improved to
avoid loops in the routing tables. Every node in the mobilevoek maintains
a routing table for all the possible destinations within tieéwork. Routing table
updates are periodically transmitted throughout the netwoorder to maintain ta-
ble consistency. Two possible kinds of packets are udiddumppackets, which
carry all available routing information and, so, can reguitultiple network proto-
col data units (NPDUSs), aridcrementalpackets, which relay only the information
that has changed since last full dump.

The Clusterhead Gateway Switch Routing (CG®Rjtocol [25] is based on
DSDV but imposes a clustered structure to the network ans seeeral heuristic
routing schemes. In each cluster, a node is elected as rchuséel by running
a cluster head selection algorithm. A packet sent by a nofiesisrouted to its
cluster head, then the packet is routed from the cluster tetlte gateway node
of an adjacent cluster (a node at the border of the two ckjst€he gateway node
then routes the packet to the cluster head of the adjacestecland so on until
the cluster head of the destination cluster and, thenceadtual destination node.
CGSR uses DSDV as its underlying routing protocol and, hehas a similar
overhead.
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3.1.2 Reactive Protocols

Reactive protocols take a different approach as they creates only when desired
by the source node. When a node requires a route to a destiniathitiates aoute
discoveryprocess, which is completed once a route is found or all pEssbute
permutations have been examined. Since routes are discbwety on demand,
the first packet to be transmitted will likely suffer from ada delay. Once a route
has been established, it is maintained bgwte maintenancprocedure until either
the destination becomes inaccessible along every pathtfreraource or until the
route is no longer desired.

The Dynamic Source Routing (DSRjotocol [19] is based on the concept of
source routing. When a node receives a route request paxkeaining both the
source and the destination node addresses) it checks wlietheady knows a
path to the destination and, if not, adds its own addres®tothe recordcontained
in the packet and forwards the packet along its outgoingslink route replyis
generated when the route reaches either the destination ioteamediate node
that has a route to the destination. This packet containsviiwe route to the
destination and is sent back to the initiator, passing tjinall the nodes indicated
by the route record previously formed. A disadvantage ofpitwtocol is that it
suffers from a scalability problem due to the nature of seuauting. As the
network becomes larger, control packets (which collectenaddresses for each
node visited) and message packets (which contain full soumating information)
also become larger. Clearly, this has a negative impactaltretlimited available
bandwidth.

The Ad Hoc On-Demand Distance Vector (AODWuting protocol [26] builds
on the DSDV algorithm and minimizes the overhead of theddnyecreating routes
only on demand. Instead of source routing, AODV relies oradiyically establish-
ing route table entries at intermediate nodes. The patloisg process is initiated
by a node by broadcasting a route request packet (RREQ) neitbors, which
then forward the request to their neighbors, and so on, eithiér the destination or
an intermediate node with a route to the destination is émtaBy the time a RREQ
packet reaches the destination or a node that can supplyeatmthe destination,
a reverse path has been established to the source of the RRE@asts route re-
ply packet (RREP) travels back to the source permitting eacte along the path
to set up a forward pointer to the node from which the RREP soriRRoutes are
maintained as follows. If a source node moves, it can raieitihe route discovery
protocol; if a node along the route moves, its upstream meighnotice the move
and propagate a link failure notification message to thestream neighbors and
S0 on up to the source, which may decide to reinitiate theerdisicovery protocol.

The Temporally Ordered Routing Algorithm (TORJRY] is based on the con-
cept of link reversal and aims to operate in a highly dynamibite networking
environment. The key design concept of TORA is the locabradf control mes-
sages to a very small set of nodes near the occurrence oflagigsd change. Each
node has associated a “height” metric, which is used to kstiado directed acyclic
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graph (DAG) rooted at the destination. Links are assignedextibn based on
the relative height metric of neighboring nodes. Timingrsimportant factor for
TORA as the height metric depends on the time of a link failimdeed, TORA as-
sumes that all nodes have synchronized clocks (accomglighean external time
source such as the Global Positioning System).

Conceptually, the quintupler;, oid;, r;, d;, ) representing the height of a node
1 is defined by two parameters: a reference level (the firsethakies) and a delta
with respect to the reference level (the last two values)el\danode loses its last
downstream link (due, for example, to a link failure), it gestes a new reference
level by using the reference levels propagated by its neighbThe first value
representing the reference level, is the time of the link failure. The second
value,oid; is the unique ID of the node that defined the new referencé dakis
used to ensure that reference levels can be totally ordexézbhraphically, even
of multiple nodes define reference levels due to failuresiogty simultaneously.
The third valuer;, is a single bit used to divide each of the unique referengelde
into two unigue sublevels. This bit is used to distinguistween the original
reference level and its corresponding, higher reflectegreate level. The first
value representing the deltg, is an integer used to order nodes with respect to
a common reference level. This value is used in the propayati the reference
levels. Finally, the second value representing the dgltia, the unique ID of the
node itself. When a new reference level is generated, linkg be reversed to
adapt to the new reference level.

The Associativity-Based Routing (ABR)otocol [28] uses thdegree of asso-
ciation stabilityas a metric. Each node periodically generates a beaconitaiad
its presence to neighbor nodes. For each beacon receieegissbciativity counter
(called “associativity tick” in [28]) of the current node thirespect to the beacon-
ing node is incremented. Associativity counters are resetnathe neighbors of a
node or the node itself move out of proximity. Longer-livaedites are preferred
since they indicate less node mobility and, so, more stgbiRoute discovery is
accomplished by a broadcast query and wait-reply (BQ-RBRk¥le. All nodes
receiving the query message append their addresses an@gbeciativity coun-
ters with their associated neighbors to the query packeticBessor node erases its
upstream node neighbor’s associativity counter entrieggxthe one concerning
itself. As a result, each packet arriving at the destinatiglh contain the asso-
ciativity counters of the nodes along the route from the s®to the destination.
The destination selects the "best” route by examining tifisrmation and sends a
REPLY packet back to the source along the chosen path.

The Signal Stability-Based Adaptive Routing (SBR)Yocol [29] selects routes
based on the signal strength between nodes and a nodeiostbility in order
to choose routes that have stronger connectivity. The kigjrength is obtained
by periodic beacons from the link layer of the neighbor nod@aring the route
discovery process, route requests are forwarded to thehwgxbnly if they are
received over strong channels and have not been previoustegsed. The desti-
nation chooses the first arriving route-discovery packeabse it is most probably
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the packet arrived from the shortest and/or least congestipath; moreover, it
must be a path of strong signal stability, as the packets amgpdd at a node if
they arrive from a weak channel. The route is then reverseldaaroute-reply
message is sent back from the destination to the initiatorgaihe chosen route.

3.1.3 Hybrid Protocols

Hybrid ad-hoc routing protocols combine local proactivating and global reac-
tive routing in order to achieve higher efficiency and scititsb

In the Zone Routing Protocol (ZRAB0] a route discovery is initiated on de-
mand. Arouting zoneis defined for each node and includes the nodes whose dis-
tance is less than a predetermined maximum distance (eaehspecifies a zone
radius in terms of radio hops). A routing zone is similar tduster with the excep-
tion that zones can overlap and, hence, every node acts datlelaster head and
as a member of other clusters. Each node is required to knetopology of the
network within its zone only. Updates about changes in tgpphithin the zone
are propagated by using a proactive routing protocol. Eacke ntherefore, has a
route to all other nodes in the same zone. If the destinatonfe mesides outside
the source zone, a reactive search-query routing methads u

3.1.4 Position-based Protocols

Position-based protocols require that information abloephysical position of the
ad hoc nodes is available. Each node may determine its owtiopothrough the
use of a Global Position System (GPS) or some other type dfigraag service
(a survey of these methods can be found in [31]joéation servicemay be used
by the sender of a packet to determine the position of thenddistn so to include
it in the packet. The routing decision at each forwardingenedthen based on
the destination’s position contained in the packet and theitipn of the node’s
neighbors. Position-based routing does not necessaglyireethe establishment
or maintenance of routes. As a further advantage, poditis®d routing supports
the delivery of packets to all nodes in a given geographiegion. This type of
service is calledyeocastingand is discussed i§3.3. A survey on position-based
routing protocols can be found in [32].

TheLocation-Aided Routing (LARJrotocol [33] utilizes location information
to improve performance. The search for a new route is limtibeal small request
zone, thus reducing the signaling traffic. LAR assumes ti@sénder has knowl-
edge of the destination location and velocity. Based onitlig@mation, the des-
tination expected zonean be defined. Thequest zonés the smallest rectangle
including both the location of the sender and the destinagxpected zone. The
sender explicitly specifies the request zone in its routaesgmessage. Nodes that
receive the request message but are outside the requeddigoar the packet.

TheTerminodegroject [34] combines hierarchical and position-basedimngu
in a two-level hierarchy. Packets are routed according agtree distance vector
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scheme if the destination is close to the sending node. grdiistance routing,
a greedy position-based approach (callédchored Geodesic Packet Forwardjng
is used. Once a long-distance packet reaches the area oldise tecipient, it

continues to be forwarded by means of the local routing paito In order to

prevent the greedy forwarding used for long distance fromtirgetrapped into

a local minimum, the sender includes a list of positioaschorg in the packet

header. The packet must then traverse the areas at thetierosin its way to

the sender. The packet forwarding between these areaseésothon purely greedy
basis. Therefore, this approach is a form of position-baseoice routing, as the
sender needs to know about the appropriate positions kgadithe destination.
The sender requests this information from nodes that iresadly in contact with.

Once the sender has the information, it needs to check diardgtervals whether
the path of positions is still valid or can be improved.

Each node is required to know its own position. For the casereva GPS is
not available (e.g., the GPS signal may be too weak or jamoreal GPS solution
cannot be afforded for cost or integration reasons}eH Positioning Algorithm
(SPA)is proposed in [35]. SPA uses range measurements betwegrotiile nodes
to build a network coordinate system. Thiene of Arrival (TOA)method [36] is
used to obtain the distance between two mobile nodes.

In mobile ad hoc networks, a node may be required to forwacitgia on be-
half of another node. This consumes energy (reduces bdifieryvithout direct
advantages. Therefore, if not all mobile nodes belong tas#me administration
authority (as in military operations, disaster relief, a@s missions), their users
may tend to be selfish: they use services provided by othédolnot want to pro-
vide services to the community. Clearly, selfish nodes maglbthe functioning
of the network completely. Therefore, a stimulation meé¢ars necessary to en-
courage users to provide services to each other. The Tedesmuroject introduces
a virtual currency, calleduglets and a mechanism for charging/rewarding service
usage provision. Terminode hardware comes with an intibalksof nuglets, which
have no monetary value and can only be used within terminetieanks. Termin-
odes must pay to those terminodes that provide the packearfding service. In
particular, packet forwarding can be paid by either theipn&tpr Packet Purse
Mode) or the destination of the packd®dcket Trade Modél

3.1.5 Power-aware Protocols

Power is a precious and limited resource for wireless ad lkebearks. The focus
on battery technology research has been to increase bptiemr capacity while
restricting the weight of the battery. However, unlike athgeas of computer tech-
nology such as microchip design, battery technology hagxperienced signifi-
cant advancement in the past 30 years [37]. Although haehvased techniques

3Among the algorithms for optimization problengreedy algorithmsalways make the choice
that looks best at the moment, i.e., they make a locally agtirhoice in the hope that this choice
will lead to a globally optimal solution.
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(e.g., low-power design, variable clock speed CPUs, flashang disk spindown)
have resulted in considerable energy saving, other wayddahe explored as well
to improve energy efficiency. One possibility is to desige tigher layers of the
protocol stack of mobile nodes with energy efficiency as apartant goal. The
general guidelines that may be adopted for an energy-effipitocol design are
the following:

1. Collisions should be eliminated as much as possible witine MAC layer
since they result in retransmissions, which in turn leaddditeonal power
consumption and to possibly unbounded delays. The EC-MAstopol
[38] is one example that avoids collisions during reseoratind data packet
transmission.

2. Atthe link layer, transmissions may be avoided when cbbecwonditions are
poor. Also, error control schemes that combigomatic Repeat Request
(ARQ)and Forward Error Correction (FEC)mechanisms may be used to
trade off retransmissions with ARQ versus longer packets RIEC.

3. Routes should be established so that all nodes equallgtdetpeir battery
power, as studied in [39]. Routing through nodes with lowatitdry power
should also be avoided. In [40] the topology of the netwodoistrolled and
modified by varying the transmit power of the nodes. The astfmrmulate
a constrained optimization problem with two constraintsnreectivity and
biconnectivity; and one optimization objective: maximuowgr used.

4. The operating system should suspend specific suburits etwork, disk,
memory, display, etc.) based upon prolonged inactivitythiftithe applica-
tion layer, the power conserving mechanisms tend to beagifan specific
[41].

The reader is referred to [42] for a survey on energy- effiaietwork protocols
for wireless networks.

3.1.6 Disconnected Ad Hoc Routing

An approach to deal with disconnected ad hoc networks isttthéemobile host
wait passively for the network to reconnect. This may leadrtacceptable trans-
mission delays for the application. Some works have, tbesefproposed ap-
proaches that try to limit these delays by exploiting anctimding node mobility.

Li and Rus [43] address the problem of mobile users that @a®odnected in
ad hoc networks. In contrast to letting the mobile host wastsively for reconnec-
tion, the mobile hosts actively modify their trajectori@sninimize transmission
delay of messages. Two flavors of their approach distingwiséther the move-
ment of all hosts in the system are known or not known. Theegyss intended
for applications like field operations or disaster religdtthequire urgent message
delivery and involve cars or robots.
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Vahdat and Becjer [44] propose apidemicrouting protocol for disconnected
networks. The routing mechanism is derived from epidentorthms that pro-
vide eventual consistency in replicated databases wittemutiring any particular
replica to be available at any time. Epidemic routing relipen carriers of mes-
sages coming into contact with another component of the arétthough node
mobility. At this point, nodes exchange pair-wise messalasthe other node has
not seen yet. Even if there never exists a path in the momestapshot of the
network, the transitive transmission of data eventuallyses a message to reach
its destination. Their simulation results show that, in tenarios considered,
epidemic routing is able to deliver nearly all transmittedssages while existing
ad hoc routing protocols fail to deliver any messages becatithe limited node
connectivity. The required buffering, of course, causeseased resource con-
sumption.

Chatzigiannakis et al. [45] presentsaakeprotocol, where a snake-like se-
guence of carriers (callesupport stationgn the paper) always remain pairwise
adjacent and move in a way determined by the snake’s headhd&ddkmoves by
executing a random walk over the area covered by the netwbik. protocol is
theoretically analyzed. Results derived from an imple gon show that only a
small number of carriers is required for efficient commutiara

Chatzigiannakis et al. [46] extend the work in [45] by prdsena new proto-
col, called therunners where each carrier performs a random walk sweeping the
whole area covered by the network. The authors perform aerempntal evalua-
tion and comparison between theakeprotocol and theunnersprotocol. It turns
out that therunnersprotocol is more efficient (smaller message delays and mem-
ory requirements) and robust than theakeprotocol. The authors also note that
while the snake protocol is resilient only to one carrielufa, the runnur protocol
is resilient to up taV — 1 failures, whereV is the number of carriers.

3.1.7 Agent-Based Ad Hoc Routing

Amin and Mikler [47] propose ar\gent-based Distance Vector Routing (ADVR)
algorithm. For each round, the number of messages exchandkd network is
bounded by the number of the agents present in the networlout discovery
manifests in the movement of agents carrying routing intiam from one node
to another node. To reduce the amount of information praedgagents refrain
from transferring complete routing tables whenever pdssibstead, agents iden-
tify routing table entries that have been modified but yet ¢ottansferred to a
particular neighbor. The migration strategy employed @sesmbination ofStig-
mergy as a form of indirect communication, and a depth-first«eaStigmergy
is a mechanism that insects use to communicate with eacln byhehanges in
the environments. The agents indicate their presence y$iagpbmone trails (a
pheromone is a volatile chemical substance released byiarakin the environ-
ment and serves as a stimulus to other individuals of the sgreeies for one or
more behavioral responses). While ants use pheromone tidibllow the path of

17



the successor ant, in ADVR pheromone tracks of one agento#gps agents. An
agent traversing a link from nodeto nodey deposits a pheromone on the link.
Another agent migrating fromz will choose a link with the weakest pheromone
value thereby migrating to a least recently visited regibthe network.

3.2 Unreliable Broadcasting and Multicasting

In addition to the above work on unicast routing in ad hoc eks, there has
been significant work on unreliable broadcasting and madting as well, and
several protocols have been proposed. These protocolegkable in the sense
that because a message may be lost if the network topologygekaduring the
multicasting of the message, i.e., no guarantees on messdigery is provided
for partitionable networks.

Williams and Camp [48] provide a classification and compmarief these ap-
proaches. Four principal families are so distinguishedi S{dnple Floodingwhere
a source node broadcasts a packet to all neighbors, eachic Woadcasts in
turn the packet to its neighbors—this is done only if the packas not already
forwarded; (2)Probability Based Methodswvhich are similar to flooding except
that nodes only forward with a probability determined byirtheerception of the
network topology; (3Area Based Methodsvhere a node refrains from forwarding
a packet received from another node if the additional araatbuld be so covered
is too low; and (4Neighbor Knowledge Methogdwhere each node maintains state
on its neighbors so to avoid unnecessary forwarding.

Zhou and Singh [49] propose @ontent Based Multicast (CBM)cheme for
ad hoc networks. In CBM, the content of the data being mudtitagether with
the mobility of the receivers determine the multicast sée @uthors focus on bat-
tlefield applications but mention also the possibility oéus disaster relief. The
CBM protocol is based on the idea of “sensor-push” and “rexegpull’. Sensors
detecting threats push the information out into the networkome distance and
direction. Individual receivers then pull threat warniriggm nodes that lie in the
direction of their travel. The protocol assumes the aregpefation to be mapped
and divided into regions. Every node has location capaslivy employing GPS.
A leader per region maintains a list of all threat warningseieed via push pack-
ets. Nodes pulling these threat warnings send a query teetteet of the region
that they are traveling to. When the leader leaves its blthek responsibility for
maintaining threat warnings passes on to a new leader.

3.3 Geocasting

In geocasting, a variant of the conventional multicastingbfem, messages are
delivered to all hosts within a given geographical regiomtraditional multicas-
ting, a host becomes a member of the multicast group by dthpljoining the
multicast group (usually a named entity). On the other hartfihst automatically
is a member of a geocast group if its location belongs to thmmespecified for
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the geocast—this region is referred togeocast region The set of the nodes in
the geocast region is said to formgaocast group For a node to be able to de-
termine whether it belongs to a geocast group, the node neusble to derive its

own physical location (e.g., by means of GPS). See [50] feviw of geocasting

protocols.

4 Fault-Tolerant Algorithms in Ad Hoc Networks

In distributed computing, several recurrent problems Hasen isolated, such as
distributed mutual exclusion, consensus, leader eledtistributed commit, group
communication. These problems have been identified asatg@mablems to solve
as they form the building blocks for solving applicatioresific problems.

The study of recurrent problems in the context of mobile cotimg involves
two complementary paths. First, problems that are alreaflget in the context of
distributed computing should be adapted to the new domain (hobile comput-
ing), whenever applicable. Second, problems that arefsp&rihe characteristics
of the new domain should be identified (e.g., location-ddpan problems such as
geocasting and location-based group membership servid®.identification of
the application domains for mobile computing plays alsoredlimental role since
it enables the identification of generic objectives thattbessatisfied. However, it
does seem inevitable that protocols for achieving desiystés properties despite
faults and mobility will often need to be application-sgieci

In mobile computing, substantial real applications ark starce, the formal
study of generic problems is quite recent, and the procedsrofalizing these
problems, verifying and comparing the proposed solutisristen, in our opinion,
just at an early stage. In the rest of this section, we presemte of the most
relevant work that has been done in this direction and, itiquéar, we focus on
transactional applications, group communication, leadection, and distributed
mutual exclusion problems.

4.1 Transactional Applications on Ad Hoc Networks

Because of mobility, transactional applications in the ad bontext must cope
with the possibility that even normal system operation memadlto violations of
the database correctness. As aresult, research has fanusedkfining the notion
of correctness so as to adapt to the new constrains of ad hwonks. A number
of alternative definitions of ACID properties have been tifexd that weaken one
or more of the properties. The general trend is to allow aagedegree of auton-
omy in transaction processing during disconnections. Eh@tone by permitting
bounded inconsistency among the data copies.

For example, in disconnected operation, a database cliaimtaming a local
copy of the most recently used data could continue execwiusyp while being
disconnected from the server. User transactions can bergexsed into a number
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of weakandstrict sub-transactions according to the degree of consistencyres
by the application. Strict transactions maintain the tiadal notion of transaction
and, if committed, are always committed globally. As a ressitict transactions
can be committed only while being connected with the sef®@erthe other hand,
weak transactions are first committed locally—when the isseies the transaction
commit operation—and are used to guarantee a consistaitiesy of the data.

When connectivity with the served is reestablished, anigitfglobal commit
is performed for committed weak transactions in order tagui@e their durability;
however, the application needs to handle the possibilityaefng transactions that,
notwithstanding having been committed locally, may be &abon performing the
global commit [51], [52], [53].

The reader is referred to [51], [52] and [53] for discussiondatabase consis-
tency, and to [54] for a unilateral commit protocol, in thentext of partitionable
mobile networks.

4.2 Group Communication on Ad Hoc Networks

Before introducing the work on the group communication feois (reliable and
atomic broadcast, group membership, consensus, etc.pdverc networks (see
4.2.3), we first provide introductory material on the speatiion of a group mem-
bership service for distributed computing (presente$l42.1) and, consequently,
on partition-aware applications (presentedif.2.2). Our intent is to recall the
theoretical impossibilities due to asynchronous commatiwo. The situation be-
comes even more complicated in mobile systems due to noddityyakhich can
cause partitioning.

Partitioning is both an intrinsic characteristic of mohilemputing and a major
obstacle in defining generic solutions for mobile compufiagd distributed com-
puting as well). This typically reflects in a conditional chdtion of the liveness
property for a given specification (e.g., the system is meguto deliver the ser-
vice given that network topology eventually “stabilizes”given that the network
topology “stabilizes” infinitely often and for a sufficientrunt of time so that the
algorithm can make progress). An approach equivalent teesspg a conditional
liveness property, is the use of unreliable failure detasctd\lthough unreliable,
these failure detectors must exhibit specific propertias theing not theoretically
implementable in partitionable asynchronous systemsligitip express the nec-
essary additional stability condition.

4.2.1 Group Membership Service Specification

A group membershiprotocol manages the formation and maintenance of a set of
processes called group. For example, a group may be a set of processes that
are cooperating toward a common task (e.g., the primary ankiup servers of a
database), a set of processes that share a common integestlfents that sub-
scribe to a particular newsgroup), or the set of all process¢he system that are
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currently deemed to be operational. In general, a procegsleasea group be-
cause it failed, it voluntarily requested to leave, or itascibly expelled by other
members of the group. Similarly, a process maiyp a group (e.g., it may have
been selected to act as a replicate for the other process$ies group). A group
membership protocol must manage such dynamic changes hreaeta way: each
process has kcal viewof the current membership of the group, and processes in
the group need to agree on these local views despite fajlbbés

Another well-known problem requiring agreement in spitdailures iscon-
sensus This problem cannot be solved deterministically in asyaobus systems
even if communication is reliable, only one process may faild it can do so
only by crashing [56]. Since the purpose of group memberiship ensure some
kind of agreement among processes, the potential for rgninito a similar im-
possibility result is obvious. On the other hand, dependindhow it is specified,
group membership is different from consensus in at leastviays: (1) in group
membership, a process that is suspected to have crasheé camdéved from the
group, even if this suspicion is actually incorrect; (2) semsus requires progress
in all runs, while group membership allows runs that “do g These differ-
ences appear to make group membership weaker than consandus fact (1)
has been widely cited in the past as a reason why group mehibésssolvable
in asynchronous systems while consensus is not. Howevehdacase of group
membership services that aim to maintasirggleagreed view of the current mem-
bership of a group, it has been shown that group membershig solvable deter-
ministically in asynchronous systems, where communioasoeliable and where
at most one process may crash [57]. These are cpliedary-componengroup
membership services and are intended for systems with meoriepartitions, or
for systems with strong consistency requirements, whilclwathe group member-
ship to change in at most one network partition, the “prim@snponent”.

To escape this impossibility result, so-callgalrtitionable group membership
services have also been proposed. These athoitiple views of the group to co-
exist, i.e., different views of the membership of the grougyravolve concurrently
and independently from each other. In particular, there tageveral disjoint
subsets of processes such that processes in each subsethagtbey are the cur-
rent members of the group. Such group membership servioes gloup splitting
(e.g., when the network partitions) agtbup merging(e.g., when communication
between patrtitions is restored).

However, these partitionable group membership servigesta another prob-
lem: their specification must be strong enough to rule ouegsegroup member-
ship protocols (in particular, protocols that can captisig split groups into sev-
eral concurrent views of the same group or capricioushalhsew views excluding
correct and non-suspected processors) and yet it shoul@dle enough to remain
solvable [58]. These problems have been identified in tweemawidely refer-
enced to give rigorous definitions of group membership fgnelsronous systems:
[59] for the primary-component type, and [60] for the p#&otiable one. Since the
work of [58], several other group membership specificatioage appeared. De-
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spite this intense activity, the distributed system comityulmas yet to agree on
a formal definition of the group membership problem, esplgdiar partitionable
systems.

Friedman and Renesse [61] give a specification for the Hoxggcommuni-
cation system. Congress and Moshe [62] are two membersbipgmis that have
been designed by the Transis group. Congress provides desymqup member-
ship protocol, while Moshe extends Congress to providelagfolup communica-
tion service.

Cristian [63] proposes three group membership specificétiothetimed asyn-
chronousamodel [64] with three different consistency guarantegeup agreement
majority agreemenistrict agreementThe group agreement represents a partition-
able group membership specification and is described inoll@ing.

It is assumed that a unique servigés implemented by servers replicated on a
fixed team of processdB. Processes exchange messages via a datagram commu-
nication service. Messages can get lost and communicagilayslare unbounded,
however most messages arrive at their destination withincavk one-waytime-
outdelay constand. Thus, the datagram service hamission/performanctilure
semantics.

Processes have accessstable storageand hardware clocks Clocks are not
required to be synchronized; however, the drift rate of aemirhardware clock is
bounded by a priori known constantCrashfailure semantics is assumed for hard-
ware clocks, moreover a non-crashed process has a corrdetdra clock. Servers
are scheduled to run on processors and the scheduling delaysbounded; how-
ever, most actual scheduling delays are shorter that a kicowstants, meaning
that a process is likely to react to any trigger event (i.dimer event) withins
time units. When scheduling delays exceedervers suffer performance failures.
Thus, servers haverash/performancéailure semantics. The model assumes that
processes do not perform any incorrect state transitiopso@ess crashes by stop-
ping to execute its program. Any crashed server eventualifarts The higher
level worst-case server to server timeout delay is givei ys + d + s.

Two processep andg areconnectedn a time interval, ¢'] if they are correct
(i.e., non-crashed and timely) and any message sent betiveenin[t, ¢ — §] is
delivered withind time units. Two processgsandgq aredisconnectedn [t, '] if
no message sent between themeji' — 4] is delivered withind time units, omp or
q is crashed infjt, t']. Processep andq arepartially connectedn [¢,t'] if they are
neither connected nor disconnectediirt’]. Note that any pair of processes can
only be in one of the above modes. A set of processes that ewéggconnected
form aphysical partition A timed asynchronous systemsblein [¢, ¢'] if during
this time interval (1) no process fails or restarts, (2) altpof processes are either
connected or disconnected, and (3) the “connected” reldigtween processes
is transitive. Note that a stable system consists of one oemdisjoint physical
partitions. It is assumed that the system alternates batloeg stability periods
and comparatively short instability intervals, i.e., dyr@nous communication can
be achieved most of the time.
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The membership service groups team members that can coratei@mong
themselves in a timely manner into groups. In the absencailofds, groups in-
clude all team members that are not crashed. Transienbiliistgeriods, or more
permanent disconnection periods between different parisnetwork, can result
in the creation of several parallel groups. When commuiticaamong parallel
groups is reestablished and a sufficiently long stabilitsiquefollows, they can be
re-merged into a maximal group.

A group@ is a said to be aucessonf groupG’ if there exists some proceps
that joinedG after joiningG’. Two groupsG andG’ are said to bearallel if nei-
ther is a successor of the other. Procegsasdqg are (logically) partitioned at time
t if they are joined to different parallel groupstatA groupG is amajority groupif
the setmem(G) of its members contains a numeric majority of the team mesber
P, that is,|mem(G)| > ‘25. The group agreement protocol makes visible to the
processes the existence of both majority and minority gsotgpughly speaking,
when a new grou- is installed at a procegs p is informed of the predecessor
grouppred(q, G) of each procesg that is member o&G—pred(q, G) is the previ-
ous group to whiclg was joined before joinings. Initially all processes are joined
by definition to a predecessor grog@, 0) with initial states, and membership
P. The above requirement on the installation of a new gr@upermits any two
membergp andqg of group G to detect if they were (logically) partitioned before
joining G. In such a case, they could have applied conflicting updatteetr local
states and, so, may have diverged. If state divergencedstddt the initial state
of the new grougs must reconcile the conflicting updates. This task is apfiina
specific. It is assumed the exsistence aftate merge functiorf that reconciles
any conflicting updates applied to statésnds” to produce a reconciled state
This functions is used when a new group is formed so as to emsunsistent state
among the new group members.

Fekete et al. [65] present a formal specification for a pantitble group com-
munication service. In the same work, the service is usednstouct an ordered
broadcast application and, in a subsequent work, to cangsteplicated data ser-
vices [66]. The specification separates safety requiresrfemtn performance and
fault-tolerance requirements, which are shown to hold ecakions that stabilize
to a situation where the failure status stops changing arrégmonds to a consis-
tently partitioned system.

Babaoglu et al. [67] give a formal specification and an immatation for a
partitionable group communication service in asynchrendistributed systems.
The specification and implementation presented form thes lwdislgroup [68], a
group-enhanced extension to the Java RMI distributed olojeclel. The asyn-
chronous system model consists of a finite set of processesnuaicating by
exchanging messages. Processes may crash and communlodtgocan tran-
siently fail. The system behaves benignly because it eagwentual symmetry of
reachable (unreachable) processes and fair channels. répesgdPartitionable
Group Membership Service (PGM&mprises the properties of View Accuracy,
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View Completeness, View Coherency, View Order, and Vievednity. The au-
thors show that for every implementation of PGMS, a run exikat violates a
property. Thus, it is impossible to solve PGMS in asynchusnsystems. In the
next step, failure detectors are employed to detect cragimmbsses. The failure
detector exhibits the two properties of Strong Completshasd Eventual Strong
Accuracy. Theoretically, the deterministic implementation of teguired failure
detector is impossible, too, in asynchronous systems. Menvthe properties of
Strong Completeness and Eventual Strong Accuracy reflecdttbility condition
of the distributed system if they are satisfied. With suchilara detector, the
group membership problem becomes solvable and an implati@nts presented.
Finally, a reliable multicast service complementing PGl Specified.

None of the work presented above provides a self-stalgjigimiutior? for the
group membership problem. Dolev and Schiller [70] proposanalomized algo-
rithm for implementing self-stabilizing group membersk@vice in asynchronous
systems. A randomized self-stabilizing data-link aldoritis used to ensure that a
message sent over a link arrives at its destination befereekt message is sent. A
process’ algorithm consists of an infinite loop that incldecommunication step
with every neighbor process. A process can send a messageftitssneighbors in
one single communication operation. Processes may crasteaaver during the
execution. Although the system is asynchronous, it is asduiimat each process
eventually knows the set of its non-crashed neighbors. dsteat fault detector is
used to trigger the update algorithm, which is such that viteabilizes, processes
have a consistent view of their connected component.

4.2.2 The Problem of Partitioning

By their nature, network applications for mobile computingolve cooperation
among multiple sites. For these applications, which areacterized by reliabil-
ity and reconfigurability requirements, possible pantitig of the communication
network is an extremely important aspect of the environmémtaddition to ac-
cidental partitioning caused by failures and node movemmiobile computing
systems typically suppodisconnected operationi.e., a mobile host may inten-
tionally decide to disconnect itself from the network andkvonly locally, which
is an additional cause of partitioning.

Intuitively, partitions correspond to maximal connectedhponents of the log-
ical graph representing the “reachable” relation amonggsses. As such, they
can be defined only in the context of specific communicatiomigives. For ex-

“For every correct procegs if a process remains unreachable frop then eventually will
always suspegj.

SFor every correct procegs if a process; remains reachable from then eventually will no
longer suspeaj.

8Informally, aself-stabilizingsystem is a system that can automatically recover, in a finiteber
of steps, following the occurrence of transient faults. ©tite system returns in a legal configura-
tion, it remains in the legal configuration thereafter, batsubsequent fault occurs. No startup or
initialization is necessary because the system stabiliztee correct behavior by itself [69].
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ample, two processes may appear to belong to two differatitipas with respect
to “ping” messages, but the same two processes may appeae isatne parti-
tion when communicating through email. This is becausewlrecommunication
services considered have significantly different messaffering, timeout and re-
transmission properties.

The nature of partitioning will determine the quality foetapplication in terms
of which of its services are available where, and at whatopevénce levels. In
other words, partitioning may result in servieeductionor servicedegradation
but need not necessarily render application services aigiplunavailable.

Informally, we can define the classdrtition-awareapplications as those that
are able to make progress in multiple concurrent partitisitisout blocking. Ser-
vice reduction and degradation depend heavily on the aijmit semantics. For
certain application classes with strong consistency reqents, it may be the case
that all services have to be suspended completely in allfeipartition. This situ-
ation corresponds to the so-call@dmary componenmodel. For applications with
less stringent consistency requirements, partitionatdegmembership services
can provide a useful framework to leverage from.

Babaoglu et al. [71] present three abstract examples atiparaware appli-
cations, which can build upon a partitionable group mentbprservice. These
applications are briefly described in the following:

1. Partitionable Service ActivatoConsider a network service for distributing a
continuous stream of data (e.g., audio, video, stock quatess headlines)
to a collection of subscribers. The data distribution captowxided by any
one of a set oferversthat have access to the data source. The service should
be available in every partition that contains at least omeesgfurthermore,
to minimize resource usage, multiple active servers witiinsame partition
should be avoided. New servers may be added and existingemesed at
will by an administrator. The goal is to devisesarvice activatorlgorithm
such that a server can decide when it should be active and ivslieould be
passive. A solution must activate a new server if the cumeetis removed
from the system, if it crashes or if it ends in another pantiti

2. Partitionable Chat.Consider a service for holding a discussion among a col-
lection of users, e.g., Internet Relay Chat (IRC). Users oumyribute to the
discussion byreatinga new thread or bghoutingmessages in an existing
thread. Messages are potentially addressed to every usenaghjoined the
discussion. Upon partitioning, the discussion may comtiamong users in
each of the partitions. Shouted messages have to satigfgragnt, integrity,
unigueness and liveness properties of view synchrony gessanly within
the same partition. No requirements are placed on messageiththat span
multiple partitions. In other words, upon merging, a uselmass some
messages that were shouted in other partitions.

3. Partitionable Parallel ComputationConsider a time-intensive computation
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such as ray tracing, prime factorization or weather foréugs The com-

putation can be decomposed into a number of subcomputdtiahsan be
carried out independently by a collectionwbrkers New workers may be
added and existing ones removed at will. The computationadinelevant

input data are known ahead of time to all possible workerse Jdal is to

conclude the computation in as short time as possible desgzishes, recov-
eries, partitioning and merges.

Such distributed, partitionable applications are wellesifor ad hoc networks
due to their peer-to-peer architecture. However, imponestwork applications
and services such as web servers, location informatiorbdsés, and network
services (e.g., SNMP) are inherently centralized. Thasécss are often critical to
the mobile node’s operation such that every node requinestant and guaranteed
access to them. When the network partitions, those mobéesubat are not in the
same partition as the centralized server lose access tethiees To ensure that
the service is available to all nodes, atrivial solutioroiplace the service on every
mobile node, so that the service availability is indepenhdérany changes in the
network topology. However, this trivial solution incurs @hibitively high service
cost (in terms of the number of servers deployed). Sevesalareh works have
addressed the problem of maintaining the network-wide reme=of the centralized
service in the presence of frequent partitioning, and wittiecurring high service
cost.

Karumanchi et al. [72] assume that there are many desigsatedrs through-
out the network. However, the servers are predeterminedfiaed, so during
network topology changes and network partitioning, theechability changes.
Hence, the work develops run-time heuristics for clientsdlect servers with the
highest likelihood of being accessible, in order to maxanize chances of suc-
cessful service request.

Hara [73] focuses on data accessibility in ad hoc networksassumes that
all mobile nodes can store some data replicas. Hence, tHeisvooncerned with
the optimal placement of data replicas around the netwakabhieves high data
accessibility in the event of network partitioning, by ciolesing data access fre-
guencies of mobile nodes.

Liang and Haas [74] propose \artual service backbone The servers are
dynamically created and terminated as the network topotdwnges to ensure
network-wide service availability. Further, for ensurieificiency, only one server
is present in a well-connected group of nodes and redundawrs are merged.
When servers become inaccessible due to network partitipmai new server is re-
generated. This has two drawbacks. First it relies on therealf the service being
regenerable, which is unlikely for general network sersic®#ithout the service
being regenerable, the service is lost in the partitioneédiord. Second, during the
period of server failure detection and regeneration, thaaeis interrupted for the
mobile nodes.

Wang and Li [75] utilize observed correlated node mobiligttprns [17] to
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predict the occurrence of partitioning and take the necgssaions to replicate
a server in advance to efficiently provide continuous seraailability. Servers
know the client velocities as these are piggy-backed onlibataequests. Thus,
servers can use a sequential clustering algorithm to igeatirrelated mobility
patterns, which are used to predict the time and locatioheofietwork partitioning.
By calculating the time of service replication, a serveregiicate the service onto
the partitioned nodes before partitioning occurs. In otdeninimize the number
of service instances deployed in the network, servers afsa distributed grouping
algorithm at regulaservice discovery intervak® discover a set of stable servers.
By doing so, the servers in the same stable group monitor ether's presence.
As an arbitration, the server with the highéstontinues its service, and the others
automatically terminate the service instances.

In spontaneously deployed ad hoc networks with no precardiguns, a mo-
bile node has no prior knowledge about the mobility groupsrédver, the mobil-
ity group membership of a node can change dynamically, amtiigle host may
decide to change its course of movement. Therefore, in [@igtabuted grouping
algorithm is run by clients to discover mobility group memrrdsgp based on the sta-
bility with respect to distance to neighbor nodes. This athm is run at a regular
service discovery interval. After each run of the algoritharclient constructs its
stable group and discovers a set of servers. A client seleetsest server among
the discovered servers; the best server is the one whosigeelalocity will allow
it to stay in the client group for the longest time ($eB. If the selected best server
is not the client’'s current server, a service switch occérgeliability counteris
also used by the client for each discovered server as aratadiof the connection
stability with that server. At each run of the grouping alton, the client adjusts
the reliability counter for each server as follows: the deuis incremented if the
server is in the client group and halved if the server is nbtas discovered previ-
ously. A client switches server only if the intended senas the reliability counter
higher than a prefixegwitch threshold

4.2.3 Group Communication Algorithms for Ad Hoc Networks

This section presents the work on the definition and solutibthe group com-
munication services in the context of ad hoc networks. Tiaeeecurrently two
approaches to express a stability condition on the systea i€ required to make
the problem solvable in partitionable networks):

(1) Itis assumed that the network becomes connected injimfen and each
time for a sufficient period of time so that at least one pegdiressage can be
delivered (i.e., the protocol can perform at least one stép}his case, the live-
ness property of the specification is given conditionallguch a network stability
condition.

(2) The network may partition and never re-merge but it isiae] that mobile
nodes and links do not fail.

Some recent work has also specified a location-dependeuap gnembership
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service; however, the identification of the fundamentapprties that such a ser-
vice should provide is still an open topic of research. Tlasoa probably may be
found in the current lack of real applications for such a sexv

Pagani and Rossi [76] present a reliable broadcast probasad on an under-
lying multi-cluster multi-hop packet network [77], [78].h€ authors presuppose
that the network is already structured into clusters. Theteking algorithm uses
neighborhood information that a host derives from “| am ellimessages. The
clustering algorithm is re-executed in case of topologynges.

The reliable broadcast protocol builds a dynamic forwaydiree involving
cluster headgthat coordinates the transmission within a cluster ancessmts the
infrastructure to route inter-cluster messages), gatdwayghosts that are able to
hear from different cluster heads and are used for exchgngessages between
two adjacent clusters) in the network. The protocol toksatommunication fail-
ures and host mobility. The failure model only allows nodd &nk transient fail-
ures that do not cause the loss of state (i.e., a node’s stadthm saved on stable
storage so that it can survive a failure). A liveness prgpeafiects the assumption
that in case of temporary disconnections, the network isteradly repaired and
remains connected long enough for message and acknowletignehange.

The protocol is composed of two phases: in the scatteringgylthe message
is diffused to all receiver members; in the gathering phdseacknowledgments
are collected from the receivers. A forwarding tree is carwséed implicitly during
the scattering phase and is destroyed after messageztbili when the protocol
terminates.

This protocol can be adapted in a straightforward way togoerfmulticast
by restricting the delivery of message to only the membetk®imulticast group
within each cluster. However, this approach would be wakiafnetwork band-
width since the forwarding tree involves all cluster-headd gateways of the clus-
ters; some or many of these clusters may not belong to theéoastligroup or may
not contain any members of the multicast group. Hence, thithm is suitable
for only dense multicast and, because of the use of explikit@vledgment, is not
scalable.

Gupta and Srimani [79] propose a reliable multicast prdtand make the fol-
lowing assumptions: (1) there is an underlying reliablecasi routing protocol
by which messages can be sent between two non-neighbordtesn(2) no node
leaves or joins the system and, thus, the network graph heysithe same node
set but different edge sets; (3) transient link failurestaedled by the data link
layer protocol by using timeouts, retransmission, and pgr &acknowledgment.
The following network stability property (called “liver&sin the paper) is also
required: if there are pending messages for a ngdben eventually the network
remains connected long enough so that nedeceives at least one of these mes-
sages and acknowledges the receipt. Essentially the pidargets mobile net-
works with static multicast groups (as explained below) &adsient link failures
due to node’s mobility. Nodes are assumed not to fail (anvedpmt assumption is
that node failures are transient and do not cause loss @) statspanning tree is
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constructed for each multicast grogp The root of the tree acts as group leader
(called core node in the paper), as explained below.

Whenever a hode wants to multicast a message to the members of gédup
it sends a MULTICAST message to the leader node of g@umvhich assigns a
sequence number to the message and initiates its diss@nidatvn the multicast
tree. It is assumed that nodealways knows the identity of the leader node of
the destination multicast group (i.e., the multicast geage static); moreover, the
multicast groups are assumed to be open in the sense thabdayimthe system
can multicast a message to any multicast group.

The acknowledgments from the multicast group nodes flowenréverse di-
rection toward the leader node. Acknowledgment aggregatiaised to reduce
the bandwidth wastage. A messagestabilizes when the leader node receives
acknowledgments from all the multicast nodes. This knogéedbout message
stabilization is piggy-backed on subsequent multicastsagss. A node delivers
and deletes its local copy of a messageipon gaining the knowledge about stabi-
lization of m.

A multicast tree may get fragmented due to node movementg. approach
to cope with this problem is to reconstruct the multicas #eery time a multicast
tree disconnection is detected. In [79] a different appndagursued by introduc-
ing the notion offorwarding region which is used to glue together fragments of
the multicast tree. Informally, a forwarding region of a twdst tree node: is
the maximal subgraph aroundthat consists of only non-tree nodes. In order to
flood its forwarding region with a message nodeu simply broadcasts to its
neighbors. Any node that receivesforwards it only if the node is not a multicast
tree node. The idea is, hence, to flood the message when thieasutree is frag-
mented using the forwarding regions so as to restrict thaliitgponly to regions
where the topology has changed.

Huang et al. [80] propose a group membership protocol tHetates host
mobility and frequent disconnections. The protocol retiedocation information
and employs a conservative notion of logical connectiiigt tcreates the illusion
of announced disconnections. Analysis of movement pati@nd delays is used to
anticipate physical disconnections before they can imgpplication results.

The mobile ad hoc network is modeled asoanectivity graplC, = §(V, E,),
whereV is the set of mobile hosts arfg, is a set of bi-directional communication
links among the hosts. THegical connectivity grapiC = G(V, E) is a subgraph
of the former, with which it shares the same set of vertexasiay miss some
edges. The logical connectivity graghis used to exclude in advance the subset
of links that may fail. The choice of edges to include(his determined by the
group management policy (later described).

Given a nodeu, the node’s groug- is the maximum-sized connected subgraph
of the logical connectivity grapld’ that contains node. The group membership
problem is defined as the requirement for each host in thedbgionnectivity
graph to have knowledge of the other members of their grodgd@msuch knowl-
edge to be consistent across the entire group at any time.liablee multicast
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service is also provided so that (1) no message can be lat{2dra message is
delivered at the view in which it was sent. Hosts and links assumed not to
fail. The only threat to maintaining a consistent group merabip comes from
the host mobility. Motion is assumed to be continuous, ramdand subject to
a known maximum speed limitation. Hosts may shut down ortignitionally by

declaring their intention before powering down the trarigeni An underlying pro-

tocol providing message delivery with bounded delay betwe® adjacent nodes
is also assumed.

The group membership policy proposed is such that a hosnigtiad into the
group, only if the host can guarantee reliable messageetglivom other hosts
present in the group. A host transmission raies restricted to a smaller range
r, where the host can provide message delivery guarantdegl safe transmission
zone By restricting the range of a host it becomes feasible to complete any
communication between two hostsandwv beforev moves out of the transmission
range ofu. To determiner, it is assumed that hostsandv are moving away from
each other at a velocity which is the larger between their welocities, V42,
and it takes a timdy,,, to complete a transaction between the two hosts, i.e.,
the round trip time between the two hosts is bounde@’hy,,. The displacement
betweenu andwv within time T},.,,, is no more thaV,,,..Tir«n @and, hencer =
R — 2VeeTiran- When a hostu joins a group, a displacemeV,,,q;Thet iS
considered, wher&,,.; is the round trip time within the group. # is within the
safe zone of any neighbor that is already in the group, thémadmitted to the
group.

Partition anticipation is used to preventing mobility-irmgéd unannounced dis-
connection. All group members periodically send their tmsainformation to the
group leader, which in turn updates the group map, a datatgteurecording the
group members’ last reported locations. Whenever the gnoayp is updated, the
leader of the group checks the new configuration to see ifrixggwill soon be in
danger of being physically split. In such a case, the leadicipates the partition
by issuing a partition transaction order to the group mesiber

The algorithm suffers several limitations, as also the @nstimote. (1) It re-
quires a known maximum node speed; indeed, unbounded spege is another
possible source of unannounced disconnection due to thepewd requirement
for most wireless networks (e.g., a GSM or PCS device can aamuate only if
its speed is lower than abobibm /s, for a DECT device the speed limit is about
11m/s). (2) The space is assumed to be free, in the sense that reckdsstan
be present in the path between two hosts that are at a diskessé¢hat the safe
distance. This is reflected in the assumption of continuamdemrmovement. (3)
The algorithm relies on an underlying routing protocol tbah provide a small
and bounded delay bound for group control messages (ndtiééhsafe distance is
defined in terms of round trip times). (4) Node crash failiesnot contemplated.

While in distributed computing a group is usually defined asuaed entity to
which a host may wish to join, in the context of mobile envirents additional
aspects of group communication may need to be consideredoup gnembership
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may be not only affected by the state of nodes and links, lsat lay the location
of mobile nodes. For example, a police dispatch service niaki W coordinate
the actions of all non-busy troop cars within a kilometer afriane site. Indeed,
there has been work that aims at specifying and solving ditochased group
membership problem.

Prakash and Baldoni [81] provide a first attempt to define ation-based
group membership service. It is assumed that the netwoyls st@nnected and
there are no failures. Only changes due to mobility are dened. The architecture
proposed is composed ofpgioximity layerbetween thegroup membership layer
and the underlying mobile network.

The proximity layer consists of a protocol that uses sesvimiethe MAC sub-
layer. The MAC sublayer provides point-to-point commutimaand periodic bea-
cons within transmission rangke Two nodes are connected if their distance is less
thand. The proximity layer protocol is run periodically and it issamed that the
communication at this level is synchronous and the one-wegsage communica-
tion delay is bounded. For this, collision-free protocdts the bit-map protocol or
binary countdown, or limited contention protocols like ptiee tree walk are sug-
gested. The goal of the proximity layer is to find all nodesimitdistanceD from
a given nodep. It is assumed that during a giv@tproximity test, the separation
between nodes may change due to mobility, but the connigctivaph remains
unchanged. Proximity layer messages lagation stampedFor D < d, a node
p can directly reach all nodes in iB-proximity with a single round of messages.
For D > d, a multi-round synchronous algorithm is executed.

Because of node mobility, the result of tBeproximity test can have some in-
accuracy and this can lead to a possible violation of thetysaéguirement of a
mobile application. This problem is typical of mobile dibtrted systems. The au-
thors propose a method to build a margin of safety in a grouplpeeship determi-
nation by assuming a maximum speed for mobile nodes andehamrementing
D with an safety ternD’ so as to take into account a worst case scenario.

The group membership layer communication, atop of the pityilayer, is
modeled as timed asynchronous [64]. This is because concationi between
nodes participating in group communication is not the saghea point-to-point
communication at the proximity layer and, so, messages raag finite but un-
predictable delays. The protocol proposed is based on tie tlound protocol
described by [82].

Briesemeister [83] proposes a routing architecture for @ fretwork in the
context of inter-vehicle communication. Vehicles are eged with computer-
controlled radio modems allowing them to contact other jgogd vehicles in their
vicinity. Vehicles are also aware of their location by usifay example, a Global
Position System (GPS). By exchanging information, vekica a highway build
knowledge about the local traffic situation. Once an equippghicle slows down
significantly, it considers that it is inside a congeste@aiiéhen, it starts communi-
cating with equipped vehicles nearby to share informatiothe driving situation.
Vehicles inside the congested area create a dynamic gralgoyaio establish com-
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mon knowledge about the size, the beginning and the end afothgestion.

Frequent topology changes, scarce bandwidth, and laaje-soverage pre-
vent the hosts from exchanging position and routing tabttatgs throughout the
whole network. Instead, hosts maintain network informatimly about the local
environment. Only direct neighbors that are in the radio memication range of
each other exchange position information. Each vehicidéthe group compares
its own position with the location of other nearby vehicléen, every vehicle
decides whether it is at the beginning, in the middle, or atethd of the congested
area. Vehicles flood messages to geographic regions or ¢o wthicles with cer-
tain constraints in velocity, relative positions, or siani’ehicular parameters. The
receivers of the flooded message use their knowledge of tad émvironment to
decide whether they match the intended destination of thesage. Moreover,
since the inter-vehicle ad hoc network is likely to suffasrfr partitions, vehicles
driving in the opposite direction transport the messagdward on the road and
close gaps in the network topology.

The problem formulation requires the mobile nodes to aggeeinto a dy-
namic group, which includes all vehicles that slow down ie fame driving di-
rection on the highway. Because of the impossibility restiftrimary-component
group membership in asynchronous systems with crashdai[%7], the work sug-
gests reducing the group membership service to the localommeent of a node.
The so-called_ocalized Group Membership Service (LGMS¥ormally defined
and employed in solving the congested area detection proble

The LGMS tracks the membership only of adjacent neighbomanges in the
localized group membership—existent neighbors join ovdethe group volun-
tarily or crash, new members move into vicinity—are ingtdlhas local views at
each host. Different vehicles’ views differ according te tkehicle’s neighborhood
relation with other vehicles and due to transmission fagur

Although the LGMS proposes interesting solutions to théojanm of commu-
nication in partitioned ad hoc networks, it is tailored amdited in its scope to
the specific problem the author aims to solve, i.e., congesti area detection on
highways. Indeed, there is no support for reliable unicastuaticast communica-
tion from any sender to any destination but the informatsguaranteed to flow,
in case of partitions, only in the opposite direction to tle@icles movement.

Dolev, Schiller and Welch [84] propose a randomized selbitizing group
membership service for ad hoc networks. The group memimetishiis carried
through the network by the random walks of a mobile agent.s Hpiproach to
information dissemination contrasts with the use of flogdifthat can result in
heavy traffic—and the use of a distributed spanning tree, (E@QRA [27])—that
can perform poorly when changes are very frequentic& executioris defined as
a system execution in which there exist a single agent inytsies, and the single
agent arrives at every nodes in the system at most edecpnsecutive movesA4
is a fixed constant. The papers provides the probability winigaa nice execution
in three different scenarios. For every nice execution,pitoposed membership
service satisfies two properties: (1) if a node requestsimnalhe group then it will
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be eventually admitted, and (2) if no node requests to joileare the group then
no new view will be generated.

An agent carries the view identifietd, the list of memberspembers,, and
a list{vs of counterslv;, each of which is associated to a nggec members,.
Whenever an agent visits a noplg all lv; € lvs are decremented by 1. A process
p; is consideredctive membeof the group if and only ifv; > 0. If the receiving
nodep; wants to join the group (or simply stay in the group if alregdgsent), then
p; is inserted inmembers, (in case of join) andv; is set tottl;, ap;'s predefined
constant representing the expected number of agent maygisa@ for the agent to
cover the communication graph. Aftergf discovers that the set of members has
changed, a new view identifier is generated. Finally;’s neighbor is randomly
chosen for the agent to be sent to.

To make the algorithm self-stabilizing, two techniques emgployed. (1) To
ensure that there is at least one agent in the system, eaetpnsgs timeouts to
detect whether an agent has not visited the node recentlygbndn such a case,
a new agent is generated, which will contain a group inclgidinly nodep. (2)
To ensure that there is at most one agent in the system, & sigght is generated
from the “collision” of two or more agens—agents collide ®aching the same
node at the same time.

The paper also proposes a best effort, total-order, grouticast service based
on the above membership service. The single agent accuesaula history of the
membership views and the messages multicast within ea@h wW&henever an
agents arrives at a node, the node can receive and delivaeaflages multicast in
the view of which itis a member. Moreover, the node can apjitsmbw messages
to the agent’s history so that they can be received by the othdes.

4.3 Leader Election and Distributed Mutual Exclusion in Ad Hoc Net-
works

This section presents the work on the definition and soludfcthe leader election
and distributed mutual exclusion problems in the contexdhoc networks.

Hatzis et al [85] propose leader election algorithms for ilecdd hoc networks.
The algorithms are classified in (INon-Compulsoryprotocols, which do not af-
fect the motion of the nodes and try to take advantage of tHalenbosts natural
movement by exchanging information whenever mobile hoststrimcidentally;
and (2) Compulsoryprotocols, which determined the motion of some or all the
nodes according to a specific scheme in order to meet thegotademands (i.e.,
meet more often, spread in geographical area, etc.). In fotiocol classes, it
is assumed that the mobile node moves in a bounded threaisiional spaces,
which is quantized by some regular polyhedron, as explaiméuae following.

A mobile host transmission range is represented by a sghemntered at the
mobile host. The spheng is approximated with a regular polyhedren(e.g., a
cube) with volumeV (tc) less the the volume of the sphevdi¢r) and such that
if a mobile host insidec broadcasts a message, this message is received by any
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other host intc. The graptG(V, E) corresponding to the fixed quantization$fs
constructed as follows: a vertexe V represents a polyhedron of volurii@tc);

an edge(u,v) is in E iff the corresponding polyhedra are adjacent. A host can
move anywhere it but at any instance of time it is inside a specific polyhedron
tc and, hence, resides in only one vertexdofBy moving, a host can pass from
one polyhedron to an adjacent polyhedron. Note that the rumbf vertices ing
approximates the ratio between the volume of the sadé(S), and the volume

of the space occupied by the transmission range of an Wigst). In the extreme
case wherd/(S) =~ V(tr) (the transmission range of the hosts approximates the
space in which they are moving), then= 1.

In order for these algorithms to work, the mobile nodes sth&obw in advance
the type and the dimensions of the polyhedron that is usethéogquantization of
S; furthermore, the nodes must be able to measure the disthat¢hey cover
when they move so that they can determined whether they hawered enough
distance to reach a new vertex @f Also, theNon-Compulsoryprotocols might
never elect a unique leader and thempulsoryprotocols force the nodes to per-
form a random walk. Neither of the protocol classes addsstbeeissue of creation
of new components due to partitioning and merging of comptme

Malpani et al. [86] propose a leader election algorithm dase TORA [27],
which is a routing algorithm for mobile ad hoc networks. Eaolde keeps a value,
called height, and links are logically considered to bealée from higher to lower
heights. The heights are manipulated on topology changélasthe logical graph
in each connected component eventually forms a leademtedeDAG, i.e., a DAG
in which the leader is the only sink. When a partition from therent leader is
detected, a new leader is elected and its id is propagatedghout the component.
When two components merge, a contest takes place betwelratiegs so that the
winner’s id is propagated and wipes out the loser’s id.

The network is modeled as a dynamically changing, not nadgéssonnected,
undirected graph and the following assumptions are madeddes have unique
ids; (2) nonfaulty links provide reliable FIFO-order commization; (3) only one
link failure or link formation occurs at a time. The papercgisoposes a variation
of the algorithm to handle multiple concurrent changes loutarrectness proof is
given for it. Although not explicitly mentioned by the authpas the algorithm
is based on TORA, it is also assumed that mobile hosts hawhsymzed local
clocks (for example, via GPS)Finally, no simulation or performance evaluation
of the algorithm is provided.

Walter et al. [87] propose a token-based algorithm for muéxalusion in
ad hoc networks. The algorithm uses the concept of link heagld the partial
reversal technique used in [27] to construct a token-cemAG of the network,
i.e. a DAG in which the node possessing the token is the onk. sSihe assump-
tions on the mobile nodes and network are the following: @deas have unique
ids; (2) nodes do not fail; (3) nonfaulty links provide FIFsder reliable commu-

"See [27] for an attempt to relax this assumption.
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nication; (4) message delays obey the triangle inequal@y, (nessages that travel
1 hop will be received before messages sent at the same tanhiatel more than

1 hop); (5) the network does not partition. The mutual exoluproblem is so for-
mulated: Mutual Exclusiof at most one node is in the critical section at a given
time; (No Starvatiol once link failures cease, if a node is waiting to enter tlie cr
ical section, then it will eventually enter the critical 8en. The hypothesis that
link failures cease is required because an adversariarpatf link failures can
cause starvation. The paper provides a correctness protfed@lgorithm as well
as preliminary simulation results.

Walter et al. [88] extend this work to the k-mutual exclusiomblem. In
this problem, at most k processes may be in the critical @eeti any given time.
Similarly to [87], the algorithm uses the concept of link dgiei and the partial
reversal technigue to ensure that all non-token holdinggsses always have a
path to some token holding process.

The assumptions on the mobile nodes and network are thavfotio (1) nodes
have unigue ids; (2) nodes can crash as long as not all tokdarsarash; (3) non-
faulty links provide FIFO-order reliable communicatioB) ¢he network can parti-
tion but only connected components having at most one totefehcan continue
running. The algorithm is described and simulation resarésprovided; however,
no token regeneration procedure is considered. In thevioity, an overview of
the algorithm is presented.

A DAG is maintained on the physical wireless links of the ad network.

A node’s height is represented by a triple of integers. Liaks considered to

be directed from nodes with higher height to nodes with lotveight. A total
order on the node heights is ensured by having the last integbe triple to be

the unique node id. A node’s height is included in all messabe node sends

in the algorithm. Three types of messages are considdReduest Token and
LinkInfo. TheLinkinfo messages are sent by a node to its neighbors whenever the
node changes its height, so that the neighbors can adajgtnotie’s height change.
The usage of thRequesandTokenmessages is illustrated in the following.

Initially, the token holders are nodes. .. . , k—1. When the application process
at a nodel makes a request for entering the critical section, nigl@entifier is
enqueued in the node request quéyeand the application process is suspended.
Two cases are then considered. (1) If the nbdees not hold the token and the
node’s identifier has been enqueued in an empty request gpguben node;
sends &Requesimessage to its lowest neighbprr The algorithm is such that the
Requesimessages received at a ngdgom higher neighbors cause the nod®
enqueue the identifiers of these neighborQirin the order in which theiRequest
messages are received py(2) If node: holds the token, then it extracts the top
element of@);. If this element is the nodés own identifier, then the application
process at is resumed and accesses the critical section. Otherwide;irsends a
Tokenmessage to its neighboring nofle’hose identifier was just dequeued. When
a nodej receives alokenmessage, it dequeues the top elemenf)pfind either
enters the critical section (if its own identifier was the @x¢racted) or, in turn,
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sends @okenmessage to its neighboring node whose identifier was justedesy.

Non-token holding nodes ensure that they have at least over leeighbor at
all times (recall that messages and, herReguesimessages are always sent on
outgoing links) by using the partial reversal technique sdoaraise the first two
integers of its height triple and, hence, create at leasbatgoing link.

Token holding nodes ensure that they always have at leagtigher neighbor
(so thatRequesimessages can always be delivered to them) by using thelpartia
reversal technigque so as to lower the first two integers ofntbde’s height. In
particular, a token recipient may modify the first two integyim its height triple on
receiving aTokenmessage so that its height is always lower than the heigttteof t
sender of th@okenmessage.

A nodesi removes its neighboring nogés identifiers from its request quedg
when the link betweemnandj fails. If a link incident to a node is reversed, then
node: removes all the identifiers froif; that are lower then the nodis identifier.

If the resulting@); is not empty (i.e., it contains the nods identifier), then node
forwards aRequestnessage again to its current lowest neighbor. This is torensu
that the node’s requests are not lost as result of the lindrsay but always have a
chance to re-propagate on a hew route toward a token holder.

5 Conclusions: A Fault Tolerance Perspective

Mobile computing is not, strictly speaking, a new computgagadigm (the litera-
ture on unicast routing in ad hoc networks is fairly volumiapfor instance); nev-
ertheless, dependable mobile computing probably can b&demed as such since,
as shown in the previous sections, many issues in systemlimgpadad problem
definition are still open. Similarly, the proposed algamthneed strong, and often
unrealistic, assumptions on the wireless network’s or addiehavior.

The logic steps to follow when approaching a new computinglehcan be
delineated as follows [89]: (1) identification of the pos$sibpplications so as to
foresee as much as possible the expected requirementseanditking scenarios;
(2) factorization and formalization of these requiremearid scenarios in generic
problems and system models; and (3) provision of solutiores @lgorithms) and
their verification. None of these steps can be considerasfazbrily made for
dependable mobile computing. A reason may be found in thetliat substan-
tial, realistic applications, with strong dependabiligguirements, are still to be
developed for wireless mobile networks and, hence, it i<heatr yet what kind of
services or degree of consistency to provide. Besideshtwratical impossibility
result due to the unavoidable network partitions, makegpthblems application
specific and, hence, difficult to generalize.

General speaking, different applications classes areifi@reht wireless net-
work types, and vice versa; therefore, it is not feasible twerthe classical prob-
lems of distributed computing to mobile wireless networkgrey are. Moreover,
mobility and location are characteristic peculiar of melrietworks and should be
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considered as well. Location-based routing and locat&setd membership ser-
vice are examples of problems specific to mobile networks.

Collaborative (peer-to-peer) applications seem best fih@d networks and
may benefit from a group communication paradigm. Similalggenerable server
model can fit an ad hoc network as long as server regenerdteach partition is
feasible (see [75]), but this heavily depends on the semaifithe services to be
provided. In our opinion, client-server (centralized) kqgtions (e.g., databases)
do not fit well ad hoc networks and are probably more suitecaffixed infras-
tructure network with the servers residing on the wired oeks, so that clients
always know where the servers are. Again, the problem ofrspinconsistencies
when globally committing changes that have been commitieally is application
specific. On the other hand, sensor networks are more foy-dpaesed applications
where an external user monitors the phenomenon sensed metiverk. Here,
the asymmetry of the communication and the intrinsic rednog within a sen-
sor network may suggest solutions to dependability diffetiean those for ad hoc
networks.

Work on dependable mobile computing is characterized biattieof a proper
theoretical model. Typically, protocols implicitly assara synchronous model for
the network, i.e., reliable communication in one step (etgpse in§ 4.3), while a
timed asynchronous model [64] would be more appropriaterelher, the failure
model considered is often restricted to mobility (e.g.ology changes) with the
assumption that the network stays connected (e.g., [81fasICfailures are not
always considered and we are not aware of any work that cemssilyzantine
node failures.

Current fault-tolerant algorithms for partitionable mlelbad-hoc networks as-
sume either that (1) mobile nodes move in a free space witindexli physical
speed and never fail, or that (2) the network re-connectsiialy often so that
the algorithm can make progress. Although in a real systemm@ hold for
most of the time (i.e., with high probability), it can stilelithe case that waiting
for network components to re-merge may require unboundeé nesources and
communication delays. Therefore, we retain that in pradtie problem of perma-
nent partitioning cannot be avoided and must be faced tegeitlth the presence
of obstacles in the space and the possibly unbounded nodeityelin this direc-
tion, we individuate two classes of inconsistency in parigible mobile networks:
inconsistency originating from the presence of multipleiipans (Inter-Partition
Inconsistency and inconsistency originating within a partitioimtfa-Partition In-
consistency These are discussed in the following.

Inter-Partition Inconsistency. This is due to the possibility for the network to
partition and never re-merge. Network partitioning candmistically coped with
either (1) by exploiting the nodes’ natural movement (¢43t]) or, when this does
not suffice, (2) by employing dedicated nodes (the so-cathadiers) to buffer
messages yet to be delivered and move in a coordinated wayh®/epace so as
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to join in time the network partitions that cannot be joinedspace (e.qg., [44]).
A simple mobility model for these carriers is the randomiwmlodel (as in [46]),
but it is only feasible in free space where no obstacles asentt. It is necessary
an in-depth study of a correlated carriers’ movement, phsy obtaining and
exploiting information of obstacles present in the spac# @nthe position and
movement of the the different partitions.

Intra-Partition Inconsistency. This is due to the presence of obstacles in the
space and to unbounded node velocity, which break the gammelence between
the location-based neighboring relation and the logicaneativity relation, on
which some work is based (e.g., [80], [81]). Note that, altffomost wireless net-
work technologies can provide communication only when aileatevice speed is
lower than a technology related maximum speed (e.g., a GSMalean commu-
nicate only if its speed is lower than abdikn /s), this does not necessarily imply
that a given mobile node will always move at a physical speaet than such a
bound.

When a mobile node moves too fast (or is hidden by an obstacle), it simply
becomes invisible to the network. Once the naddows down (or surpasses the
obstacle), it reappears in a positiohdifferent from the positior in which it dis-
appeared. Thiteletransporteffect may be a source of inconsistency for the global
state of the system and, to the best of our knowledge, hasemut &ddressed in
the literature. Note that the teletransport phenomenonmoape modeled with a
crash failure. Indeed, a crashed node that recovers tjpidaés so by restarting
from a legal initial state, so that it can be reintegratechimetwork by perform-
ing a precise reintegration protocol. On the other hand itat difficult to think
of scenarios in which, because of the teletransport effgogn the mobile node
reappears in the network, the nadand the other network nodes have an inconsis-
tent view of the situation, i.e., the global system is in &gl configuration. This
is similar to having the mobile nodeto be restarted at’ in an arbitrary state, and
so can be dealt with self-stabilizing algorithms.
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